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On the dynamics of the Ross
Gyre: the relative importance of
wind, buoyancy, eddies, and the
Antarctic Circumpolar Current
Yang Wang1,2, Eric P. Chassignet1* and Kevin Speer2

1Center for Ocean-Atmospheric Prediction Studies (COAPS), Florida State University, Tallahassee,
FL, United States, 2Geophysical Fluid Dynamics Institute (GFDI), Florida State University, Tallahassee,
FL, United States
The formation of cold, dense waters south of the Antarctic Circumpolar Current

(ACC) is one of the main drivers of the global overturning circulation, with major

effects on the earth’s climate. A key region where dense waters are formed is the

Ross Sea, which is separated from the ACC by the Ross Gyre. The strength and

variability of the Ross Gyre circulation impacts the formation and export of dense

water, but observations of the Ross Gyre circulation are limited because of its

remote location, severe weather conditions, and ice cover that has limited the

application of remote sensing techniques. Quantitative estimates of the gyre’s

total strength are difficult to obtain from hydrographic observations alone due to

the limited sampling and the relatively weak stratification. In this paper, we use a

combination of observations and modeling studies to estimate the strength and

variability of the Ross Gyre transport and investigate the relative contributions of

the wind, buoyancy forcing, eddy fluxes, and the influence of ACC to the Ross

Gyre circulation. We find that the mean transport of the Ross Gyre can be as high

as about 45 Sv, more than twice the typical estimate of about 20 Sv. Sensitivity

experiments to wind and buoyancy forcing, nonlinear terms, and the ACC were

performed with a regional configuration of the Hybrid Coordinate Ocean Model

(HYCOM). The numerical experiments show that the total Ross Gyre circulation,

and its variability, are primarily wind-driven. The ACC is responsible for a small

recirculation. Buoyancy and nonlinearity or eddy fluxes play a smaller role in the

gyre dynamics, though they are regionally important.
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1 Introduction

The Antarctic Circumpolar Current (ACC, Figure 1), driven by

strong westerly winds and buoyancy forcing (Hogg, 2010), circulates

around Antarctica and connects the three major oceans: the southern

Pacific Ocean, the southern Atlantic Ocean, and the southern Indian

Ocean (Orsi et al., 1995; Rintoul and Garabato, 2013), making it the

largest current system in the world (Cunningham et al., 2003). The lack

of complete meridional boundaries in the Southern Ocean inhibits the

generation of western boundary currents that, in other oceans,

transport water mass, heat, potential vorticity (PV) and other tracer

properties to high latitudes. Instead, eddies play a crucial role in the

poleward transport of properties across the ACC (Marshall and Radko,

2003; Marshall and Speer, 2012). Complex sea-ice interactions produce

the dense Antarctic BottomWater (AABW) which spreads into ocean

basins around the world as part of the lower cell of the MOC, playing a

key role in heat and carbon storage (Frölicher et al., 2015). The

controlling effect on the rate of exchange of heat and carbon

between the ocean interior and the surface ocean, as well as the sub-

polar and polar ocean due to upwelling (Marshall and Radko, 2003),

make the Southern Ocean crucial to an understanding of climate and

climate variability, and modern global warming projections (Marshall

and Speer, 2012; Rintoul, 2018).

The ACC (Figure 1) consists of strong jets defined by fronts, i.e.,

the Sub-Antarctic Front (SAF), the Polar Front, and the Southern

ACC Front, which are strongly steered by the topography. In between

the southern boundary of the ACC (SBACC) and the Antarctic

continental shelf break where the Antarctic Slope Current (ASC)

encircles the Antarctic continent from east to west, lie the subpolar

gyres. The subpolar gyres are covered by sea-ice almost fully during

the austral winter and partially during the austral summer in the

southern portion of the gyres. Both the relative warm interior water

and the relatively cold water formed below the sea ice must pass
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through the intermediate current systems, i.e., the sub-polar gyres, in

order to reach the marginal seas and the sub-Antarctic Ocean,

respectively. There are two major subpolar gyres in the Southern

Ocean. The first one, and the best documented, is the Weddell Gyre,

located in the southern Atlantic Ocean (Gordon et al., 1981; Park and

Gambéroni, 1995; Vernet and D., 2019) occupying the region

between the Antarctic Peninsula and the Kerguelen Plateau. The

second major subpolar gyre, located in the southwest Pacific, is the

Ross Gyre (Dotto et al., 2018; Gouretski, 1999; Locarnini, 1994). A

third subpolar gyre, the Australian–Antarctic Gyre (McCartney and

Donohue, 2007; Aoki et al., 2010; Matsumura and Yamazaki, 2011),

has been identified off East Antarctica.

The Ross Gyre (Figure 1) is a cyclonic circulation system located

south of the ACC in the southwestern Pacific Ocean bounded by the

Antarctic continent to the south. The Ross Sea, on the shelf, extends

under the glacial ice front and is an important basin for the

formation of the dense waters. The larger Ross Gyre system is

constrained by major topographic features in the Pacific sector

(Figure 1B). The Pacific-Antarctic Ridge (PAR), located in the

northwestern part of the Ross Gyre, steers the ACC and separates

the ACC from the gyre to the south. The Ross Gyre’s northern

extremity is the Udintsev Fracture Zone where the ACC crosses the

mid-ocean ridge (e.g. Park and Coauthors., 2019). The Ross Gyre

recirculates water from the southern limits of the ACC across the

deep expanse of the southeast Pacific Basin all the way to the

continental slope. At the western limit of the Ross Gyre the Pacific-

Antarctic Ridge merges with several ridge systems extending from

the continent in the neighborhood of the Balleny Islands.

The southern portion of the Ross Gyre shows strong gradients in

water mass properties, from Circumpolar Deep Water (CDW) to the

Modified Circumpolar Deep Water (MCDW) to the Antarctic

Surface Water (AASW; Jacobs, 1991; Rickard et al., 2010).

Quantitative estimates of the gyre state are difficult to make from
FIGURE 1

(A) Key climatological features of the Southern Ocean. The shadings are the bathymetry in meters and the colored contours correspond to the ACC
boundaries and jets as described in Park et al. (2019). From north to south and in reddish colors are the northern boundary of the ACC (NBACC), the
Subantarctic Front (SAF), the Polar Front (PF), and the Southern Antarctic Circumpolar Current Front (SACCF), respectively. The blue contour is the
southern boundary of the ACC (SBACC). The black contours delineate the Weddell Gyre in the Atlantic Ocean and the Ross Gyre in the Pacific Ocean,
based on recent satellite data (Armitage et al., 2018). The white and grey color contours are the sea-ice edges (ice concentration is 15%) for February
and August, respectively. (B) Major topographic features in the Ross Gyre area (meters). The black contour is the Ross Gyre and the blue contour is
the SBACC.
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hydrographic observations alone due to the strong barotropic

component of the circulation in this area of relatively weak

stratification. Model representations of the subpolar gyres in the

Southern Ocean exhibit large discrepancies (Wang and Meredith,

2008; Wang, 2013) and cannot be easily validated because of the lack

of observations. Compared to the Weddell Gyre (see the review of

Vernet et al., 2019), the Ross Gyre is less well observed though new

techniques to exploit satellite data in sea-ice and under-ice Argo data

are now providing much needed observations spanning the seasons

in the subpolar regions of the Southern Ocean. While efforts have

been made to describe the Ross Gyre using the various datasets,

described below, the main drivers behind the Ross Gyre dynamics are

not fully understood and have never been systematically examined.

Past research invokes a variety of forcing mechanisms for subpolar

gyre circulation based on different indices or proxy quantities of

circulation. Wang and Meredith (2008) found that the simulated

sub-polar gyres strengths in the Southern Ocean in AR4 climate

coupled models are more likely determined by upper layer

meridional density gradients, which are determined predominantly

by the salinity gradients, and the authors assert that the Sverdrup

balance cannot be used to explain the modeled sub-polar gyres because

the link between the gyre strengths and wind stress curl is weak.

However, a more recent work by Armitage et al. (2018) show using

novel data from radar altimetry that can measure the ice-covered sea

surface height that themonth-to-month circulation variability based on

sea-surface height of the Ross andWeddell Gyres is strongly influenced

by the local wind field and is correlated with the local wind curl. Dotto

et al. (2018) also attributed the Ross Gyre’s variability to the Antarctic

Oscillation (AO), a large-scale atmosphere mode and to the low sea-

surface pressure of the Amundsen Sea Low mode. A recent idealized

basin study argues that buoyancy forcing in a subpolar gyre is of similar

importance to wind forcing and cannot be neglected (Hogg and Gayen,

2020), but the quantitative importance will depend on stratification,

itself dependent on the buoyancy forcing.

The main objectives of this paper are a) to review the strength

estimates of the Ross gyre using observations, reanalysis, and model

simulations to provide a reference framework and b) to quantitatively

estimate the contributions of the wind, buoyancy, eddies, and the

ACC to the Ross Gyre circulation. The layout of the paper is as

follows. In section 2, we use observations and existing reanalysis

model simulations to review the latest gyre estimates. Next, in section

3, we introduce the regional HYCOM model configuration together

with the vertically integrated vorticity equation that will be used to

investigate the dynamical effects of various forcings on the Ross Gyre.

We then present, in section 4, a series of sensitivity experiments

designed to isolate the impact on the Ross Gyre circulation of a) the

external forcings, i.e., the wind, and surface buoyancy, b) eddies, and

c) the ACC. We then summarize and discuss our findings in the

concluding section.
2 Ross Gyre extent and transport from
observations and models

Before discussing the Ross Gyre’s extent, transport, and

variability, it is important to define the gyre itself. One definition
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used by Dotto et al. (2018) is the largest possible closed contour of the

dynamic ocean topography (DOT). The gyre center is then defined as

the minimum DOT and the gyre transport is thus defined as the

transport across the meridional section from the gyre center to the

gyre southern boundary. Another way to characterize the gyre and

gyre strength is to use the vertically integrated streamfunction with

the gyre transport as the maximum streamfunction value. However,

since observed velocities are not available, one has to make

assumptions when applying the streamfunction-based definition to

observational data from the Ross Gyre area. Dotto et al. (2018) used

surface velocity throughout the water column to compute the

transport, assuming no vertical shear. Another option is to estimate

the vertical shear by applying the thermal wind relation to

climatological T/S data.

The transport estimates of the Ross Gyre vary greatly in the

literature, most likely due to disparities in the data sources,

definitions of the gyre extent, and the methods used (see Table 1

for a review). Baroclinic estimates of the Ross Gyre transport are

typically around 8 Sv by assuming no motion at the bottom

(Gouretski, 1999). Reid (1986), Reid (1997), on the other hand,

gives a transport closer to 20 Sv, because of an additional barotropic

component based on observed westward bottom flows from a short

current meter record. Chu and Fan (2007) suggest that the Ross Sea

cyclonic gyre recirculates 15–30 Sv using an inverse model to

calculate the volume transport from wind and hydrographic data.

Models also show the gyre to be 20 Sv to 37 Sv, with large variations

(Wang and Meredith, 2008; Mazloff et al., 2010; Rickard et al., 2010;

Wang, 2013; Duan et al., 2016). A recent estimate of the Ross Gyre

from altimetry data is about 23 Sv (Dotto et al., 2018) by, as noted

above, assuming no vertical velocity shear in the interior ocean and

computing the transport by multiplying the surface velocity with

the ocean depth.

We now re-examine the Ross Gyre extent and transport using

the latest observational data and state-of-the-art model data. The

Ross Gyre is depicted in Figure 2 from the perspective of DOT/Sea

Surface Height (SSH) contours derived from observations and
TABLE 1 Ross Gyre Transport estimations.

Reference Value (Sv) Data/method

Reid (1986),
Reid (1997)

~20

Barotropic component from short
current meter record at bottom +

baroclinic component from
tracer analysis

Chu and Fan (2007) 15-30 Inverse method

Mazloff et al. (2010) 20 ± 5 SOSE

Rickard et al. (2010) 22-33
Models (HadGEM1.1,
HiGEM1.1, BRAN2.1)

Wang and Meredith
(2008), Wang (2013)

23 ± 21 CMIP3

Wang (2013) 24 ± 15 CMIP5

Duan et al. (2016) 37 ± 6.4 SODA

Dotto et al. (2018) 23 ± 8
DOT (open + ice covered ocean),

barotropic transport
Unit: Sverdrup (106 m3s-1).
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model outputs and its extent is defined as the largest closed DOT/

SSH contour. The observed DOT datasets are obtained from two

data sources: 1) the Armitage et al. (2018) archive, hereafter referred

to as Armitage-2018, and 2) the Centre for Polar Observation and

Modelling (CPOM, http://www.cpom.ucl.ac.uk/dynamic_

topography/), hereafter referred to as CPOM-2021, which is

similar to Armitage-2018, but with a different geoid (Armitage

et al., 2016). Both datasets are on a 50 km grid with Armitage-2018

spanning 2011–2015, while CPOM-2021 spans from 2011-2019.

Thus, the common period of 2011-2015 is chosen for the

comparison. The SSH estimates of the ice-covered Southern

Ocean are derived using radar altimetry data from the CyroSat-2

(CS-2) mission (Wingham et al., 2006) following the method by

Kwok and Morison (2016) and combined with conventional open-

ocean (ice-free) SSH estimates to produce monthly composites of

DOT. Both datasets show the Ross Gyre spanning 160°E to 140°W,

bounded by the Pacific-Antarctic Ridge in the northwest and the

ACC to the east. The gyre exhibits little variability at the northern

and southern boundaries, due to topographic constraints on the

gyre (see Supplementary Figure S1). Larger variability exists at the

eastern gyre boundary due to the variations of the position of the

ACC. A smaller “sub-gyre” exists near the Balleny Islands to the

west, as does a gyre extension into the Amundson Sea in the

southeast. The climatological gyre center differs between the two

datasets, with the gyre center near 67°S, 150°W in Armitage-2018

and 70°S, 165°W in CPOM-2021.

Modelled SSH are from three sources: the Biogeochemical

Southern Ocean State Estimate (B-SOSE) (Verdy and Mazloff,

2017); the global Hybrid Coordinate Ocean Model (HYCOM)

(Bleck, 2002; Chassignet et al., 2003; Halliwell, 2004) reanalysis

(Cummings and Smedstad, 2013); and a global HYCOM free

simulation, i.e., without data assimilation (Chassignet et al., 2020).

More details about the model setups can be found in Appendix A.
Frontiers in Marine Science 04
The major difference between the modeled gyres and those derived

from observations is that the modeled Ross Gyres usually extend

farther west into the Southern Indian Ocean, even tending to form a

so-called super gyre (Duan et al., 2016). The modeled gyre

boundaries show less variability than in the observations, except

for the HYCOM reanalysis which exhibits higher variability at the

northern boundary (see Supplementary Figure S1) and where the

whole gyre tends to shift to the south. The HYCOM free simulation

provides a better gyre representation than the HYCOM reanalysis

when compared to observations.

In the remainder of this section, we estimate and analyze the

Ross Gyre transport using observations and the model output.

Variables used to compute the estimates include DOT from

observations, SSH from model output, temperature and salinity

(T/S) from observations and model output, as well as velocities from

Argo trajectories-based product and model output. Temperature is

potential temperature unless otherwise specified. Details about the

data can be found in Appendix A.

To get an estimate of the absolute or total Ross Gyre transport

using the DOT, we need to derive 3D geostrophic velocities. The

observed surface velocities are first calculated from the DOT using

geostrophy. The subsurface absolute geostrophic velocities are then

determined using the thermal wind relation from observational T/S

data and the surface velocities (e.g., Kosempa and Chambers, 2014;

Vigo et al., 2018). More details about these calculations can be

found in Appendix B. The T/S data are from three climatological

datasets [WOA18 (Boyer et al., 2018); GLODAPv2-2016b (Lauvset

et al., 2016); and GDEM4 (Carnes et al., 2010)] that are widely used

in the oceanography community and are considered best available

estimates of the ocean state from observations on a large scale.

Although these Ross gyre T/S datasets consist of climatological data,

they do add a vertical shear contribution that one would not get if

the surface velocity were assumed to extend all the way to the
FIGURE 2

Extent of the Ross Gyre from observations (A, B) and models (C–E). In each figure, the shading is Dynamic Ocean Topography (DOT (cm), observation)
or Sea Surface Height (SSH (cm), model) and domain average has been removed. The thick black contour is the climatological gyre boundary. The red
contour is the southern boundary of the ACC defined in Park and Coauthors. (2019), while the white contour is the southern boundary of the ACC in
each dataset. (A) is for Armitage-2018 data; (B) for CPOM-2021 data; (C) for B-SOSE; (D) for HYCOM-reanalysis; (E) for HYCOM-free.
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bottom (no vertical shear) as in Dotto et al. (2018). Once the full

three-dimensional geostrophic velocities are available, the

geostrophic vertically integrated streamfunction can be obtained

by integrating the zonal absolute geostrophic velocity from the coast

of Antarctica. To quantify how well this approximation works, we

used the B-SOSE model to compare the transports computed using

the full model velocities and those computed from three-

dimensional geostrophic velocities. The two fields are almost

identical (see Supplementary Figures S2, S3).

We apply the above transport calculation to the two observational

monthly DOT data using the three available climatological T/S datasets

mentioned earlier. The first set of results uses the Armitage-2018 DOT

data, while the second uses the CPOM-2021 DOT data. The mean

absolute geostrophic velocities, when compared at 1000 m depth to the

mean velocities derived from ANDRO Argo floats displacement

(Ollitrault and Rannou, 2013), are found to be in good agreement in

terms of magnitude and pattern (see Supplementary Figures S4, S5 ).

To compare quantitatively the results, we calculate the standard error

between the calculated absolute geostrophic velocities with the

velocities derived from the ANDRO Argo floats displacements, as

summarized in Table 2. The combinations using GDEM4 T/S usually

contain the largest errors, and errors of combinations using the

Armitage-2018 DOT are smaller than those of combinations using

CPOM-2021 DOT. The lowest errors in the zonal velocities are

from the combination of Armitage-2018 DOT + WOA18 T/S, and

the errors in the meridional velocities are also the lowest. The second

and third lowest errors of the zonal velocities are from the

combinations of Armitage-2018 DOT + GLODAPv2-2016b T/S and

CPOM-2021 DOT +WOA18 T/S. Next, we will show how these three

combinations better describe the gyre extent, with the Armitage-2018

DOT + GLODAPv2-2016b combination providing the most

reasonable estimate.

The next step is to define the gyre based on the geostrophic

transport streamfunction. The gyre boundary is defined as the largest

closed streamfunction contour, and the gyre center as where the

maximum streamfunction is located in the domain. The Ross Gyre

transport is defined as the zonal transport across the meridional section

from the gyre center to the southern boundary. Two types of transport

are defined: first, transport is computed from the 3D geostrophic

velocities as described above; the second definition of transport

assumes that there is no vertical shear and that the velocities are

equal to the surface velocities as in Dotto et al. (2018). We define the

first transport as the full transport, while the latter is referred to as the

barotropic transport. Note that the term “barotropic” in “barotropic

transport” here refers to vertical integration of velocities that are
Frontiers in Marine Science 05
assumed to be equal the surface velocities (i.e., the velocity at the

surface × depth) as in Dotto et al. (2018). Figure 3 shows the gyre extent

from the geostrophic streamfunctions derived from the observations

(Figures 3A–F), along with that from the streamfunctions for model

outputs (Figures 3G–I). The mean gyre transports are summarized in

Table 3. The result shows that there are large variations across the

observational datasets, but this is the first time that large-scale

subsurface velocities are used to perform Ross gyre transport

calculations, providing more accurate observed transport estimates.

Considering the gyre extent, the streamfunction-based gyre

boundaries are located more to the south and southeast than the

DOT-based boundaries, incorporating the gyre extension into the

Amundsen Sea. The GDEM4 combinations (Figures 3C, F),

however, result in excessive gyre expansion into areas that are

supposed to be part of the ACC from the DOT view, and the mean

transport can exceed 110 Sv (Table 3). This is not too surprising

since the GDEM4 combinations give large errors compared to the

Argo-based observation. It is of particular interest to examine the

details of the three observed combinations with lowest zonal

velocity errors (Figures 3A, B, D, respectively). First, the gyres’

shapes follow the Pacific-Antarctic Ridge in the northwest very well,

except for the Armitage-2018 + WOA18 combination which shows

too much expansion into the ACC area. Second, the gyres extend

into the Udintsev Fracture Zone, an important feature of the Ross

Gyre. Third, the gyre boundaries in the southwest follow the shape

of the Hallett Ridge, except for the CW combination. Additionally,

the Armitage-2018 + GLODAPv2-2016b combination has a

western extension of the Ross Gyre, which is often referred to as

the Balleny Gyre, another important characteristic of the region.

The mean transport of the Armitage-2018 + WOA18, Armitage-

2018 + GLODAPv2-2016b, and CPOM-2021 +WOA18 combinations

are 64.1 + 10.8, 46.9 ± 10.6, and 45.8 ± 11.5 Sv, respectively (Table 3).

These numbers are more than twice and even three times the typical

value of ~20 Sv from several estimates (e.g. Reid, 1986 and Reid, 1997;

Dotto et al., 2018), but closer to the 50 Sv transport anticipated by

McCartney and Donohue (2007). The Armitage-2018 + GLODAPv2-

2016b combination provides the best estimate of the Ross Gyre

transport with lower zonal velocity errors, a good representation of

the gyre extent, and a reasonable gyre transport estimate.

To evaluate the contributions of baroclinicity to the Ross Gyre

strength, we also calculate the baroclinic transport (see Table 3)

which is defined as the difference between the full transport and the

barotropic transport which assumes that the velocity is uniform in

vertical and equal to the surface velocity (i.e., the vertical integration

of the surface geostrophic velocity × depth) (Dotto et al., 2018). The

baroclinic transports of the WOA18 combinations are the smallest

(-6.8 or -5.7 Sv, with the minus sign indicated a decrease in the

transport) when compared to the others; the baroclinic contribution

is of the opposite sign and too strong with GDEM4 (38.2 or 32.5 Sv)

and moderate with GLODAPv2-2016b (-19.6 or -10.2 Sv).

Figure 4 shows the potential temperature, salinity, and zonal

velocity along 150°W for the WOA18, GLODAPv2-2016b, and

GDEM4 data. The potential densities (s2) are plotted on top of the

displayed variables (black contours). The zonal velocities are derived

from the Armitage-2018 DOT and above T/S data. The climatological

gyre center is typically around 150°W and 67°S. For theWOA18 data,
TABLE 2 Standard deviation (cm/s) of the difference between the
geostrophic velocities with ANDRO velocities.

WOA18 GLODAPv2_2016b GDEM4

Armitage-
2018

ustd 2.02 2.12 2.58

vstd 1.51 1.79 1.56

CPOM-2021
ustd 2.18 2.30 2.97

vstd 1.90 2.02 2.09
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due to the salinity maximum at depth of about 400-1500 m and south

69°S, the thermal wind accelerates the westward currents and

decelerates the currents below. This means that, to some extent, the

barotropic and baroclinic contributions cancel each other out during

a vertical integration, and the overall impact of baroclinicity on the

transport can be relatively small. For GDEM4, the continuous

southward upward tilting of the density contour means an

acceleration of the westward currents favors a stronger westward

transport and can even reverse the velocity from eastward at the

surface to westward in the subsurface. This will push the gyre center
Frontiers in Marine Science 06
to the north of 65°S, and thus further facilitate a larger transport

calculation. For GLODAPv2-2016b, the density contours tilt

downward to the south over almost the entire depth, thus reducing

the transport with a moderate impact on the full gyre transport.

Next, we discuss the time variability of the Ross Gyre from the

observations. Three sets of indices are defined as proxies for the gyre

variability: barotropic and full gyre transport along 150°W, and the

maximum full streamfunction value. We focus mainly on the

Armitage-2018 + GLODAPv2-2016b combination as it provides the

best estimate of the Ross Gyre extent and transport. As it can be seen in
FIGURE 3

Climatological geostrophic streamfunctions (Sv) from observations and from models. (A–C) are for Armitage-2018) DOT + climatological T/S from
WOA18, GLODAPv2-2016b and GDEM4 respectively; (D–F) are CPOM-2021 DOT + climatological T/S from WOA18, GLODAPv2-2016b and GDEM4
respectively; (G–I) are from B-SOSE, the HYCOM reanalysis, and the HYCOM free simulation, respectively. The black contours are in 10 Sv intervals,
and the thick one is the 0 Sv contour. The overlayed colored contours (green and blue) are gyre extents identified either by largest extent of the
closed contour of DOT/SSH (green) or streamfunction (blue), respectively.
TABLE 3 Gyre transport (in Sv) from observations.

WOA18 T/S GLODAPv2_2016b T/S GDEM4 T/S

Armitage-
2018 DOT

CPOM-
2021 DOT

Armitage-
2018 DOT

CPOM-
2021 DOT

Armitage-
2018 DOT

CPOM-
2021 DOT

Barotropic 70.9 ± 11.3 51.5 ± 13.0 66.5 ± 12.6 47.9 ± 14.5 74.1 ± 13.4 52.4 ± 14.6

Full 64.1 + 10.8 45.8 ± 11.5 46.9 ± 10.6 37.7 ± 8.2 112.3 ± 10.9 84.9 ± 11.5

Baroclinic -6.8 -5.7 -19.6 -10.2 38.2 32.5

Max
STMF

69.3 ± 11.3 48.3 ± 12.4 53.7 ± 10.6 40.9 ± 8.9 122.8 ± 11.0 93.1 ± 14.1
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Figure 5, the barotropic transport time series is significantly correlated

(0.89) with that of the full transport. This is because the barotropic

component dominates the full transport variability on monthly

interannual time scales (Dotto et al., 2018). The maximum

streamfunction time series are also highly correlated with the full

transport time series. However, the transport south of the Ross Gyre,

which contributes ~5 Sv to the maximum streamfunction, has little

correlation with the gyre transport (-0.17), indicating that Antarctic

Slope Current is not part of the southern branch of the Ross Gyre.

Discussing the role of the Antarctic Slope Current is beyond the scope

of this paper; nevertheless, the high correlations between the maximum

streamfunction and the full transport indicate that it is adequate to use

the maximum streamfunction to quantify the gyres’ variability. The

gyre’s strength (defined as the full transport across the section from the

gyre center to the gyre boundary) has been declining since 2012

(Figure 5B) and exhibits a strong seasonal cycle. It is usually

strongest in the austral winter (peak in July), and weakest in austral

summer (lowest in February), with two other sub-peaks in September

and March. The barotropic and maximum streamfunction time series

confirm these characteristics.

Because only annual mean climatological observed T/S data are

available, we used the B-SOSE reanalysis data to quantify the impact of

using climatological T/S when computing the transport. The

comparison of the monthly SSH + mean T/S transport estimates to
Frontiers in Marine Science 07
that of the monthly SSH + monthly T/S estimates shows that, by using

monthly T/S, the correlations between the geostrophic transports and

full model transports increase to 0.97, 0.95, and 0.58, respectively from

0.8, 0.63, and 0.38 when the mean T/S is used (as done with the

observational data) for the maximum streamfunction, full and

barotropic transport, respectively. This demonstrates that the

computation is more accurate when the T/S data time variability is

included and gives us confidence in the validity of the method used to

estimate the transport of the Ross Gyre. Furthermore, the seasonal

cycle is consistent across different scenarios (see Supplementary Figure

S6), with the exception of the barotropic components because the B-

SOSE model exhibits stronger baroclinicity, as described later.

The mean transport streamfunction from the numerical models

are presented in Figures 3G–I along with the observations. The Ross

gyre extents based on the streamfunction show better agreements

than the SSH-based definition as in the observations. For example,

the streamfunction-based gyre boundaries shift more to the south

and to the southeast than the SSH-based boundaries, which includes

the gyre extension into the Amundsen Sea. As summarized in

Table 4, the models on average have a weaker gyre transport with

less variability (see Supplementary Figure S7), with mean full

transport of 30.5 ± 3.3 Sv, 18.2 ± 4.7 Sv, and 17.7 ± 3.9 Sv for B-

SOSE, the HYCOM reanalysis, and the HYCOM free global

simulation, respectively. The B-SOSE and the HYCOM free global
FIGURE 4

(A–C) are potential temperature (°C), salinity (psu), and zonal velocity (m/s) along 150°W for the WOA18 data; (D–F) are potential temperature,
salinity, and zonal velocity along 150°W for the GLODAPv2-2016b data; (G–I) are potential temperature, salinity, and zonal velocity along 150°W for
the GDEM4 data; The overlay contours are the potential density (kg/m3). The zonal velocities are based on the Armitage et al. (2018) DOT and
corresponding T/S data.
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simulations show strong baroclinic transport (-31.1 Sv and -20 Sv,

respectively), which can be confirmed by looking at the T/S/U cross

sections at 150°W (Figures 6A–C for B-SOSE and Figures 6G–I for

the HYCOM free global simulation). The baroclinic transport can

cancel about half of the barotropic transport (61.6 ± 9.2 Sv and 37.7 ±

7.0 Sv). Due to strong baroclinic transports, the correlations between

barotropic transport and the full transport have lower values of 0.42
Frontiers in Marine Science 08
and 0.54 for B-SOSE and the HYCOM free global simulation,

respectively. While the HYCOM reanalysis transport is more

barotropic (24.0 ± 7.0 Sv), the baroclinic transport is only -5.8 Sv.

Due to the weak baroclinicity (Figures 6D–F), the barotropic

transports are highly correlated with the full gyre transport and the

coefficient is 0.84. All the models illustrate that the maximum

streamfunction is sufficient to represent the gyre variability due to
FIGURE 5

Gyre transport (Sv) time series based on the Armitage-2018 DOT and GLODAPv2-2016b T/S data: (A–F) are monthly transports and the
corresponding annual cycle, respectively. The shadings in the annual cycle panels are the monthly standard deviation from the time series. The
abbreviations b, f, and m in the correlations correspond to the barotropic transport, full gyre transport, and maximum streamfunction, respectively.
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their high correlation with the full gyre transport, with the coefficients

of 0.91, 0.89, and 0.84 for B-SOSE, HYCOM reanalysis and HYCOM

free global simulation.

3 Regional model configuration and
vertically integrated vorticity analysis

3.1 Model configuration and
experimental setup

The numerical model used for the regional experiments is

HYCOM model which solves the hydrostatic primitive equations
Frontiers in Marine Science 09
on its unique “hybrid” generalized vertical coordinate to combine

the advantages of the different types of coordinates to optimally

simulate coastal and open-ocean circulation features: in the open

and stratified ocean, the isopycnic coordinate is primarily used in

the interior to avoid spurious mixing arising from fixed vertical

coordinates; the coordinate then smoothly transitions to z-level

coordinates (levels at constant fixed depth or pressure) to maintain

high vertical resolution in the surface mixed layer and sufficient

vertical resolution in unstratified or weakly stratified regions of

the ocean; and finally the coordinate becomes a terrain-following

sigma coordinate in shallow coastal regions. The use of the

generalized coordinate in HYCOM allows to adjust the vertical

spacing of the coordinate surfaces and simplifies the numerical

implementation of several physical processes (e.g., mixed layer

detrainment, convective adjustment, sea ice modeling) (see

Chassignet et al. (2006) for a review), while keeping an efficient

vertical resolution throughout most of the ocean’s water column.

The surface atmospheric forcing data is from JRA55-do

(version 1.4., Tsujino et al., 2018), used in phase 2 of OMIP for

driving ocean-sea ice models. JRA55-do is based on the atmospheric

reanalysis product JRA-55 (Kobayashi et al., 2015) with correction

applied to it using satellite and other atmospheric reanalysis

products. JRA55-do provides a high horizontal resolution (~55

km) and a temporal interval (3 h) that can suitably replace the

current CORE/OMIP-1 dataset based on an assessment by Tsujino
TABLE 4 Gyre transport (in Sv) from models.

BSOSE
HYCOM
reanalysis

HYCOM
free running

Barotropic
61.6
± 9.2

24.0 ± 7.0 37.7 ± 7.0

Full
30.5
± 3.3

18.2 ± 4.7 17.7 ± 3.9

Baroclinic -31.1 -5.8 -20

Max
STMF

35.3
± 4.0

23.9 ± 5.2 29.7 ± 4.6
FIGURE 6

(A–C) are potential temperature (°C), salinity (psu), and zonal velocity (m/s) along 150°W for the B-SOSE data; (D–F) are potential temperature,
salinity, and zonal velocity along 150°W for the HYCOM reanalysis data; (G–I) are potential temperature, salinity, and zonal velocity along 150°W for
the HYCOM free global simulation data; the overlay contour and potential density (kg/m3). The zonal velocities are from direct model outputs.
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et al. (2020). Additional details can be found at (https://climate.mri-

jma.go.jp/pub/ocean/JRA55-do/). The lateral boundary forcing is

from the global 1/12° HYCOM global simulation without data

assimilation (Chassignet et al., 2020). No ice components are

calculated in the regional model, however the sea ice parameters

(ice coverage, ice velocities, and surface heat and water fluxes) from

the HYCOM global simulation are used as inputs to the

regional model.

The horizontal resolution is 1/6° for the regional configuration

(150E°-120°W – 78°S-57°S). The main reason we use 1/6° instead of

1/12° or higher is to match the 1/6° B-SOSE model resolution, and

because of computational resource limitations. 1/6° is eddy-

permitting in the Ross Gyre area. The regional model uses the

same 36 hybrid coordinates of the 1/12° global HYCOM simulation

in which it is nested. As shown in Figure 7, the gyre in the

REFERENCE experiment can be clearly identified from the SSH

contours (Figures 7A, B) and is similar to that of the HYCOM free

global simulation used to force the regional model at the

boundaries, although the gyre center is not as well defined. The

full streamfunction map (Figures 7C, D) shows a stronger gyre

transport in the regional model and is closer to observations. The

thermal structure between the global model and the regional model

are similar (see Supplementary Figure S8), which can be confirmed

by the decomposition of the velocity into barotropic and baroclinic

components (see Supplementary Figure S9). This difference is due

to the barotropic response of the regional model to a stronger

surface stress in the regional model (see Supplementary Figure S10)

which arises from differences in the ice stress formulation between

the two configurations (computed online versus prescribed).
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3.2 Vertically integrated vorticity balance of
the Ross Gyre

The aim of this section is to gain insight about the Ross Gyre

dynamics by analyzing the vertically integrated vorticity balance in

the regional REFERENCE configuration as well as in the B-SOSE

ocean state estimate. A similar vorticity balance analysis has been

used to study the dynamics of the subtropical and sub-polar gyres in

the North Atlantic Ocean (e.g., Yeager, 2015; Schoonover et al.,

2016; Alexander-Astiz Le Bras et al., 2019; Le Corre et al., 2020).

The vertically integrated vorticity equation is found by cross

differentiating the vertically integrated momentum equation

(Le Corre et al., 2020):

∂w
∂ t|{z}
rate 

= −m � (f �u)|fflfflfflfflfflffl{zfflfflfflfflfflffl}
ðaÞ

+
J(Pb, h)
r0|fflfflffl{zfflfflffl}
(b)

+ k �m� twind 
r0|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

(c)

− k �m� tbot 
r0|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

(d)

+ AS|{z}
(e)

+ NS|{z}
ðfÞ 

w = k �m� �u is the curl of the vertically integrated components

of the velocity from the bottom to the surface where �u =
Z h

−h
udz is the

vertical integrated velocity, with u = (u, v) the velocity in (x, y), h the

free surface height, and h the topography. The rate term on the left-

hand side of the equation is negligible when averaged over a long time

period. (a) is the planetary vorticity advection term, and for long

enough time averaging period, m �(f �u) =  −b�v   −f ∂h
∂ t ≈ −b�v. We

therefore define the planetary vorticity advection term as the b-term.
FIGURE 7

Global versus regional models: (A, C) are SSH (cm) and transport streamfunction (Sv) from the global simulation; (B, D) are from the regional model
reference simulation.
frontiersin.org

https://climate.mri-jma.go.jp/pub/ocean/JRA55-do/
https://climate.mri-jma.go.jp/pub/ocean/JRA55-do/
https://doi.org/10.3389/fmars.2024.1465808
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Wang et al. 10.3389/fmars.2024.1465808
(b) is the Jacobian of the bottom pressure and the depth, which is

referred to as the bottom pressure torque (BPT) and includes the effect

of the topography on the flow. This term can be written as J(Pb ,h)
r0

=

f ugb ·mh = fwb when the geostrophic balance and the free-slip

boundary condition are assumed, where ugb is the bottom geostropic

velocity, andwb is the vertical velocity across the isobath. Therefore, the

BPT represents the vortex stretching effects of the flow crossing

isobaths. (c) is the wind stress curl of k �m� twind 
r0

, and (d) is k �m�
tbot 
r0

and is the bottom drag curl (BDC). (e) is symbolized by AS and is

the curl of the horizontal diffusion of momentum. BDC and AS may

also be combined as the dissipation or friction torque term, as is done

for the B-SOSE output. (f)NS is the nonlinear torque term arising from

the advection terms in the momentum equation, which includes

contributions from the curl of the vertically integrated momentum

flux divergence, nonlinear vortex stretching, and vertical shear to

barotropic vorticity transfer (Schoonover et al., 2016).

Figure 8 displays each of the vertically integrated vorticity equation

components for the B-SOSE data. They have been smoothed with a
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Gaussian kernel of 1° to facilitate the interpretation.We can see that the

BPT (Figure 8A) and nonlinear terms (Figure 8B) are balancing each

other locally, and that the pattern of their summation (Figure 8F)

matches the planetary vorticity advection term (b-term, Figure 8C).

The surface stress curl (Figure 8D) is relatively weak when compared to

the BTP and nonlinear terms. However, in the Ross Gyre, particularly

in the interior, it is of the same order. The friction term (Figure 8E), i.e.,

the sum of horizontal viscosity and bottom drag, is very small, thus

friction does not play a large role in the gyre vorticity balance in

B-SOSE.

To see the effects of each term at the gyre scale, we perform

spatial integrations to identify their contributions to the gyre

(Figure 9). We use the largest possible closed contour of the full

streamfunction to define the gyre. By integrating inside this

contour, the major source of anti-cyclonic circulation of the gyre

is the surface stress (Figure 9A), which is mainly balanced by the

BPT term. The b-term is nearly zero since the closed stream

function contour is selected. The nonlinear term contributes a

small portion to the vorticity sources.
FIGURE 8

Spatial map of the time mean of each term in the vorticity equation in B-SOSE: (A) bottom pressure torque, (B) nonlinear terms, (C) the planetary
vorticity, (D) wind stress curl, (E) and dissipation term. (F) sum of bottom pressure torque and non-linear terms. Unit for each term is m/s2. The fields
have been smoothed using a kernel of 1° radius. The black contours represent the bathymetry (m).
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Next, we divide the gyre into the interior and boundary

domains. The area between the largest closed contour of the

stream function and 4000 m is defined as the gyre boundary area

(Figure 9C, the green shading), while the rest is the gyre interior

(Figure 9B, the green shading). A depth of 4000 m is chosen because

it roughly separates the relatively flat basin from the ridges in the

west. The results are shown in Figure 9. In the gyre interior, the

leading vorticity source term is the surface stress curl, which is in

balance with the b-term. Other terms are small, indicating that the

gyre interior is in the classical Sverdrup balance (Munk, 1950). Due

to the weak stratification, the currents in the gyre boundary have

strong barotropic components and are steered by the topography.

The BPT term becomes the major vorticity sink term, the balance is

between the surface stress curl, b-term, and the BPT. Thus, the gyre

is in the so-called topographic Sverdrup balance (Le Corre et al.,

2020) in the western boundary area, distinct from the classical

Munk (1950) balance, in which the viscous effects were required to

close the vorticity budget of the gyres.

The vertically integrated vorticity analysis (Figure 10) shows a

similar dynamical regime in the HYCOM regional model to that of

the B-SOSE model (Figure 9), in which the gyre is in the classical

topographic Sverdrup/Sverdrup relation in the gyre boundaries/

interiors. However, the BPT term is more important and becomes a

major vorticity sink even larger than the b-term in the gyre interior,

which modifies balance of the gyre interior toward the topographic

Sverdrup balance and away from the standard Sverdrup balance. To

document the impact of eddies, we decomposed the nonlinear term

into the time mean and eddy terms (Figure 11). The nonlinear term
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as a whole is a weak vorticity source in the gyre interior and a sink in

the gyre boundary area, and the eddy component is the major

contributor to the nonlinear term.

Recent work has attributed the Ross Gyre variability to surface

stress (e.g. Armitage et al., 2018; Dotto et al., 2018; Naveira

Garabato et al., 2019; Auger et al., 2022). The vertically integrated

vorticity analysis in our study also highlights the importance of the

surface stress curl. The Ross Gyre is seasonally covered by sea-ice,

thus the wind stress felt by the ocean is modulated by the sea ice. To

demonstrate this situation, we decompose the stress felt by the

ocean into the surface wind stress and ice stress. The surface stress

can be formulated as in Tsamados et al. (2014):

t = (1 − a)t aw +  at iw

where t aw = raCd U10j jU10is the wind stress, and t iw = rwCdiw U ij j
U i is the drag due to the movement of the sea ice. U10 and U i are

wind at 10m and ice velocity respectively. a is the sea ice

concentration, ra = 1:25   kg ·m−3 is the air density, and Cd is the

air-ocean drag coefficient and set to be 1.25·10-3. rw is the density of

water and set to be 1026 kg·m-3. Cdiw is the ice-water drag coefficient

and we set it to be 0.00572, which is used in the HYCOM model

by default.

Figure 12 shows the time series of average curls of wind stress

(black), ice stress (blue) and surface stress (red) in the domain [160°

W-130°W, 72°S-66°S] near the gyre center, along with the

maximum geostrophic streamfunction (purple) from the

combination of Armitage-2018 DOT + GLODAPv2-2016b T/S.

The correlations between the maximum streamfunction, the wind
FIGURE 9

Area integral of each term of the vertically integrated vorticity equation in B-SOSE, (A) is for the whole gyre area by the largest closed
streamfunction contour; (B, C) for gyre interior and boundary area. The unit is m3/s2. The separation of interior and boundary is 4000 m
model bathymetry.
FIGURE 10

Area integral of each term of the vorticity equation for the regional HYCOM reference experiment, (A) is for the whole gyre area by the largest
closed streamfunction contour; (B, C) for gyre interior and boundary area. The unit is m3/s2. The separation of interior and boundary is 4000 m
model bathymetry.
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stress curl, the ice stress curl, and the surface stress curl are (0.097,

p= 0.462), (0.272, p= 0.036<0.05), and (0.31, p= 0.016<0.05),

respectively. Thus, the ice stress and surface stress curl are

significantly correlated with the maximum streamfunction, while

the wind stress alone is not. The surface stress is dominated by the

sea ice stress in winter and wind stress in summer. It is interesting to

note the seasonal cycle of surface stress is similar to that of the

maximum streamfunction, although there are some discrepancies.

The relation between the gyre variability and surface stress is

much clearer in the regional model (Figure 13). The maximum

streamfunction used here to represent the gyre variability is

significantly correlated with averaged surface stress curl in the

domain [160W°-130°W, 72°S-66°S] (coefficient is 0.77, p<0.001).

There are two major peaks in the seasonal cycle of the

streamfunction, one in August and the second one in October,

both of which correspond to the maximums in wind stress curl. The

gyre is usually weak in the austral summer when the sea ice is

minimal, and the stress curl is the smallest. This significant

correlation, together with the vertically integrated vorticity

analysis results, is consistent with the surface stress being a key

driver of the Ross Gyre.
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4 Sensitivity experiments

Several sensitivity experiments were performed to quantify the

impact of a) the wind, b) buoyancy, c) non-linearity/eddies, and d)

boundary conditions (see Table 5 for details). All regional sensitivity

experiments are run for 11 years (2005-2015) with the analysis

performed over the final five years.
4.1 Influence of surface stress

We have shown that the gyre variability is strongly correlated

with the domain averaged surface wind stress curl. The vertically

integrated vorticity analysis both in B-SOSE and the REFERENCE

experiments also shows the gyre interior to be in the classic

Sverdrup balance. It is therefore likely that the surface wind stress

is a major driver of the Ross Gyre circulation and, to highlight this

point, we performed the sensitivity experiment EXP-NO-STRESS

by turning off all the surface wind stress induced forcing (including

the ice stress). EXP-NO-STRESS exhibits a much weaker gyre than

the REFERENCE experiment (Figure 14A), and the gyre retracts
FIGURE 11

Area integral of nonlinear, nonlinear-mean and nonlinear-eddy for the regional HYCOM REFERENCE experiment, (A) is for the whole gyre area by
the largest closed full streamfunction contour; (B, C) for gyre interior and boundary area. The unit is m3/s2. The separation between the interior and
boundary areas is the 4000 m model bathymetry.
FIGURE 12

(A) Time series and (B) seasonal cycle of average curls of wind stress (black), ice stress (blue), and surface stress (red) in the domain of [160°W-130°
W, 72°S-66°S], and the maximum geostrophic streamfunction (purple, Sv) from the combination of Armitage-2018 DOT + GLODAPv2-2016b T/S
(AG combination). The unit for the stresses is N/m3.
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and decreases in strength by more than 25 Sv (Figure 14C). The

center of the gyre also shifts to the southwest (Figure 14B). Due to

the lack of upwelling induced by the surface stress, the interior

isopycnic surfaces are flatter (see Supplementary Figure S11) hence

the gyre is re-centered more to the south. Accordingly, the ACC

without wind stress becomes broader, allowing more water

intrusion from the north, and eventually bringing warmer and

saltier water upward to the south. This weaker gyre, which we call

the residual gyre (i.e., not wind driven), is therefore mostly driven

by lateral boundary conditions i.e., the ACC, as discussed below.

The seasonal cycle of the gyre also disappears (see Supplementary

Figure S12).
4.2 Influence of non-linearity/eddies

The vorticity analysis also shows that the nonlinear term, which

includes the effects of eddies, is not a major term from an integral

balance perspective. However, it can be one of the largest terms locally.
FIGURE 13

(A) Time series and (B) seasonal cycle of maximum streamfunction and average curls of wind stress in the regional HYCOM EXP-REFERENCE
experiment. The red line is the maximum streamfunction (unit: Sv), while the black line is the average of the surface stress curls (unit: 10-6 N·m-3) in
the domain [160°W-130°W, 72°S-66°S].
TABLE 5 Specifications of the numeric experiments.

Experiment Wind
Surface

Buoyancy
Nonlinear

Lateral
Boundary

REFERENCE Yes Yes Yes On

EXP-
NO-STRESS

No Yes Yes On

EXP-
NO-

BUOYANCY
Yes No Yes On

EXP-LINEAR Yes Yes No On

EXP-NO-
SURFACE-
FORCING

No No Yes On

EXP-NO-
SURFACE-
FORCING-
WALL

No No Yes
Wall to the

west boundary
south of 62°S
FIGURE 14

Streamfunction (Sv) for (A) the REFERENCE experiment; (B) EXP-NO-STRESS; and (C) their difference: (B) minus (A). The green line is the
climatological edge of the maximum seasonal sea ice coverage.
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Further, we have shown that the eddy term dominates the nonlinear

term. Thus, to examine the impact of eddies on the solution, we

performed the experiment EXP-LINEAR by removing the nonlinear

terms from the momentum model equations. As seen in Figure 15, in

the absence of nonlinear terms, the downstream ACC becomes

stronger, while the gyre extent is essentially the same as in the

REFERENCE experiment; however, the northeastern part of the gyre

shrinks and is bounded by a narrower jet. The mean gyre strength

increases slightly (~2 Sv) and its variability is similar to that of the

REFERENCE experiment (see Supplementary Figure S13). The

vertically integrated vorticity analysis (see Supplementary Figure S14)

for this experiment is very similar to the REFERENCE experiment,

confirming that the nonlinear eddies are not an essential component

on the gyre scale for our model configuration.

In Figure 16, one can however see that the slope of the isopycnal

surfaces between the gyre and the ACC collapses in EXP-LINEAR

resulting in flattened isopycnals, and that there is a strong T and S

transition at the edge of sea ice coverage. Our EXP-LINEAR seems to

imply that eddies may be responsible for maintaining the mean
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thermal structure; however, a linear model by necessity tends to shut

off interior flow below the layer directly forced by the wind (Charney

and Flierl, 1981). The presence of mean flow imposed by the boundary

conditions implies that this effect does not apply in the ACC region.

Outside this region topography hastens the shutdown, resulting in little

vertical shear and relatively flat isopycnals. Furthermore, the

stratification in the western part of the gyre is difficult to alter when

the nonlinear terms are removed, possibly because the topography

determines, to a large extent, the thermal or density structure, as

surmised in the idealized modeling of Wilson et al. (2022).
4.3 Influence of surface buoyancy forcing

Surface buoyancy forcing is not explicitly quantified in the

vertically integrated vorticity analysis, but we can explore its impact

by removing it in the regional numerical experiment. The surface

buoyancy forcing components are the heat flux, the E-P flux

(evaporation - precipitation), and the salt flux due to the
FIGURE 16

(A–C) are potential temperature (°C) along 150°W. (A) is the REFERENCE experiment, (B) is EXP-LINEAR, and (C) is their difference: (B) minus (A).
(D–F) are salinity (psu) along 150°W. (D) is for the REFERENCE experiment, (E) is for EXP-LINEAR, and (F) is their difference: (E) minus (D). The overlay
contours are potential density (A, B, D, E) or potential density difference (C, F).
FIGURE 15

Streamfunction (Sv) for (A) the REFERENCE experiment; (B) EXP-LINEAR; and (C) their difference (B) minus (A). The green line is the climatological
edge of the maximum seasonal sea ice coverage.
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relaxation to sea surface salinity (SSS) used in the model. To turn off

the surface buoyancy forcing, we set their values to zero everywhere.

The resulting gyre is shown in Figure 17. The gyre transport in the

Ross Sea area is weaker than in the REFERENCE experiment in the

western part, while the northern part of the gyre center is stronger

(~3 Sv). The gyre variability in transport shows little difference

when compared to the REFERENCE experiment consistent with the

gyre strength dominated by the surface stress.

To further investigate the impact of the buoyancy forcing, we

perform another experiment, EXP-NO-SURFACE-FORCING

(Figure 18), where the surface buoyancy and wind forcing is turned

off. This highlights the impact of the surface buoyancy in the absence

of surface stress and helps us to identify if the surface buoyancy

forcing can be responsible for the residual gyre (Figure 14B or

Figure 18A) present when the surface wind stress is removed.

Figure 18 shows that the surface buoyancy matters the most in the

Ross Sea area where the dense water forms and contributes about 5-

10 Sv to the residual gyre. Therefore, we conclude that the buoyancy

forcing plays a local role in the Ross Sea where dense water is formed.

It however cannot fully explain the presence of the residual gyre in the

EXP-NO-STRESS (Figure 14B or Figure 18A).
4.4 Influence of lateral
boundary conditions

We demonstrated that surface stress is essential to the

formation of the Ross Gyre in the EXP-NO-STRESS. A residual
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gyre however remains when the surface stress is turned off

(Figure 14B or Figure 18A) and we have also shown that

buoyancy forcing is not the primary factor driving the residual

gyre in EXP-NO BUOYANCY: there is still a residual gyre after we

turn off both the surface stress and buoyancy forcing in the EXP-

NO-SURFACE-FORCING (Figure 18B). The only remaining

factors that could force a residual gyre are either directly via the

lateral boundary conditions prescribed at the open boundaries

south of 62°S or indirectly by the ACC north of 62°S.

In both EXP-NO-STRESS, and EXP-NO-SURFACE

FORCING, in addition to the ACC, one can notice that there is

an inflow or outflow at the western boundary, south of the sea ice

edge as indicated by the green line (15% sea ice concentration

contour, Figure 19). To investigate whether the residual gyre is

directly driven or not by the flow boundary conditions, we perform

an experiment (EXP-NO-SURFACE-FORCING-WALL) identical

to the EXP-NO-SURFACE-FORCING, except that we place a wall

to the west boundary south of 62°S. The residual gyre in EXP-NO-

SURFACE-FORCING-WALL (Figure 19B) is very similar to the

gyre when the surface forcing is turned off (EXP-NO-SURFACE-

FORCING) and we can clearly state that this residual gyre is not

driven by the flows to the west of the gyre. It is therefore reasonable

to conclude that this residual gyre must be indirectly driven by the

ACC. This is consistent with Jayne et al. (1996) who used a quasi-

geostrophic, homogeneous ocean model on b-plane and imposed a

zonal jet at the western and eastern boundaries to mimic the ACC

and showed that an inertial gyre can be driven by the instabilities of

the ACC.
FIGURE 18

Streamfunction for (A) EXP-NO-STRESS; (B) EXP-NO-SURFACE-FORCING; and (C) their difference (B) minus (A). The green line is the climatological
edge of the maximum seasonal sea ice coverage.
FIGURE 17

Streamfunction for (A) the REFERENCE experiment; (B) EXP-NO-BUOYANCY; and (C) their difference (B) minus (A). The green line is the
climatological edge of the maximum seasonal sea ice coverage.
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5 Summary and discussion

Quantitative estimates of the Ross Gyre’s strength are difficult to

obtain from hydrographic observations alone due to the limited

sampling and the relatively weak stratification. As a result, one

cannot fully evaluate the accuracy of the models, except over very

limited areas. However, the latest available observational SSH data

under the sea-ice provide new avenues to estimate the subsurface

velocities with the aid of existing 3D climatological T/S data. The

surface geostrophic velocities can be derived from the surface DOT

data; then the subsurface absolute geostrophic velocities can be

calculated using the thermal wind relation applied to the 3D

climatological T/S data. Once the full 3D geostrophic velocities are

available, the transport streamfunction was obtained by integrating

the zonal velocity from the southern boundary and the Ross Gyre is

defined by the largest closed transport streamfunction contour as the

gyre boundary, with the gyre center defined as the maximum

transport streamfunction in the gyre domain. The gyre transport is

then the zonal transport of the meridional section from the gyre

center to the gyre southern boundary. Themean transport of the Ross

Gyre, based on our calculations, can be as much as 47 Sv, or twice the

typical estimate of ~20 Sv. The Ross Gyre circulation does exhibit

interannual transport variability and there is also a seasonal cycle,

with the gyre strongest in the austral winter and weakest in the austral

summer. The numerical models (reanalysis and free running) display

weaker Ross Gyre transports due to a stronger baroclinic structure

than that in the observations.

A vertically integrated vorticity analyses of the Ross Gyre show

that it is primarily wind-driven in the interior and satisfies the

classical Sverdrup balance (the balance between the wind stress curl

and b-term). In the western boundary area of the gyre, the wind

stress and the b-term are balanced by the bottom pressure torque,

i.e., the topographic Sverdrup balance. This is distinct from the

classical work of Munk (1950), in which the viscous effects were

required to close the vorticity budget of the gyres. The nonlinear

term, including contributions by eddies, does not appear to play a

large role dynamically at the gyre scale, although it may dominate at

local scales.

To estimate quantitatively the relative contributions of wind,

buoyancy, eddies, and ACC on the Ross gyre circulation, regional

sensitivity experiments to wind, buoyancy, nonlinearity, and
Frontiers in Marine Science 17
boundary conditions were performed. The sensitivity experiments

confirmed that the Ross Gyre, and its variability, is primarily wind-

driven. Buoyancy forcing, nonlinear effects and eddies play a lesser

role in the gyre dynamics. An important characteristic of the Ross

Gyre is that it is covered by sea ice seasonally. The surface wind stress

is controlled by the sea ice coverage, with a direct wind stress when

there is no ice and stress from the ice dragging on the ocean surface

when ice is present. Since the surface stress has been shown to be the

main driver of the Ross Gyre circulation, it will be sensitive to the

formulation of the stress from the sea ice (computed in real time or

prescribed as in the regional experiments). A good representation of

ice processes is therefore essential in simulating the Ross Gyre.

Having an active ice model instead of a prescribed one would add

another dimension that has not been considered here.

Topographic control of the subpolar gyres has been studied by

Patmore et al. (2019) and Wilson et al. (2022). In Patmore et al.

(2019), they found that a gyre can form without a continent

boundary and tends to form along the eastern flank of a

meridional ridge when it is steep enough. This finding is

applicable to the Ross Gyre. In Wilson et al. (2022), the authors

found that the zonally-oriented ridge along the northern edge of

subpolar gyres plays a fundamental role in setting the weak

stratification and well-confined gyre circulation. Their study

focused on the Weddell Gyre, but their findings can be applied to

the Ross Gyre because the Pacific-Antarctic Ridge provides a

northern zonal oriented boundary to the Ross Gyre as well. The

importance of the topography in setting the Ross Gyre circulation is

highlighted by the vertically integrated vorticity analysis performed

in this paper. The vorticity analysis shows the Ross Gyre satisfies

two kind of Sverdrup balances. In the interior, the Ross Gyre is in

the classic Sverdrup balance, i.e., the balance between the wind

(surface) stress curl and the planetary vorticity advection or b-term.

In the western gyre boundary area, the balance is the so-called

topographic Sverdrup balance, in which the bottom pressure torque

(BPT) becomes a major vorticity sink to balance the vorticity from

wind stress and the b-term. It is not surprising that the BPT term is

significant in this area. Due to the weak stratification, the circulation

has a strong barotropic component, and thus can be strongly

shaped by the topography around the gyre. This has also been

shown to hold in the subpolar gyre in the North Atlantic (Hughes

and de Cuevas, 2001; Spence et al., 2012; Yeager, 2015).
FIGURE 19

Streamfunction (Sv) for (A) the EXP-NO-SURFACE-FORCING experiment; (B) EXP-NO-SURFACE-FORCING-WALL; and (C) their difference (B) minus
(A). The green line is the climatological edge of the maximum seasonal sea ice coverage. The bold red line on the west boundary of the domain
south of 62ºS indicates the position where the relaxation to the lateral boundary is turning off to mimic a virtue wall.
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As indicated by Le Corre et al. (2020), studies that highlight the

importance of the topographic Sverdrup balance are usually conducted

on relatively coarse resolutions. Indeed, the horizontal resolution of the

numerical outputs used in the vorticity analysis is only 1/6°, which is

marginally eddy-resolving in the Ross Gyre area and we find that

nonlinear terms do not play an essential role on the gyre scale in our

analysis. However, locally, this nonlinear term can be important and is

primarily balanced by the BPT as in Le Corre et al. (2020). In our

numerical simulations, the nonlinear term plays a significant role in the

northeastern part of the gyre and may play an essential role in

maintaining the mean stratification there. Furthermore, the nonlinear

term has been shown to be of importance in other regions of the world.

Wang et al. (2017) showed the importance of nonlinear term in the

dynamics the Gulf Stream recirculation gyres using high resolution (1/

20°) simulations. By using a truly eddy-resolving (2 km) terrain-

following coordinate model simulation, Le Corre et al. (2020)

revisited the vorticity balance of the North Atlantic subpolar gyre

and showed that the nonlinear term is a major cyclonic vorticity source

that drives the subpolar gyre. Therefore, increasing the resolution of the

regional model to truly resolve eddies in the Southern Ocean would be

a natural extension of this study.
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Appendix A: Data description

The DOT are obtained from two data sources: Armitage et al.

(2018), hereafter referred to as Armitage-2018, and the Centre for

Polar Observation and Modelling, University College London

(CPOM, http://www.cpom.ucl.ac.uk/dynamic_topography/),

hereafter referred to as CPOM-2021, which is the same as

Armitage-2018, but uses a different geoid (Armitage et al., 2016).

The former is on a 50 km grid spanning 2011–2015, while the latter

is also 50 km, but spans from 2011-2019. Thus, the common period

from 2011-2015 is chosen for comparison. The SSH estimates of the

ice-covered Southern Ocean are derived using radar altimetry data

from the CyroSat-2 (CS-2) mission (Wingham et al., 2006)

following the method by Kwok and Morison (2016) and

combined with conventional open-ocean (ice-free) SSH estimates

to produce monthly composites of DOT.

Observational T/S data originate from three climatological

datasets: WOA18 (Boyer et al., 2018), GLODAPv2-2016b

(Lauvset et al., 2016), and GDEM4 (Carnes et al., 2010). These

datasets are widely used in the oceanography community and are

considered the best available estimates of the ocean state from

observations on a large scale. However, they are only available as

annual climatology.

Model datasets include: the Biogeochemical Southern Ocean

State Estimate (B-SOSE) (Verdy and Mazloff, 2017); the global

Hybrid Coordinate Ocean Model (HYCOM) (Bleck, 2002;

Chassignet et al., 2003; Halliwell, 2004) reanalysis (Cummings

and Smedstad, 2013); and a global HYCOM free simulation, i.e.,

without data assimilation (Chassignet et al., 2020).

SOSE (Mazloff et al., 2010) is a physically realistic estimate

product of the Southern Ocean state. It is achieved be by

constraining the MIT General Circulation Model (MITgcm)

(Marshall et al., 1997) by least squares fit to all available

observations of the ocean, which is accomplished iteratively

through an adjoint method. The B-SOSE, a coupled

biogeochemical-sea ice-ocean state estimate, is the latest SOSE

product. It has a horizontal resolution of 1/6° and 52 vertical

layers with thickness ranges from 4.6 m near the surface to 400 m

near the bottom. More data descriptions can be found on the SOSE

website (http://sose.ucsd.edu/sose.html).

The HYCOM reanalysis, short for HYCOM+NCODA (Navy

Coupled Ocean Data Assimilation) Ocean Reanalysis, has a 1/12°

horizontal resolution and has been interpolated to 40 standard

levels. Data are from the server of Center for Ocean-Atmospheric

Prediction Studies (COAPS) at Florida State University (FSU) and

detailed descriptions of these data can be found at the HYCOM

official website (https://www.hycom.org/).

The global non data-assimilative HYCOM free simulation is

based on HYCOM and Community Ice Code (CICE4) (Hunke and

Lipscomb, 2010) and is described in detail in Chassignet et al.

(2020). It is a global simulation without data assimilation, with a

nominal 1/12° horizontal resolution and 36 vertical layers. The

simulation is initialized with zero velocity and T/S from the

GDEM4 climatology. The atmospheric forcing uses the latest

JRA55-do (Tsujino et al., 2018).
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ANDRO Argo floats displacements (Ollitrault and Rannou,

2013) are used to verify the velocity at 1000m depth and help to

determine which DOT and T/S combination might provide the best

estimate of the gyre transport. A world deep displacement dataset,

ANDRO, comprised of more than 1,200,000 deep displacements,

was produced from Argo float data. The ANDRO dataset was

completed over the period 2000-2009, then partially but annually

updated since 2010. These data are available on SEANOE (https://

doi.org/10.17882/47077).

To calculate the wind stress, ice stress, and the surface stress felt

by the ocean, wind velocities at 10 m from JRA55-do (Tsujino et al.,

2018), sea ice concentration from NOAA/NSIDC (Meier et al.,

2017) and sea ice velocities from NSIDC (Tschudi et al., 2019) are

also employed.

Appendix B: Geostrophic
transport estimate

Surface currents are calculated based on geostrophic relation

using DOT, then the subsurface absolute geostrophic velocities are

determined based on the thermal wind relation. According to the

geostrophic relation, the zonal (u) and meridional (v) geostrophic

velocity can be written as

u = −
1
f
∂ P
∂ y

(A1)

v =      
1
f
∂ P
∂ x

(A2)

where x is the longitude, y, the latitude, P, the pressure, f, the

Coriolis parameter, and u/v, the zonal/meridional geostrophic

velocity. Using the hydrostatic approximation, the thermal wind

equation states

∂ u
∂ z

= −
1
f
∂2 P (x, y, z,   t)

∂ y ∂ z
=
g(y)
f

∂ r (x, y, z, t)
∂ y

(A3)

∂ v
∂ z

=
1
f
∂2 P (x, y, z, t)

∂ y ∂ z
= −

g(y)
f

∂ r (x, y, z, t)
∂ x

(A4)

where r is the density which can be computed from T/S/P via the

thermodynamic equation of seawater and g(y) is gravity

acceleration. Note that though g(y) is a function of latitude, its

derivative with respect to y is negligible.

Suppose velocity at depth z is known. Then one can derive

velocities at any depth from the thermal wind relation. For example,

the velocity on the surface (z=0) thus can be obtained by

u(0) =
g(y)
f

∂

∂ y

Z 0

z
r (x, y, z, t)dz + u(z) (A5)

v(0) = −
g(y)
f

∂

∂ y

Z 0

z
r (x, y, z, t)dz + v(z) (A6)

Alternately, one can also derive the velocity if the surface

velocity is known.
frontiersin.org

http://www.cpom.ucl.ac.uk/dynamic_topography/
http://sose.ucsd.edu/sose.html
https://www.hycom.org/
https://doi.org/10.17882/47077
https://doi.org/10.17882/47077
https://doi.org/10.3389/fmars.2024.1465808
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Wang et al. 10.3389/fmars.2024.1465808
u(z) = −
g(y)
f

∂

∂ y

Z 0

z
r (x, y, z, t)dz + u(0) (A7)

v(z) =
g(y)
f

∂

∂ y

Z 0

z
r (x, y, z, t)dz + v(0) (A8)

Since the surface geostrophic velocities can be derived as

u(0) = −
g(y)
f

∂h (x, y, t)
∂ y

(A9)

v(0) =
g(y)
f

dh (x, y, t)
dx

(A10)

where h  is the surface topography. One can then use equation (A7)

and (A8) to get the subsurface velocities. Once the zonal

geostrophic velocities are available, the full streamfunction is

obtained as follows

y   = −

Z y

ycoast

Z surface

bottom
udzdy : (A11)
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