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1College of Ocean Engineering and Energy, Guangdong Ocean University, Zhanjiang, China, 2State
Key Laboratory of Coastal and Offshore Engineering, Dalian University of Technology, Dalian, China
The spilling-breaking waves that appear in chirped wave packets are studied in a

two-dimensional wave channel. These waves are produced by superposing

waves with gradually decreasing frequencies. The analysis focuses on the

nonlinear characteristics, energy variation, and energy transformation during

the evolution and breaking of wave groups. Ensemble empirical mode

decomposition is used to analyze the non-breaking and breaking energy

variations of the intrinsic mode functions (IMFs). It is found that the third-order

IMF component is a source of non-breaking energy dissipation and the second-

order IMF, which represents a short wave group with a relatively higher energy

content, is a primary source of the energy loss caused by wave breaking.

Additionally, the findings reveal that among the three waves preceding the

maximum crest, the wave closest to the maximum crest carried most of the

energy. When wave breaking occurs, the energy dissipation caused by the wave

breaking primarily originates from that wave. After wave breaking, whether it is

the first breaker or subsequent breakers, the main energy dissipation occurs in a

frequency range higher than the dominant frequency. This energy loss plays a

significant role in increasing the energy of free waves. Moreover, a potential link

between the number of carrier waves and wave breaking phenomena has been

found. As the number of carrier waves increased, both the nonbreaking and

breaking energy dissipation rates exhibited an overall increasing trend. The

amount of nonbreaking energy dissipation was generally more than twice the

breaking energy dissipation rate. For wave groups with more carrier waves, the

modulation instability plays a significant role in generating larger waves.

Furthermore, an analysis of the dominant frequency variations of the wave

group before wave breaking suggests that wave breaking is not a sufficient

condition for a frequency downshift in the wave spectra.
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nonlinear characteristics, wave group, phase coupling, energy dissipation, wave
breaking, energy transformation
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Introduction

Breaking waves pose a significant and unpredictable threat to

human life and oceanic structures (He et al., 2023a; Onorato et al.,

2006; Porubov et al., 2005; Toffoli et al., 2011; Trulsen et al., 2020;

Viotti and Dias, 2014), leading to serious consequences. Before

wave breaking occurs, when a wave reaches a local maximum, it is

often referred to as an extreme wave. During the complex process of

focusing and breaking, significant changes occur in the wave

nonlinearity. This is a crucial characteristic of water waves and is

used to describe various oceanic phenomena, such as extreme

events (Fu et al., 2021, 2022; Luo et al., 2022; Ma et al., 2020;

Veltcheva and Soares, 2016; Zhang and Benoit, 2021), energy

distribution and transformation (Gao et al., 2024b; Gibson and

Swan, 2007; Mahmoudof et al., 2016; Mahmoudof and Hajivalie,

2021), wave breaking (Banner and Peirson, 2007; He et al., 2022;

Tian et al., 2010; Zhao and Sun, 2010), convective hybrid nanofluid

flow (Zhang et al., 2022b), and harbor resonance (Gao et al., 2024a,

Gao et al., 2021, Gao et al., 2023; Wang et al., 2022). Therefore, it is

crucial to study the nonlinear characteristics of extreme and

breaking waves during wave evolution to understand the

underlying dynamic processes. This has significant implications

for the design of oceanic structures (Buldakov et al., 2017).

Wave breaking is a result of wave energy focusing, and often

occurs at the envelope maxima of wave groups (Holthuijsen and

Herbers, 1986). These locations tend to coincide with the

occurrence of extreme waves. Various physical mechanisms have

been demonstrated to contribute to the generation of extreme

waves, such as dispersion focusing (Rapp and Melville, 1990),

modulation instability (Ma et al., 2012; Onuki and Hibiya, 2019),

spatial focusing (Peregrine, 1976), interactions between wave

groups (Fu et al., 2022; Wang et al., 2020; Zhou et al., 2023),

wave-current interactions (Chen and Zou, 2017) and non-

equilibrium dynamics (Chen et al., 2024; He et al., 2023b; Trulsen

et al., 2020, Trulsen et al., 2012; Zhang et al., 2022a). However,

considering all mechanisms responsible for generating extreme

waves and analyzing their nonlinear evolutionary characteristics

can be challenging. When the water depth is constant, the nonlinear

hydrodynamic effect associated with the energy and momentum

fluxes within the deforming wave groups becomes the primary

determining factor (Babanin et al., 2001). Therefore, this study

primarily focuses on analyzing the nonlinearity and energy

transformation of extreme waves and their subsequent breaking

waves by combining the mechanisms of dispersion focusing and

modulation instability in generating wave groups.

Studying the nonlinear evolutionary process of a single-wave

group is an appropriate approach to determine the underlying

characteristics of extreme waves and nonlinear processes during

wave breaking. When an extreme wave reaches its limit, wave

breaking occurs, resulting in significant energy losses, noticeable

energy transformations, and intense nonlinear interactions.

Numerous numerical and experimental investigations have been

conducted to provide valuable insights into this phenomenon.

During the evolution of wave groups towards extreme conditions,
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nonlinearity causes notable variations in wave energy (Rapp and

Melville, 1990; Wu and Yao, 2004). Liang et al. (2017) conducted

experimental studies on wave breaking and examined variations in

wave energy through the energy spectrum. They demonstrated that

the energy concentrated near the high-frequency components

dissipated, whereas the energy around the peak frequency

increased during wave breaking. Buldakov et al. (2017) employed

a novel method for generating wave groups to investigate the

nonlinear characteristics of extreme waves. They found that the

spectral properties of waves were closely related to the wave

breaking behavior. Dong et al. (2020) investigated the energy

properties of waves with varying degrees of nonlinearity and

demonstrated that as the wave nonlinearity increased, the energy

distribution within the waves became more uneven. Wu and Yao

(2004) experimentally investigated the effect of the spectral slope on

the degree of energy transformation when extreme waves appear.

Their results indicated that the energy transformation towards

higher frequencies in the spectrum can indicate the occurrence of

extreme waves. Although previous studies have provided valuable

insights into the wave energies of extreme and breaking waves, there

is still a clear need to understand the local nonlinear transformation

process as waves evolve to the local maximum and subsequently

break. The nonlinear interactions and underlying components of

energy loss require further clarification.

The application of the fast Fourier transform (FFT) linear

method has produced numerous results, with a focus on essential

components characterized by constant amplitudes and frequencies.

However, it is important to note that real oceanic waves are

nonlinear and unstable, making it inappropriate to approximate

nonlinearity using linearity. Therefore, employing signal processing

methods suitable for nonlinear and nonstationary data analysis is

crucial for accurately determining the intrinsic characteristics of a

signal. Several researchers have achieved noteworthy results by

employing wavelet analysis (Abroug et al., 2020; Dong et al.,

2008a, Dong et al., 2008b; Fu et al., 2022; Veltcheva and Guedes

Soares, 2015; Wang et al., 2020) and the Hilbert-Huang transform

(HHT) (He et al., 2023a; Malila et al., 2022; Veltcheva and Soares,

2016; Veltcheva and Guedes Soares, 2016) methods. However, most

research has primarily focused on the wave-breaking criteria, wave

groupiness, and geometric characteristics, with fewer investigations

conducted to analyze the local energy variations of the underlying

components. Therefore, in this study, a comprehensive analysis

involving HHT, wavelet-based bicoherence, and FFT is employed to

study the nonlinear local process during wave breaking.

Real oceanic waves exhibit grouping during their evolution, and

studying the nonlinear characteristics of wave groups provides a

better understanding of the essential features of extreme waves. To

better represent actual sea conditions, in this study, wave groups are

generated experimentally without the focusing location being

predetermined. The remainder of this paper is organized as

follows: Section 2 describes the data processing methods, Section

3 presents the experimental setup and case conditions, Section 4

presents the results of the study, and Section 5 presents the

discussion and conclusions.
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Materials and methods

Hilbert-Huang transform method

In this study, HHT proposed by Huang et al. (1998) was used to

analyze experimental records. HHT is composed of empirical mode

decomposition (EMD) and the Hilbert transform (HT). To solve

the mode mixing problem that may occur when the narrowband

signal was decomposed by EMD and to effectively extract the

intrinsic mode functions (IMFs), ensemble empirical mode

decomposition (EEMD) was used in the decomposition step of

HHT in this study. Because EEMD is a modification of EMD, in this

study, a brief introduction to EMD is provided first and then a

concise overview of EEMD is presented. According to Huang et al.

(1998) and Wu and Huang (2008), a data record x(t) can be

decomposed into several intrinsic mode functions and a residual

(R) using EMD:

x(t) =o
n

j=1
cj(t) + R : (1)

In Equation 1, cj(t) represents the jth order IMF. For each IMF,

the Hilbert transform Cj(t) is:

Cj(t) =
1
p
P∫+∞−∞

cj(t
0
)

t − t
0 dt

0
, (2)

where P denotes Cauchy’s principal value. Accordingly, the

analytical function Zj(t) can be expressed as

Zj(t) = cj(t) + iCj(t) = aj(t)e
iqj(t), (3)

where the instantaneous amplitude aj(t) and phase qj(t) are

denoted as:

aj(t) =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2j (t) + C2

j (t)
q

 ,   qj(t) = arctan
Cj(t)

cj(t)

 !
: (4)

The instantaneous angular frequency wj(t) can be obtained by

differentiating qj(t):

wj(t) =
dqj(t)
dt

, (5)

the corresponding instantaneous frequency f(t) = w(t)/2p.
Therefore, the original data record x(t) can be expressed as:

x(t) = ℜ o
n

j=1
aj(t)e

i∫wj(t)dt
� � !

(6)

where ℜ represents the real part. The above is the

decomposition process of EMD.

For EEMD, multiple “artificial” signals can be generated for x(t)

by incorporating white noise into the signal. The kth “artificial”

signal can be expressed as follows:

xk(t) = x(t) + nk(t), (7)

where nk(t) represents the kth addition of white noise to the

original signal. By applying EMD to xk(t) for component
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decomposition, the following expression is obtained:

xk(t) =o
n

j=1
(cj(t))

k

+ Rk : (8)

Referring to the research findings of Wu and Huang (2008), it is

sufficient to add white noise N = 300 times to satisfy the

requirements for reasonable decomposition. The jth IMF, cj(t),

can be refined as:

cj(t) = o
N

k=1

(cj(t))k
N

: (9)

For each IMF obtained by Equation 9, the operations described

from Equation 2 to Equation 5 are performed. Finally, according to

Equation 6, the time-frequency distribution of energy (square of

amplitude) H2(f, t) can be obtained. The instantaneous energy, IE(t),

can be obtained by integrating the energy over the frequency range:

IE(t) = ∫f H2(f , t)df : (10)

By integrating the instantaneous energy over time, the energy

associated with the wave surface elevation, which refers to the

potential energy, can be obtained. According to Tian et al. (2010),

the total energy can be obtained by integrating the energy flux F(x, t),

which is defined as:

F(x, t) = rgCgsh
2(x, t), (11)

where r is the water mass density; g is the gravitational

acceleration; and Cgs is the spectrally weighted group velocity

computed with surface elevation measurements at the first wave

station, and defined as:

Cgs =
o(Cgna

2
n)(D f )n

o(a2n)(D f )n
, (12)

where Cgn and an are the linear group velocity and amplitude of

the nth component of the wave train, respectively, and (Df)n is the

frequency difference between components, which is constant.

Although the parameter Cgs may change under different wave

conditions, it remains constant for each specific wave condition.

Based on Equations 11 and 12, the relationship between the total

energy and potential energy can be regarded as a constant ratio. This

study focused primarily on the process of spectral evolution, spectral

changes, and energy dissipation rates for breaking and non-breaking

wave groups. Therefore, it was considered that this constant did not

affect the energy variation trend or the energy dissipation rate, for the

constant in percentage can be cancelled out when considering the

energy dissipation using it as a reference baseline. Thus, similar to the

study conducted by Veltcheva and Guedes Soares (2016), the energy

characteristics during the wave propagation process were analyzed

based on the potential energy obtained through the time integration

of the instantaneous energy IE(t).

Before analyzing the energy evolution involving wave breaking,

it is necessary to explain the determination of the breaking location.

Before starting the experiment, several workers were positioned

alongside the water tank, with each person standing approximately

1-2 m apart. Their task was to mark the locations and times at
frontiersin.org
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which breakers were observed. The wave propagation process was

simultaneously recorded. By analyzing the recorded positions of

wave breaking and correlating them with the time and location data

captured in the footage, the approximate locations of wave breaking

were determined. These positions, combined with changes in the

collected data, such as a decrease in the wave surface elevation after

reaching its maximum, were used to determine the wave breaking

locations. As waves evolve and break, their energy decreases

significantly, and the breaking process gradually diminishes. The

end of the breaking region is defined as the point at which whitecaps

no longer appear. Thus, the locations between the first appearance

and the last disappearance of whitecaps formed the approximate

boundaries for the breaking region. However, owing to the

limitations of the experiment, there were gaps between the

installation positions of the wave gauges. This implies that there

was a possibility that the locations at which breaking initiated and

ceased did not align precisely with the positions of the wave gauges.

Consequently, some breakers may have remained undetected if no

wave gauge was installed at that specific location. In particular, for

highly nonlinear wave conditions, multiple instances of breaking

can occur during the evolution. Therefore, breaking events that did

not occur at the measurement points were not considered in this

study. All the breaking events analyzed in this study are based on

data collected by the wave gauges.
Wave-based bicoherence

Wave-based bicoherence is often used to study the nonlinear

phase-coupling process during wave evolution (Abroug et al., 2020).

For a measured data record x(t), the continual wavelet transform

WT (a, t) can be expressed as (Chen et al., 2018; Dong et al., 2008b):

WT(a, t) = ∫∞−∞x(t) y *
a,t (t)dt, (13)

where the asterisk denotes the complex conjugate, and the

notation ya,t (t) represents a family of functions known as

wavelets. These wavelet functions are constructed by translating

in time t and dilation with scale a, where a is inversely related to the

frequency f. In this study, the Morlet wavelet was selected as the

“mother” wavelet function y (t), and the expression for ya,t (t) can

be given as follows:

ya,t (t) = aj j−0:5y t − t
a

� �
: (14)

According to Ma et al. (2017), the wavelet-based bispectrum B

(f1, f2) is defined as follows:

B(f1, f2) = ∫TWT(f1, t)WT(f2, t)WT*(f , t)dt (15)

where T is the time duration, and f1 and f2 are frequencies that

satisfy the relationship f = f1 + f2. The wavelet-based bispectrum

measures the correlation between f1, f2 and f1 + f2 using the same

process. In this study, the normalized squared wavelet-based

bicoherence b2 was utilized to quantify the degree of nonlinear

phase-coupling interactions. It is defined as:
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b2(f1, f2) =
B(f1, f2)j j2

∫T WT(f1, t)WT(f2, t)j j2dt
h i

∫T WT(f , t)j j2dt
(16)

According to Equations 15 and 16, the normalized squared

wavelet-based bicoherence b2 has a value ranging between 0 and 1:

b2 = 0 indicates a random phase-coupling relationship between

wave triads. However, b2 = 1 signifies the maximum degree of

coupling between triads. In this study, bicoherence was employed to

investigate nonlinear phase-coupling interactions among wave

triads, providing insight into the nature of their interactions.
Experimental setup

The experiments were conducted in a wave-fluent flume at the

State Key Laboratory of Coastal and Offshore Engineering, Dalian

University of Technology, China. The experiment was performed

using a hydraulically driven piston-type wavemaker at one end of the

flume. At the other end of the flume, absorbers were positioned to

absorb waves and reduce wave reflections. Previous experiments have

shown that the reflection coefficient at 1 Hz is approximately 5%,

which has a negligible effect on the experiment and can be

disregarded in this analysis. The flume was 65 m long and 2 m

wide, the water depth in the experiment was 1 m. To ensure the two-

dimensionality of the wave field, a thin concrete wall was installed

within the flume and the flume was divided into two parts starting

from x = 4.9 m. The widths of the two divided sections were 0.8 m

and 1.2 m, respectively. The experimental measurements were

conducted within a 0.8 m width section, which served as the

working field for the study. In the water flume, the mean position

of the wavemaker was set as x = 0 m and the waves propagated from

the wavemaker to the far end of the wave flume, as shown in Figure 1.

In the experiment, 35 capacitance wave gauges were arranged at

various locations along the flume. To minimize the influence of

nonpropagating waves, the first wave gauge was installed at x =

4.9 m. Additionally, the initial conditions were captured and

recorded at this position. For the section of the flume where x<

12.9 m, the spacing between adjacent wave gauges was set to 2 m.

Beyond x = 12.9 m, the spacing was reduced to 1 m between

adjacent wave gauges. Before the experiment, each wave gauge was

verified thoroughly to ensure its accuracy and reliability. To ensure

the accuracy of the wave surface elevation, the wavemaker was

stopped immediately after a single complete wave group was

generated. Between two consecutive tests, a time interval of

approximately 15 min was maintained. This ensured that the

subsequent waves were unaffected by the previous waves. Three

tests were conducted for each specific case, and the mean values of

these tests were used to analyze the dynamics of the wave groups.
Wave conditions

According to Shemer et al. (2007), a focused wave can be

generated at a desired location by producing a wave group at the

wavemaker with increasing wavelength from the front to the tail. In
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the experiment, to better represent the actual sea state, the locations

of the occurrence of extreme and breaking waves were not

predetermined. In general, the chirped wave packet exhibits

significant nonlinearity owning to strong interactions between

waves of different velocities. The nonlinearity is further enhanced

by the presence of modulation instability, which results in rapid

wave deformation. Therefore, chirped wave groups are commonly

used to generate extreme and breaking waves (Banner and Peirson,

2007; Song and Banner, 2002). In this study, chirped wave groups

were generated by driving the wavemaker with the motion:

z =
1
4
Ap tanh

4w0t
Np

+ 1

� �
1 − tanh

4(w0t − 2Np)
Np

� �
sin w0(t −

0:018t2

2
)

� �
(17)

where Ap is proportional to the piston amplitude, N sets the

number of carrier waves in the packet, w0 = 2pf0 is the angular

frequency of the first wave in the input signal, and f0 is equal to 1 Hz

in the experiment. The detailed wave conditions used in these

experiments are listed in Table 1. The key parameters are: SG is the

global wave steepness, as defined by Tian et al. (2010); A0 is the

initial wave amplitude; BFI is the Benjamin-Feir index calculated

using BFI = SG/(Df/fp), where Df represents the frequency bandwidth
and fp is the dominant frequency. The term “Breaking” indicates

whether the wave undergoes the process of breaking. In the

experiment, the sampling frequency was set to 50 Hz, the time

interval between each sampling point was 0.02 s, and 8192 sample

points were collected.

Figure 2 shows the variations of wave surface elevations of the

chirped signals for different initial conditions described by Equation

17, the black and red lines represented the wave surface elevations

measured at the first and focusing locations. It is evident that the

wave shape underwent significant deformation as the wave evolved

towards the focusing location. This deformation indicated a

pronounced nonlinear evolutionary process. The subsequent
Frontiers in Marine Science 05
analysis in this study focuses on a detailed examination of the

nonlinear characteristics and energy transformation of waves as

they evolve towards and through the breaking process. It is

noteworthy that the primary type of wave breaking observed in

the experiment was spilling. The locations of breaking waves were

determined based on a combination of observations, experimental

records, and data collected from wave gauges. Despite efforts to

record wave propagation through videos and deploy multiple

recording points, the rapid nature of wave evolution posed
TABLE 1 Experimental parameters for test cases.

Name SG
A0

(m)
N BFI

Df
(Hz)

Breaking

C1 0.15 0.03 5 0.67 0.22 No

C2 0.29 0.05 5 1.20 0.23 No

C3 0.39 0.07 5 1.58 0.23 No

C4 0.45 0.08 5 1.93 0.22 Spilling

C5 0.17 0.02 10 0.98 0.16 No

C6 0.33 0.05 10 1.79 0.17 No

C7 0.42 0.06 10 2.26 0.17 Spilling

C8 0.50 0.08 10 2.68 0.17 Spilling

C9 0.20 0.02 15 0.75 0.23 No

C10 0.37 0.05 15 1.42 0.23 Spilling

C11 0.46 0.06 15 1.76 0.23 Spilling

C12 0.21 0.02 20 0.59 0.32 No

C13 0.39 0.05 20 1.11 0.32 Spilling

C14 0.48 0.06 20 1.32 0.32 Spilling
f

FIGURE 1

Experimental setup. (A) cross-section view; (B) top view.
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challenges in capturing all the breaking locations. Therefore, the

recorded breaking instances in the experiment represent only a

portion of all the actual occurrences.
Results

Nonlinear evolutions of spectra

Chirped wave groups deform rapidly, and within a short time and

distance, they undergo focusing and subsequent breaking. Figure 3

shows the evolution of the Hilbert spectrum for case C4, providing an

example of capturing rapid nonlinear evolution. In Figure 3, the white

solid lines represent the wave surface elevations normalized by the

largest crest of the wave surface elevation measured at the first

location. The normalized results were then multiplied by a

coefficient of 0.6 to facilitate clear visualization of the wave surface

elevation and Hilbert spectrum without overlap. The red lines in the

subgraph represent the wave surface elevations at the locations where

wave breaking occurred. Figure 3C shows that the frequency

modulation was significantly enhanced as the wave propagated

towards the first breaking point x = 13.9 m, and the wave energy

was primarily concentrated in the two waves including the largest

wave crest. After the waves break, the energy resided in the largest

and previous crests experienced significant dissipation at x = 14.9 m.

Simultaneously, there was a noticeable dissipation of high-frequency

energy. Comparing Figures 3C, D, it is demonstrated that wave

breaking resulted in a notable decrease in energy in the region

approximately one wave period preceding the maximum crest Am.

The phenomenon described above effectively demonstrates the

primary source and frequency range of energy loss caused by wave

breaking. To further confirm and validate whether the source of

energy dissipation resulting from wave breaking is approximately one

wave ahead of the maximum crest, an analysis of the evolution of

energy carried by different waves will be conducted. Figure 4 presents

the schematic representation of the wave group segments and the

corresponding method of energy representation for each segment.

The waves were determined using the peak-to-peak method. The

period of the wave preceding the maximum wave peak Am is denoted
Frontiers in Marine Science 06
as Tp1wave, and by integrating the instantaneous energy IE(t) over

Tp1wave, the energy of this wave Ep1wave can be obtained. Similarly, the

time duration for the three waves preceding the maximumwave peak

is denoted as Tp3wave with the corresponding energy Ep3wave.

Similarly, considering the time duration T6wave for the six waves

(including the three waves preceding and following the maximum

crest, respectively), the corresponding wave energy E6wave can

be determined.

Figure 5 shows the evolution of the energy carried by wave

group segments containing different numbers of waves for the

breaking cases. ET represents the total energy of the entire wave

train. The gray area represents the region in which wave breaking

occurred. The evolution trends of Ep1Wave and Ep3Wave were

approximately identical, and their energies were approximately

equivalent. This indicates that among the three waves preceding

the maximum crest, the wave directly adjacent to the maximum

crest carried most of the energy. This is also well reflected in

Figure 6, which represents the spatial evolution of the energy

difference between Ep3Wave and Ep1Wave, DE1_3. The gray area in

Figure 6 represents the breaking region. It is obvious that DE1_3
approached zero within the breaking region, which further validates

the conclusion presented in Figure 5. As shown from Figure 5, as

wave evolved, in the breaking region where wave breaking occurred,

Ep1Wave showed a behavior of initially increasing and then

decreasing. This significant decrease in energy confirms that the

energy dissipation caused by breaking occurred primarily in the

wave preceding the maximum crest. This confirms the findings

depicted in Figure 3 and suggests that there was strong energy

focusing on the wavefront during the evolution of waves as they

approached breaking. The reason is that the rapid growth in

nonlinearity and interaction between waves of different

frequencies leads to a rapid concentration of wave energy around

the maximum wave. Consequently, the wave group underwent a

transformation into a shorter wave group, with energy strongly

concentrated (Figure 2).

Additionally, Figure 5 shows that the energy dissipation caused

by wave breaking was also evident by observing the evolution of the

total energy E. However, it can be observed that for the shorter span

of the breaking region, the energy dissipation was mainly
FIGURE 2

Wave surface elevations for cases C6 (A) and C13 (B) at initial and focusing locations.
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concentrated on E6wave. In contrast, for the wave groups with a

longer breaking region span, there was a significant difference

between E and Ep6Wave. As waves further evolve, break, and

extend beyond the range of the breaking region, this difference

gradually decreases until it reaches a state where E and Ep6Wave are

approximately equal. This phenomenon is typically associated with

cases characterized by a large number of waves and a high degree of

modulation instability. This indicates that for longer wave groups,

the modulation instability played a more significant role in the

generation of large waves. Modulation instability requires a certain

distance to develop; thus, in such cases, when the waves are about to

break, there is a significant difference between E and Ep6Wave,

indicating a relatively uniform distribution of wave group energy

and slow energy focusing, which may be due to the insufficient
Frontiers in Marine Science 07
distance for the modulation instability to fully develop. Meanwhile,

for the larger number of wave group, although Ep6Wave is derived

from waves with higher wave surfaces, comparing with the

relatively large number of wave groups, Ep6Wave can only

represent a portion of E. This also explain the significant

difference between E and Ep6Wave at the beginning of the breaking

region. However, as the propagation distance increased, the

modulation instability fully developed and became stronger, the

wave-group length decreased, and the energy became more

concentrated near the maximum wave surface elevation, resulting

in a closer relationship between E and Ep6Wave.

Figure 7 presents the time series of the underlying adaptive base

functions, IMFs, for case C4 at the initial and focal locations. Only

IMFs up to the fifth order are displayed in Figure 7, because IMFs
FIGURE 3

Evolution of Hilbert amplitude spectrum for case C4 at stations (A) x = 4.9 m; (B) x = 12.9 m; (C) x = 13.9 m; (D) x = 14.9 m; (E) x = 15.9 m; (F) x =
16.9 m; (G) x = 23.9 m; (H) x = 27.9 m; (I) x = 35.9 m; (J) x = 46.4 m, the unit of the colorbar is in centimeters. The white solid line in each subplot
represents the normalized wave surface elevation. To avoid overlap with the Hilbert spectrum, this normalized wave surface elevation in the figure
has been multiplied by a factor of 0.6. The red solid line has the same definition as the white solid line, and the red color is used to signify where the
waves reach a local maximum, indicating an imminent breaker.
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beyond this order have negligible energy contributions and can be

disregarded. The energy evolution of the first five orders of IMFs is

depict in Figure 8. It shows that the energy of the first-order IMF

IMF1 is extremely small, it is the white noise content that had not

been completely averaged out during the EEMD process.

Consequently, IMF1 is negligible, the subsequent analysis

primarily concentrates on examining the evolution of the IMF

components from the second to the fifth orders. As shown in

Figure 8, the energy of IMF3 exhibits a consistent decreasing trend

throughout its evolution. Even in the case of C13 with higher
Frontiers in Marine Science 08
breaking intensities, IMF3 maintained a relatively continuous

decrease in energy dissipation. This sustained and stable energy

dissipation along the propagation direction suggests that the IMF3
component is a source of non-breaking energy dissipation. In

contrast to IMF3, IMF2 demonstrates a distinct pattern of initially

increasing and then decreasing energy. As a high-order component,

IMF2 follows the following evolutionary trend. Before wave

breaking occurs, this component showed an increasing trend. As

the wave entered the breaking phase near the end of the breaking

region, IMF2 displayed an overall decreasing trend. However, after
FIGURE 5

Evolution of the energy of wave group segments containing different numbers of waves for breaking cases (A) C4, (B) C7, (C) C8, (D) C10, (E) C11 and
(F) C14. Ep1Wave and Ep3Wave represent the energy carried by the wave group segments consisting of one wave preceding the maximum crest and
three waves preceding the maximum crest, respectively; E6Wave represents the energy carried by the wave group segment consisting of six waves,
including the three waves preceding the maximum crest and the three waves following the maximum crest; and ET represents the total energy of
the entire wave group.
FIGURE 4

Schematic diagram of the determination method for periods of wave group segments with different numbers of waves.
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the wave evolved beyond the breaking domain, the energy of IMF2
began to increase. The energy evolution of IMF2 suggests that

energy dissipation during wave breaking primarily originated

from the second-order IMF, which represents a short wave group

with a relatively higher energy content.

The lower-frequency components IMF4 and IMF5 in Figure 8

exhibited similar evolutionary trends within the breaking zone.
Frontiers in Marine Science 09
They exhibited slight growth with minor fluctuations within the

breaking domain, particularly IMF4, but the magnitude of this

growth was relatively small. Throughout the evolutionary process,

these components remained almost constant. This phenomenon

suggests that the relatively regular lower-frequency components, as

observed in Figure 7, maintain relatively stable energy levels. In

summary, during the evolution and breaking process of a wave
FIGURE 7

Decomposed results of ensemble empirical mode decomposition for case C4 at (A) x = 4.9 m and (B) x = 13.9 m.
FIGURE 6

Spatial evolution of the energy difference (DE1_3) between Ep3Wave and Ep1Wave for cases (A) C4, (B) C7, (C) C8, (D) C10, (E) C11 and (F) C14. The gray
area represents the breaking region.
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group, most non-breaking and breaking energy dissipations can be

attributed to the top two high-frequency components, IMF3 and

IMF2, respectively. Combining this with results from Figures 3C, D,

where high-frequency energy dissipated significantly after the wave

breaking, it can be revealed that the high-frequency energy

dissipation primarily resulted from the IMF2, a short wave group.

Simultaneously, the low-frequency components maintained nearly

constant energy levels.

Figures 3 and 5 clearly depict the regions where significant wave

energy dissipation occurred after wave breaking. During the process

of waves evolving towards breaking, the frequency components

involved in “bound” nonlinear interactions can be identified using

wavelet-based bicoherence (Dong et al., 2008b). To illustrate the

nonlinear phase coupling action, Figure 9 presents the evolution of

the bicoherence for the case depicted in Figure 3. As shown in

Figure 9, as the wave evolved towards the focusing point at x =

13.9 m, an increasing number of components were involved in the

nonlinear phase coupling, indicating an increase in the energy of the

bound waves. After breaking, at x = 14.9 m, it is evident that the

energy of the bound waves significantly dissipated, likely owning to

wave breaking loss. Furthermore, the corresponding dominant

frequency fp was calculated to be 0.92773 Hz at x = 14.9 m.

Notably, the energies of the double, triple and quadruple

frequency components dropped sharply to zero. This suggests

that the energy residing in these components was released into

free waves due to wave breaking. As the waves approached the

subsequent position at x = 15.9 m, where the second breaker

emerged, the number of wave components engaged in nonlinear

bound actions increased. Consequently, the energy associated with
Frontiers in Marine Science 10
the multi-frequency component reappeared. However, following

the occurrence of the second breaker, this energy was dissipated

albeit to a relatively smaller extent. As the waves evolved beyond the

breaking zone (Figure 9H), there was a noticeable decrease in both

the number of wave components involved in the nonlinear phase

coupling and the energy associated with the bound action. The

described evolutionary process illustrates the nonlinear phase

coupling is closely related to the energy conversion caused by

breaking. When breaking occurs, the disappearance of nonlinear

coupling phenomena indicates a decrease in the action of

bound waves.
Energy transformation analysis

In addition to the nonlinear actions analyzed using the Hilbert

spectrum and wavelet-based bicoherence, Fourier energy spectrum

is also be incorporated for a comprehensive analysis for the energy

variations of wave groups. The variations of the energy spectrum,

denoted as DS, resulting from wave breaking can be determined as

follows. At the identified breaking locations (refer to materials and

methods section), if the wave breaks for the first time at position xb1,

the corresponding energy spectrum is Sxb1, the following adjacent

measurement point to xb1 is xb1 + 1, the corresponding energy

spectrum is Sxb1 + 1, and DS for the first breaker is the difference

between Sxb1 + 1 and Sxb1. Similarly, if the wave breaks for the second

time at position xb2 and the following adjacent measurement point

is xb2 + 1, then DS for the second breaker is the difference between

Sxb2 + 1 and Sxb2. This pattern continues for subsequent breaking
FIGURE 8

Evolutions of the energy of the top five IMFs for cases (A) C4, (B) C7, (C) C8 and (D) C13. The gray area represents the region of wave breaking.
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locations. Figure 10 shows the energy variations DS induced by the

first breaker for cases C4, C7, C8 and C13, the dashed lines denoted

the dominant frequencies; to differentiate the dominant frequencies

at different measurement points, all dominant frequencies were

labeled in the subscript according to the position. As depicted in

Figure 10, after wave breaking, the energy associated with

components whose frequencies are slightly higher than the initial

dominant frequency fp, x=4.9m becomes the main resource of energy
Frontiers in Marine Science 11
loss. Additionally, according to Figure 9, the bound effect

significantly decreased after wave breaking. This illustrates that

wave breaking can cause significant energy dissipation in slightly

higher-frequency bound waves. Simultaneously, regarding the

higher-frequency components, there was a visible increase in

energy in Figure 10. However, the bound effect for the higher-

frequency components diminished significantly after the wave

broke in Figure 9. This suggests that the increase in the energy of
FIGURE 9

Evolution of wavelet-based bicoherence for case C4 at stations (A) x = 4.9 m; (B) x = 12.9 m; (C) x = 13.9 m; (D) x = 14.9 m; (E) x = 15.9 m; (F) x =
16.9 m; (G) x = 23.9 m; (H) x = 27.9 m; (I) x = 35.9 m; (J) x = 46.4 m.
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the higher-frequency components shown in Figure 10 may indicate

an enhancement of the free waves derived from the released bound

waves and the action of modulation instability.

Under certain wave conditions, multiple instances of wave

breaking have been observed along the propagation path. The

variations in the energy spectrum DS caused by these breakers are

depicted in Figure 11, the spectral changes caused by the first, second,

and third breakers are represented by black, blue, and dark green

solid lines, respectively. It can be found that the first and second

breakers caused significant changes in the spectrum. However, there

was a significant reduction in the energy changes for the third

breaker, as shown in Figures 11A and C. This indicates that the

consecutive breakers during the wave propagation process reduced

the energy loss of the subsequent breakers. As the number of breakers

increased, the impact of the breaker on the energy spectrum gradually

diminished. Moreover, Figure 11 indicates that both the lower- and

higher-frequency components received significant energy after wave

breaking. This can be compared with the substantial decrease in the

bound waves in the bicoherence information before and after

breaking (Figure 9). It can be inferred that the increase in energy

in the high- and low-frequency ranges after breaking does not

represent bound-wave energy, but rather free-wave energy
Frontiers in Marine Science 12
(resulting from the enhancement of free waves owning to

modulational instability and nonlinear interactions, as well as the

release of free waves from bound waves).

Figure 12 represents the spectral variation between the wave

spectra at the focal point, where the wave reached its maximum but

did not break, and the initial position, the cases are the same as

those in Figure 11. Comparing Figures 11 and 12, it is evident that

the magnitude of the non-breaking energy dissipation in the

dominant frequency range was considerably higher than the

energy dissipation from individual breaking events. Moreover, it

was found to be associated with the distance of wave evolution. For

instance, in Figures 12A and D, the nonbreaking energy dissipation

exhibited a distinct difference owning to the varying focal distances,

with the main factor being the close relationship between the

frictional energy dissipation and distance. This indicates that

non-breaking energy dissipation was mainly contributed by the

wave components in the dominant frequency range. In addition to

spectral changes, frequency downshift occurred significantly as

shown in Figures 10–12. For example, for the breaking events in

Figure 11D, the dominant frequency fp,x=38.9m at the location where

the second breaker occurred was 0.74463 Hz, a significant frequency

downshift appeared compared with the dominant frequency at the
FIGURE 10

Spectral changes DS caused by the first wave breaking for cases (A) C4, (B) C7, (C) C8 and (D) C13. DS is determined by calculating the difference
between the energy spectra at the position following the breaking location, xb1 + 1, and the location where the wave broke, xb1. The red and black
dashed lines correspond to the dominant frequencies at the initial measurement point and the locations where the wave group first experiences
breaking, respectively.
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initial location (fp,x=4.9m = 0.88501 Hz). In Figure 12, all the cases

were non-breaking, but the results show that the frequency shift

occurred for them, suggesting that wave breaking was not the sole

determinant of the frequency downshift.
Energy dissipation rate

To differentiate between non-breaking and breaking energy

dissipation, the total energy at each measurement point was

calculated to provide an overview of the energy evolution along

the wave propagation.

According to Tian et al. (2010), the energy decay caused by

viscosity follows an exponential decay rate:

Efitting = Efirste
−sx , (18)

where Efitting is the fitting curve for the total energy obtained

through fitting using the least squares method; Efirst is the initial

value for the fitting curve of energy; and the parameter s represents

the energy decay rate caused by factors such as the viscosity of the

water, boundary layers, sidewalls, and bottom of the water tank. In

the experiment, the parameter s was approximately O(0.01), as
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derived from the fitting results for the non-breaking cases shown in

Table 2. Once the parameter s was determined, the energy loss rate

caused by non-breaking and breaking waves was calculated using

the same method as described by Tian et al. (2010).

Figure 13 illustrates the total energy evolution along the water

channel for the two non-breaking and two breaking cases, the black

dashed lines are the fitted curves. In the non-breaking cases, the

difference between the initial and final values of the fitted curve is

regarded as non-breaking viscous dissipation. The ratio of this

dissipation to the initial value of the energy-fitted curve was

considered the non-breaking energy dissipation rate. For the

breaking wave groups, measurements upstream and downstream

of wave breaking are individually fitted with the energy decay rate of

the non-breaking case to account for the non-breaking dissipation.

Subsequently, the altitude intercept DE between the fitting curves of

the upstream and downstream of the breaking zone was considered

as the energy dissipation caused by wave breaking. To determine the

position at which the wave started to break, it was placed upstream

on the energy-fitted curve. The value of the fitted curve at this

position was regarded as the initial energy of the breaking zone,

denoted as E0. The section indicated by vertical dashed lines in

Figure 13 corresponds to the breaking zone.
FIGURE 11

Spectral changes DS caused by each identifiable breaking event for cases (A) C4, (B) C7, (C) C8 and (D) C13. The black, blue, and dark green solid lines
represent the DS caused by the first, second and third breakers, respectively; while the dashed lines corresponding to these colors denote the
dominant frequencies at the locations where the first, second and third breakers occurred, respectively. The red dashed lines denote the dominant
frequencies at the initial position.
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Table 3 presents the energy dissipation rates caused by non-

breaking factors, such as viscosity, alongside those for by wave

breaking. The nonbreaking energy dissipation rates exceeded 30%,

with a mean dissipation rate of 39%. This indicates that the energy

loss resulting from viscosity accounted for approximately 40% of

the initial energy over a propagation distance of approximately 30

wavelengths. The energy dissipation caused by wave breaking cases

in the experiment is listed in the right column of Table 3. The results

illustrate the influence of the initial conditions on the wave

breaking. For a smaller initial number of waves, such as in case

C4, the energy dissipation caused by the wave breaking was

relatively small. However, as the number of waves increased, the
Frontiers in Marine Science 14
rate of energy dissipation owning to wave breaking was

approximately 20%. This indicates a potential link between the

number of carrier waves and wave breaking phenomena.

Figure 14A represents the relationship between the number of

carrier waves N and the maximum wave surface elevation Am. The

maximum wave surface elevation exhibited a substantial increase as

the number of waves increased. This implies that wave groups with

a larger number of carrier waves had a higher propensity to generate

extreme waves with larger amplitudes. Notably, there was a

substantial increase in the maximum crest amplitude for cases

within the shaded region in Figure 14A compared to the other

values. Furthermore, the BFI values of these cases in the shaded

region were consistently greater than 1 (Figure 14C). This

observation implies that the presence of modulation instability

induced nonlinear amplification within these wave groups,

resulting in significant wave surface elevation. Moreover, the

length of the wave tank in this experiment allowed the

modulation instability to develop significantly. Consequently, with

the combined influence of dispersion focusing and modulation

instability, the nonlinearity of the waves progressively intensified.

As the modulation instability progressed, the distance at which the

maximum wave surface elevation occurred gradually increased. It
FIGURE 12

Spectral changes DS caused by non-breaking factors for cases (A) C4, (B) C7, (C) C8 and (D) C13. DS is derived from the difference between the energy
spectra at the location where the wave reached the maximum and the initial measurement point, the region after wave breaking is not included.
TABLE 2 Exponential energy decay rate along propagation caused by
non-breaking factors.

case s case s

C1 0.010 C6 0.009

C2 0.011 C9 0.015

C3 0.010 C12 0.016

C5 0.013
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can also be inferred that Once BFI exceeded its critical threshold,

wave groups carrying multiple carrier waves exhibited extreme

waves at longer distances, which subsequently led to wave

breaking, as illustrated in Figure 14B.

The above analysis elucidates the strong correlation between the

number of carrier waves in a wave group and the characteristics of

wave breaking. Additionally, Figure 14D provides insight into the

relationship between the number of carrier waves and energy

dissipation rate. When the number of carrier waves increased,

both the nonbreaking and breaking energy dissipation rates

exhibited an overall increasing trend. The amount of nonbreaking

energy dissipation rate was generally more than twice the breaking

energy dissipation rate. The maximum wave surface elevations of

wave groups with a greater number of carrier waves occurred at

greater distances (Figures 14A, B), resulting in relatively higher

non-breaking energy dissipation. Figure 14D also provides a

preliminary increasing dependency between the number of carrier

waves and the breaking energy dissipation rate. Due to the

complexity of the breaking process, the simplification in
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obtaining breaking energy in the preliminary analysis may lead to

differences between the estimated and actual energy, thus affecting

this dependency. Therefore, Subsequent investigations will be

conducted to further explore this relationship and to provide a

more comprehensive analysis.

Additionally, according to Tables 1 and 3, for cases with the

same number of waves, the wave steepness was correlated with the

energy dissipation rate caused by wave breaking. Furthermore, as

the number of waves and wave steepness increased, the intensity,

frequency, and duration of wave-breaking events during the

evolution of wave groups were affected. Overall, the confluence of

amplified wave amplitudes, intensified nonlinear effects, and the

propensity for wave breaking rendered wave groups with a greater

number of carrier waves more susceptible to the emergence of

larger, extreme waves and subsequent wave breaking.
Discussion and conclusion

The aim of the study was to analyze the energy variations and

nonlinear characteristics of wave groups with different initial

conditions. The evolution of the Hilbert energy spectra provides

insights into the energy loss caused by wave breaking, mainly

originating from high-frequency content, whether initial or

subsequent breaking. Taking case C4 as an example (Figure 3),

when the wave was about to break for the first time at x = 13.9 m,

the first-order instantaneous frequency reached 2.17 Hz. However,

after breaking occurred at x = 14.9 m, the maximum instantaneous

frequency dropped to 1.63 Hz. This signifies a significant loss of

energy in the high-frequency components due to the breaking

process. The analysis of wavelet bicoherence further confirmed

that the bound effect significantly decreased after wave breaking

(Figure 9). Therefore, the findings from both methods indicate a

close relationship between the modulation of the instantaneous

frequency and the bound effect. These findings align with those of a

study conducted by He et al. (2023b) on the behavior of random

waves under varying water depths. However, analysis of the energy

spectra (Figures 10, 11) before and after breaking revealed minimal

changes in the energy above 1.25 Hz, most energy changes were

concentrated in the dominant frequency region, resulting in a wider

frequency bandwidth. This indicates a significant shift in energy

towards the free-wave energy in the dominant frequency region of

the energy spectrum. However, it remains challenging to determine

whether this energy change primarily stems from the modulation
FIGURE 13

Estimation of energy dissipation due to non-breaking viscosity and
wave breaking, shown for cases C1, C6, C7 and C8. The thick dashed
lines are the fitting curves; the vertical short-dot lines denote the
start and end thresholds for breaking length scale. Non-breaking
losses are estimated from the exponential fit of the non-breaking
wave measurements. For the breaking cases, based on the
exponential fit, E0 is the estimated energy just prior to wave
breaking, and the difference between the exponential fit for
upstream and downstream measurements at the location of
breaking onset is denoted DE, which is estimated as the energy
dissipation caused by wave breaking.
TABLE 3 Energy dissipation rates caused by non-breaking factors such as viscosity and caused by wave breaking, respectively.

Non-breaking cases Breaking cases

case DEnon-breaking/Efirst (%) case DEnon-breaking/Efirst (%) case DE/E0 (%) case DE/E0 (%)

C1 33.9 C6 30.4 C4 5.1 C11 17.2

C2 38.8 C9 46.0 C7 14.7 C13 15.9

C3 33.7 C12 48.5 C8 19.0 C14 14.8

C5 41.7 C10 8.6
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instability or from the release of free waves after breaking.

Consequently, further in-depth research is necessary to investigate

the fundamental processes involved in the energy transformation of

wave components during breaking.

Based on the energy analysis of the wave evolution and wave

breaking, the following key conclusions can be drawn:
Fron
1. After the wave breaking, a distinct portion was identified by

the Hilbert spectrum in the time series of the wave surface,

which experienced a noticeable energy loss. This section

persisted for approximately one wave period, whereas other

segments exhibited minor energy fluctuations.

2. Following wave breaking, there was a noticeable dissipation

of high-frequency energy, particularly above the dominant

frequency range. Moreover, the energy of the bound waves

exhibited a noticeable decrease, although the magnitude of

this change was relatively small compared to the energy in

the dominant frequency region. This indicates that, under

the conditions of modulation instability, the dissipation of

energy resulting from wave breaking in finite water depths

primarily manifested as the conversion of energy into free

waves derived from both the released bound waves and the

action of modulation instability.

3. As the wave evolved, the energy of the main intrinsic mode

functions exhibited a distinct variation. For a component

that presented itself as a short wave group with significant

energy, the energy increased consistently and then decreased
tiers in Marine Science 16
when the wave began to break. Therefore, this underlying

component accounted for the main energy dissipation

caused by wave breaking.

4. This study examined the energy loss associated with the non-

breaking and breaking factors. For the non-breaking cases,

the mean energy-loss rate was approximately 40%. However,

for breaking cases, the energy loss rate caused by wave

breaking exhibited a wide range: wave groups with fewer

waves experienced relatively lower energy dissipation rate;

conversely, wave groups with a larger number of waves

exhibited relatively higher energy dissipation.
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