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Experimental study of internal
solitary wave evolution beneath
an ice keel model
Guanjing Wang, Hui Du*, Jianfang Fei, Shaodong Wang,
Pu Xuan, Hailong Guo, Junnan Xu and Zhiyuan Gu

College of Meteorology and Oceanography, National University of Defense Technology,
Changsha, China
Internal solitary waves (ISWs) propagating in polar seas are affected by the sea ice

at upper boundary of seas and thus exhibit complex evolution characteristics.

Herein, spatiotemporal changes in the wave element, flow field, and energy of

ISWs beneath an ice keel model were investigated to examine the evolution of

ISWs. For this purpose, laboratory experiments were conducted using dye-

tracing labeling, conductivity probes, Schlieren technology, and particle image

velocimetry. The results show that ice keel causes an increase in the thickness of

the pycnocline and even the occurrence of breaking and internal surging of ISW.

Additionally, the waveform becomes narrower or wider at different positions, and

wave amplitude and speed decrease, with a maximum reduction 30%–40%.

Furthermore, the ice keel strengthens the shear of the ISW-induced flow field,

generating vortices and mixing. The energy of ISWs undergoes internal

conversion majorly at the front slope of the ice keel, while energy dissipation

occurs largely at the back slope, with dissipation rates as high as 60%.
KEYWORDS

internal solitary waves, ice keel model, wave element, shear flow field,
energy dissipation
1 Introduction

Internal waves (IWs) are a common phenomenon in the world’s oceans and marginal

seas (Jackson, 2007). Internal solitary waves (ISWs) are a type of IWs with distinct

nonlinear characteristics (Filatov et al., 2011); they promote the exchange of momentum,

energy, and matter in the global ocean (Klymak et al., 2012; Alford et al., 2015; Tian et al.,

2023; Tian et al., 2024a). When ISWs interact with the natural boundary of an ocean, the

shear at the interface is strengthened, enhancing energy dissipation and causing convective

and shear instabilities, which can lead to the breaking of ISWs (Vlasenko and Hutter, 2002;

Orr and Mignerey, 2003; Bai et al., 2017). This poses a great threat to marine structures and

underwater combat equipment (Osborne and Burch, 1980). In recent years, the activity of

IWs has been frequently observed in the polar seas using synthetic aperture radars (Kozlov
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et al., 2014, 2017; Fer et al., 2020a). They increase the upper layer

mixing, impacting the ocean ecosystem and dynamics (Rainville

and Woodgate, 2009). Compared to IWs occurring at middle and

low latitudes, high-latitude IWs are rather understudied, especially

those occurring in polar seas (Rippeth et al., 2017; Fer et al., 2020b),

creating a significant knowledge gap regarding the propagation and

evolution characteristics of ISWs in the polar seas.

Sea ice is a unique factor in polar seas, which is not a concern in

lower latitudes (Robertson, 2001). Sea ice consists of a flat ice cover,

an upward protruding sail, and a downward extending keel (Petty

et al., 2016), the keel has significant impacts on the propagation of

ISWs (Skyllingstad et al., 2003). Given the large body of knowledge

available on the boundary of seas effect on the evolution of ISWs,

the understanding of common seabed topography at the lower

boundary of seas is relatively mature. A large number of field

observations, numerical simulations, and laboratory experiments

have revealed the distortion, breaking, mixing, and energy

characteristics of ISWs over a variety of seabed topographies

(Zachariah and Robert, 2005; Helfrich and Melville, 2006; Xu

et al., 2010; Bourgault et al., 2011; Lamb, 2014; Nakayama et al.,

2021; Xie et al., 2021; Zhi et al., 2021; Bai et al., 2023; Du et al., 2023;

He et al., 2023; Jia et al., 2024; Tian et al., 2024b). However, only a

few studies have investigated the influence of the ice keel at the

upper boundary of seas on the evolution of ISWs.

Early studies on the interaction of IWs and sea ice were

conducted in the field. Muench et al. (1983) gathered

observational data from ice zones at the edge of the Bering and

Greenland Seas. Their analysis indicated that coupling action often

occurs between IWs and ice bands. Levine et al. (1985) conducted

observations in the Arctic Ocean to report that the energy of the

IWs in the polar seas is lower as compared to the energy of IWs in

the mid- to low-latitude seas, suggesting that a unique dissipation

mechanism beneath the sea ice may have important implications.

The observations of McPhee and Kantha (1989) in the ice zone at

the edge of the Greenland Sea indicated that the momentum flux of

IWs during propagation is an important factor in the drift of sea ice.

In line with this, based on the analysis of the surface heat budget

during the drift of the Arctic Ocean ice, Pinkel (2005) reported that

the interaction between IWs and sea ice is an important reason for

energy loss from the former. Fer et al. (2010) studied the ice zone

near the Yermako Plateau and found that the activity of the IWs and

water mixing are closely associated with natural boundaries of seas.

The measurement of short IWs in shallow Arctic fjords by

Marchenko et al. (2010) indicated that IWs are influenced by

fluctuations in the ice cover at the sea surface. Cole et al. (2014)

used observational data from an ice profiler to demonstrate that ice

keels play an important role in shaping IW dynamics.

Although field observations provide an opportunity to

understand the activity of IWs in polar seas, it is still very

challenging to observe the interactions between ISWs and ice

keels and present specific and accurate results due to technical

and environmental limitations. Numerical and physical simulations

allow a refined study of this subject matter. Zhang et al. (2022a)

carried out numerical simulations of the evolution of ISWs beneath

the ice keel to point out that the height of the ice keel is crucial for
Frontiers in Marine Science 02
the evolution of ISWs. Furthermore, the width of the ice keels has

little effect on the evolution of ISWs (Zhang et al., 2022b). A study

on the interaction of ISW with an ice sheet by Carr et al. (2019)

reported that an ice sheet protruding into the pycnocline may cause

distortion or even breaking of ISW. Hartharn-Evans et al. (2024)

investigated the interactions between ISWs and free-floating objects

representing sea ice and found that float velocity was dependent on

both the amplitude of the wave and the length of the float. At

present, there is only a limited number of studies on the interaction

between ISWs and ice keels in the laboratory, and previous

researchers mainly focused on the motion state of ice, leading to

a lack of clarity regarding the characteristics of wave -flow field, and

energy of ISWs.

In this paper, the evolution characteristics of depression-type

ISWs that occur underneath ice keel were studied in a laboratory-

stratified flume using dye labeling, conductivity probes, Schlieren

technology, and the particle image velocimetry (PIV) method. This

paper is organized as follows: In the second section, our methods

are introduced, including experimental setup, measurement

technology, and experimental conditions. In the third section,

Firstly the article shows the visualization of the interaction

between ISW and ice keel. Then, the changes in the wave

elements of ISWs under different stratified environments have

been analyzed, followed by an analysis of the evolution of the

velocity and vorticity fields. Subsequently, the variations in ISW

energy are presented and the energy loss rates for different

parameters have been further compared. Finally, our findings and

their implications are summarized in the fourth section.
2 Experimental method

2.1 Experimental setup

The experiment was carried out in a large stratified flume with a

main scale of 12 m × 0.4 m × 0.6 m (length × width × height). The

experimental layout is shown in Figure 1. A Cartesian coordinate

system was first established, where x represents the horizontal

direction, z represents the vertical direction, x = 0 corresponds to

the left boundary of the flume, and z = 0 corresponds to the free

horizontal plane. H is the total depth of the fluid; h1 and r1 are the
thickness and density of the upper layer, respectively, while h2 and

r2 are the thickness and density of the lower layer, respectively. h is

the height of the ice keel, and l is the length. The ISW generator and

absorber were installed at the left and right ends of the flume,

respectively, and ISWs were generated by using the gravity collapse

method (Kao et al., 1985), the method is one of the actual

generation mechanisms of ISW in the ocean. This was achieved

by setting up an initial step-like rectangular disturbance with step-

length L0 and step-depth h0 at the left end of the flume. The wave

absorber used here was a triangular wedge device with an adjustable

wedge angle size according to the position of the pycnocline and the

magnitude of wave amplitude.

Density-stratified fluids were prepared by the “two-tube”

method (Fang and Du, 2005). Figure 2 shows the results of a
frontiersin.org
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typical stratified environment, where the total water depth was H =

0.5 m; the thickness and density of the upper and lower layers were

h1 = 0.15 m, r1 = 1003 kg/m3 and h2 = 0.35 m, r2 = 1019 kg/m3,

respectively. The density of the contact region between two liquids

is naturally continuously distributed. The vertical coordinate was

the water depth, and the horizontal coordinate was the distribution

of density r and the Brunt-Vaisala (B-V) frequency N . The B-V

frequency N i s mathematical ly represented as N(z) =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(g=r1)( ∂ r(z)= ∂ z)

p
, where g is the acceleration of gravity; r(z)

represents a vertical change in density. As shown in Figure 2, due to

the mixing of two fluids in the contact area, there was a pycnocline

with a thickness of ~7 cm, and the maximum B-V frequency was

located near the middle of the pycnocline. The pycnocline structure

thus formed was similar to the strong pycnocline structures typical

of polar seas.

According to the known observation-based morphological

characteristics of typical ice keels (Petty et al., 2016), we selected

the Gaussian function to describe ice keels. Typical ice keels are

known to have horizontal and vertical scales spread over hundreds

and tens of meters, respectively (Strub-Klein and Sudom, 2012).

The maximum slope of an ice keel is considered as its absolute slope

(Debernard, 2003), which ranges from 0.17 to 0.78 for most ice keels

(Wadhams and Toberg, 2012). In this experiment, with the

consideration of scaled model, a Gauss ice keel made of smooth
Frontiers in Marine Science 03
wood with length l = 1.5 m, height h = 0.15 m, and slope = 0.29 was

selected as the experimental model. When the ice keel was placed in

the flume, the upper surface coincided with the free water surface;

the cartesian coordinates of the middle position along the upper

edge were 5.00 m, 0 m. The width of the ice keel was equal to the

inner wall of the flume, leaving no gap between the ice keel and the

side wall of the flume.
2.2 Measurement technology

To measure the evolution of ISWs, conductivity probe arrays

were arranged at four positions [A (x = 4.19 m), B (x = 4.74 m), C (x

= 5.00 m), and D (x = 5.25 m)] in the regions where ice keels were

placed (Figure 1). Eight probes were arranged 0.02 m apart

vertically at each position. The vertical position of the probe

arrays could be adjusted appropriately according to the different

layers during the experiment, thus ensuring that the density

disturbance could be measured fully. The probes at position A

were used to measure the initial ISWs, and the probes at positions B,

C, and D were used to measure the evolution of ISWs under the

ice keel.

The density field of the analysis regions was measured using

Schlieren technology. The experimental device for this purpose
BA

FIGURE 2

Distribution of density and Brunt-Vaisala (B-V) frequency in the stratified envorinment, (A): Density distribution, (B): B-V frequency distribution.
FIGURE 1

A schematic of the experimental setup.
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consisted of a background plate, an image recorder, and data

processing software. The background plate used here comprised a

2 m × 1.5 m display; a blue speckle pattern was chosen as the

background image. The image recorder comprised a charge-

coupled device (CCD) camera with a spatial resolution of 2592 ×

2048 pixels and a capture rate of 25 frames-per-second. Processing

the images by solving the Poisson equation to obtain a two-

dimensional refractive index distribution. The Gladstone-Dale

relation was then used to derive density field data.

The PIV method was used to measure the structure of the flow

field in our regions of interest. The system comprised a laser

generator, an image recorder, a data processing workstation, etc.

During the experiment, the laser generator illuminated particles

from a position below the transparent flume. The image recorder

contained the same CCD camera as the Schlieren technology; here,

two time-synchronized cameras with overlapping fields of view

were used. The images were processed using the cross-correlation

function calculation method of a two-dimensional fast Fourier

transformation, and the initial velocity vector distribution was

corrected to obtain the velocity vector.

Dimensionless parameters were introduced in the experiment:

a* = a=H,  c* = c=
ffiffiffiffiffiffi
gH

p
,  ϵ = h1=h2

Where a is amplitude of ISW (m); H is the total water depth

(m); c is wave speed of ISW (m/s); g is the acceleration of gravity

(m/s2); h1 is the thickness of the upper layer (m), and h2 is the

thickness of the lower layer (m).
2.3 Experimental conditions

To accurately simulate the evolution of ISWs in polar seas, the

stratified environment ϵ was used to denote the early observations

of polar seas (Padman and Dillon, 1991; Fer et al., 2010; Kozlov

et al., 2014); for this purpose, the total water depth H was 0.5 m.

Three types of stratified environments were set up: ϵ = 1/4, ϵ = 3/7, ϵ

= 2/3. In this experiment, the step length in the wave-making region

was kept constant at 0.35 m, and ISWs of different amplitudes were

generated by changing the step depth. Ten experiments were

conducted in each group. Table 1 shows the settings and specific

parameters for these experiments.
Frontiers in Marine Science 04
3 Results and discussion

3.1 Visualization of the evolution of ISWs

Figure 3 shows the visualization of the interaction between ISW

and ice keel when ϵ = 3/7. The image was obtained by a high-speed

camera in front of the flume. The red liquid in the middle layer

depicts the pycnocline, with the upper and lower layers being the

freshwater and saltwater, respectively (Figure 3). Figure 3A shows

the initial state, where the vertical position of the pycnocline

overlaps with the bottom of the ice keel. In Figures 3B, C, Due to

the blocking action of the ice keel, the pycnocline begins to thicken

near the bottom of the ice keel. At the back slope, the thickened

pycnocline collapses, forming a clockwise vortex structure that

alters the smooth waveform of the incident ISW (Figures 3D, E).

The structure of the vortex continues to strengthen, a swell similar

to the flipping characteristics related to the Kelvin Helmholtz

instability (Fructus et al., 2009) appears near the back slope

(Figures 3F, G). Subsequently, the structure of the vortex

gradually dissipates, causing the flow to transform into turbulence

and an intensified mixing of the fluid. At the same time, a portion of

the fluid near the back slope is squeezed into the front slope,

inducing great horizontal transport (Figures 3I, J).

Based on the visualization results of the evolution of ISWs, the

states of ISWs at the front slope, bottom, and back slope of the ice

keel were analyzed. They were classified as stability, instability, and

breaking by severity, as shown in Table 2. The results indicate that

the states of ISWs are closely related to the amplitude of the incident

wave, stratified environment, and position of ice keel.
3.2 Analysis of the wave elements of
the ISWs

The variation of the waveform during the propagation of ISW

was obtained using probe arrays at positions A, B, C, and D.

Figure 4 shows typical waveform changes, when the stratified

environment ϵ = 3/7 and the incident wave amplitude was 0.158.

Figure 4A shows the initial waveform. A comparison of Figures 4A,

B suggests that upon the propagation of the ISW to the front slope

(position B), the waveform becomes lower and narrower due to the
TABLE 1 Experimental settings and parameters.

Measurement r1/kg m-3 r2/kg m-3 h1/m h2/m a*

PIV Schlieren

1003 1019 0.10 0.40 0.030 ~ 0.208

1003 1019 0.15 0.35 0.019 ~ 0.201

1003 1019 0.20 0.30 0.014 ~ 0.187

Conductivity probe

1003 1019 0.10 0.40 0.026 ~ 0.205

1003 1019 0.15 0.35 0.015 ~ 0.197

1003 1019 0.20 0.30 0.013 ~ 0.182

Staining 1003 1019 0.15 0.35 0.021 ~ 0.199
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blocking action of the ice keel. At the same time, the wave amplitude

increases. At the bottom of the ice keel (position C), the waveform

of the obstructed ISW is lifted, the trough becomes very wide, and

the amplitude decreases, which is consistent with the results of Carr

et al. (2019). When the ISW reaches the back slope (position D), the

windward side of the waveform steepens, almost perpendicular to

the level, and the leeward side slows down, this is because the

interaction between the ISW and the ice keel is most pronounced at

the back slope. In addition, the ISW breaks free from the

obstruction of the ice keel, which intensifies the mixing of the

surrounding fluid, causing the trough to become extremely narrow.

Figure 5 shows the characteristics of the variation in the

amplitude of the ISW beneath the ice keel. The amplitude of the

ISW increases for three types of stratified environments at position

B. Among them, when the stratified environment ϵ = 1/4, the

increase in amplitude is the largest, reaching 11%, followed by

increases in amplitude when ϵ = 3/7 and ϵ = 2/3. The main reason

for the increase in wave amplitude is the nonlinear enhancement
Frontiers in Marine Science 05
caused by the ice keel. At position C, the wave amplitude begins to

decrease for the three types of stratified environments, and the

intensity of the wave decreases sequentially in the order, ϵ = 1/4, ϵ =

3/7, and ϵ = 2/3, with a maximum reduction of 30% when ϵ = 1/4.

The main reason for the decrease in wave amplitude is the breaking

of the unstable ISW at the back slope of the ice keel. The wave

amplitude remains unchanged from position C to D, with only a

slight increase when ϵ = 1/4. In addition, the variation pattern is

consistent for different incident wave amplitudes.

In summary, the overall trend of the change in wave amplitude

from position A to D in the three types of stratified environments is

consistent, i.e., they all increase at first, followed by a decrease, and

finally, they become stable. The reason for the change in wave

amplitude is the change of nonlinear.

Figure 6 shows the characteristics of the variation in wave speed

during the evolution of ISW beneath the ice keel. The ISW is

obstructed by the ice keel from position A to B, and thus, its speed

decreases in all three types of stratified environments. When the
B

C D

E F

G H

A

I J

FIGURE 3

Visualization of the evolution of ISW beneath the ice keel, (A): Stationary state, (B–D): Reaching the back slope with the windward side of wave,
(E, F): Generating vortex, (G–J): Vortex shedding and fluid mixing.
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stratified environment ϵ =1/4, the degree of wave speed attenuation

is the largest, followed by ϵ =3/7 and ϵ =2/3. At position C, when ϵ

=1/4, the wave speed continues to decrease, with a maximum

reduction of 38%; when ϵ =3/7, the wave speed decreases slightly;

and for ϵ =2/3, the wave speed remains almost unchanged.

Subsequently, the ISW reaches position D, where it breaks free

from the obstruction of the ice keel. For ϵ =1/4 and ϵ =3/7, the wave

speed increases significantly, but for ϵ =2/3, there are only small

disturbances within a range of 5%. In addition, the incident wave

amplitude has little effect on the variation of wave speed.

The above characteristics indicate that at the front slope of the

ice keel, the speed of the ISW will be suppressed, while at the back

slope, the speed of the ISW will be enhanced. This is due to the fact

the total depth changes during the propagation of ISW.
3.3 Characteristics of the variation in
velocity and vorticity

Figure 7 shows the typical velocity and vorticity fields of ISWs

for different stratified environments. According to Figure 7A, B, the

blocking action of the ice keel accelerates the flow velocity in the

upper fluid, casing the shear action stronger. The positive vorticity

develops within a certain range near the ice keel. At the bottom of

the ice keel, the Venturi effect can happen where the ice keel is high,

resulting in an increase horizontal velocity of the upper fluid. At the

back slope, the horizontal velocity shear continuously increases,

inducing clockwise vortices. In addition, the regions of alternating

with strong positive and negative vorticities are noted, indicating

the occurrence of fluid mixing (Figure 7C). As the ISW propagates,

the intensity and range of the clockwise vortex is enhanced, causing
Frontiers in Marine Science 06
strong mixing of the surrounding fluid; the flow field near the ice

keel becomes chaotic with a series of positive and negative phase

vortices, and the mixing regions are enlarged (Figure 7D).

According to Figure 7E, due to the stronger blocking action of

the ice keel, the ISW flow field forms a large vortex at the front

slope, and there is only a small positive vorticity near surface of the

front slope. Subsequently, the wave is truncated near the bottom of

the ice keel (Figure 7F). One part of the ISW is blocked by the ice

keel and is reflected, evolving into a strip of positive vorticity at the

front slope. The other part continues to propagate forward along

the surface of the back slope, forming a clockwise vortex that is

accompanied by strong shear action (Figure 7G). Furthermore, the

ISW causes a strong mixing at the back slope (Figure 7H).

Figure 7I shows that when the windward side of the wave is near the

front slope, the flow field is less affected and shows a strip of negative

vorticity. Subsequently, the banded negative vorticity is affected by the

ice keel and causes an uplift in the valley region (Figure 7J). When the

ISW passes through the back slope, the leeward side of the wave is lifted

and collides with the ice keel, causing the surrounding fluid to mix,

generating positive and negative vorticities (Figure 7L).
3.4 Energy analysis of the ISW

The range of the regions analyzed in this study is 4:25 < x <

5:75 (m), − 0:5 < z < 0 (m). Based on experimental data on the

density and flow fields of the simulated ISW, an equation to

calculate the energy of two-dimensional ISW derived under non-

hydrostatic approximation conditions is used (Moum et al., 2007a,

b; Lamb and Nguyen, 2009). The kinetic energy density of an ISW is

mathematically written as Formula 1:
TABLE 2 The states of ISWs on the front slope, bottom, and back slope of the ice keel.

e a* Front slope Bottom Back slope

1/4
0.026 ~ 0.186 Instability Instability Breaking

0.186 ~ 0.208 Instability Breaking Breaking

3/7
0.015 ~ 0.183 Stability Stability Breaking

0.183 ~ 0.201 Stability Instability Breaking

2/3
0.013 ~ 0.146 Stability Stability Stability

0.146 ~ 0.187 Stability Stability Instability
B C DA

FIGURE 4

The variation in waveform at different positions, (A): Position A, (B): Position B, (C): Position C, (D): Position D.
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Ek(x, z) = 1=2r0(x, z)(u(x, z)
2 + v(x, z)2) (1)

Where r0 is the constant density under the Boussinesq

approximation; u, v represent the horizontal and vertical

velocities of fluid particles, respectively. The expression for

potential energy density is written as Formula 2:

Ep(x, z) = ∫
z

z−z (r(x, z) − r*(x, z
0
))gdz

0
(2)

Where z is the vertical displacement of the isodensity line; r is the

flow field density when the ISW passes through; r* is the density of the
background field without disturbance, and g is the gravitational

acceleration. The energy of ISW is calculated from Formulas 3–5:

Kinetic energy: KE =
ðð
EK(x, z)dxdz (3)

Available potential energy: APE =
ðð
EP(x, z)dxdz (4)

Total energy: TE = KE + APE (5)

Figure 8 shows the energy variation of ISW, when ϵ = 3/7, ϵ = 1/

4, ϵ = 2/3. The vertical axis was E* = E=TE0, where E is the energy of

the ISW during propagation, and TE0 is the total energy of the

incident ISW. The horizontal axis is x* = (x − 4:25)=l, indicating

the relative position of the ice keel. Figure 8A shows that the total,

kinetic, and potential energies of the ISW remain almost unchanged

during propagation if the ice keel is absent; in this situation, the
Frontiers in Marine Science 07
kinetic energy accounted for ~52%, and potential energy accounted

for ~48% of the total energy. The energy dissipation during

propagation is within 4%, which is consistent with the conclusion

of Chen et al. (2007).

Figures 8B–D show that the variation patterns of total, kinetic,

and potential energies of the ISW are consistent for the three types

of stratified environments; additionally, the maximum energy

dissipation regions are located at the back slope. due to the fact

that energy dissipation is mainly in the form of reflection and

friction at the front slope, while it is the breaking of the ISW itself at

the back slope, The differences across the stratified environments

are reflected majorly in three aspects: the location at which the

energy undergoes rapid dissipation, the magnitude of energy

dissipation, and the occurrence of energy internal conversion.

When ϵ = 1/4, energy begins to dissipate rapidly at the front

slope, the total energy dissipation is ~55%, while for ϵ = 3/7 and

ϵ = 2/3, the positions of rapid dissipation are sequentially located

later in the flume, the total energy dissipation is ~40 and ~25%

respectively. In addition, when ϵ = 1/4, ϵ = 3/7, a conversion of

kinetic to potential energy is noted, while for ϵ = 2/3, no such

conversion occurs. The main reason for these differences is the

location and intensity of the interaction between the ISW and the

ice keel in different stratified environments.

To further investigate the influence of the ice keel on the energy

of ISW, the energy loss rate b is calculated; it is defined as Formula

6:

b = (Einput − Eoutput)=Einput (6)
B CA

FIGURE 5

The variation in the wave amplitude at different positions when, (A) ϵ = 1/4, (B) ϵ = 3/7, (C) ϵ = 2/3.
B CA

FIGURE 6

The variation in wave speed at different positions when, (A) ϵ = 1/4, (B) ϵ = 3/7, (C) ϵ = 2/3.
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Where Einput represents the total energy of the ISW when it

enters the analysis regions, and Eoutput represents the total energy of

the ISW when it leaves the analysis regions. In addition, by

analyzing the loss of total energy from the ISW in the absence of

the ice keel, it could be concluded that the energy loss rate is less

than 5%. Therefore, 5% is considered to be the allowable error in

calculating the energy loss rate.
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Figure 9 shows the energy loss rate b of the ISW for different

stratified environments and incident dimensionless amplitudes a*.

The reasons for the loss of energy from the ISW include the internal

energy generated by the direct interaction between the ISW and the

ice keel due to friction, and the internal energy generated by the

breaking and mixing of the ISW beneath the ice keel. When ϵ = 3/7

and the ISW amplitude is small, it has greater direct contact with
B

C D

A

FIGURE 8

Energy variation of the ISW for the case, where ϵ = 3/7, ϵ = 1/4 and ϵ = 2/3, (A) ϵ = 3/7, without ice keel, (B) ϵ = 3/7, with ice keel, (C) ϵ = 1/4, with
ice keel, (D) ϵ = 2/3, with ice keel.
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FIGURE 7

Velocity and vorticity fields variation of the ISW for different stratified environments, ϵ = 3/7: (A–D); ϵ = 1/4: (E–H); ϵ = 2/3: (I–L).
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the ice keel, resulting in greater energy loss, as the amplitude of the

ISW increases before the turning point, its direct contact with the

ice keel decreases, and so does the loss of energy. However, its

breaking and mixing increases after the turning point, and the

energy loss increases as well. When ϵ = 1/4, the interaction between

the ISW and the ice keel is intense, resulting in maximum energy

loss. As the wave amplitude increases, the interaction weakens, and

the energy loss decreases. When ϵ = 2/3, the interaction between the

ISW and the ice keel is weak, and energy loss is minimal. As the

amplitude of the ISW increases, the interaction is also enhanced,

resulting in a slight increase in energy loss.
4 Conclusions

Using a large stratified flume, laboratory experiments were

conducted to study the evolution of ISWs beneath an ice keel.

The evolution characteristics of ISWs were analyzed in detail to

make the following conclusions:

ISW was obstructed by the ice keel, causing an increase in the

thickness of the pycnocline. Subsequently, the thickened pycnocline

collapsed, forming a clockwise vortex structure. This vortex

structure continued to strengthen, which caused breaking and

internal surging of ISW. The flow underwent strong mixing and

transformed into turbulence.

Throughout the evolution of ISW, the waveform will widen or

narrow with the different positions of the ISW. In addition, its wave

amplitude initially increased at the front slope, then decreased at the

back slope, and eventually stabilized. On the contrary, the wave

speed first decreased at the front slope and increased at the back

slope. Therefore, it was inferred that the stratified environment and

wave amplitude influence the specific location and intensity of the

evolution of ISWs.

The interaction between ISW and the ice keel enhanced the

shear action and vorticity magnitude of the flow field, thereby

inducing the generation of a lager vortex. The vortex formed had an

unstable structure for a propagating ISW, resulting in a region of

both positive and negative vorticity. This was accompanied by
Frontiers in Marine Science 09
strong fluid mixing. The location and intensity of the formation

of vortices during the evolution of the flow and vorticity fields were

closely associated with the stratified environment and the amplitude

of ISW.

The energy of ISW underwent internal conversion mainly at the

front slope, while energy dissipation occurred largely at the back

slope. The reasons for the energy dissipation of ISW included its

direct physical interaction with the ice keel due to friction, and the

breaking and mixing of ISW beneath the ice keel. The magnitude of

energy dissipation of ISW was related to the stratified environment

and its amplitude.
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