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Investigating the influence of
sub-mesoscale current
structures on Baltic Sea
connectivity through a
Lagrangian analysis
Saeed Hariri 1*, H. E. Markus Meier1 and Germo Väli2

1Department of Physical Oceanography and Instrumentation, Leibniz Institute for Baltic Sea Research
Warnemünde, Rostock, Germany, 2Department of Marine Systems, Tallinn University of Technology,
Tallinn, Estonia
This study explores the impact of sub-mesoscale structures and vertical

advection on the connectivity properties of the Baltic Sea using a Lagrangian

approach. High-resolution flow fields from the General Estuarine Transport

Model (GETM) were employed to compute Lagrangian trajectories, focusing on

the influence of fine-scale structures on connectivity estimates. Six river mouths

in the Baltic Sea served as initial positions for numerical particles, and trajectories

were generated using flow fields with varying horizontal resolutions: 3D

trajectories with 250m resolution as well as 2D trajectories with 250m and 1km

resolutions. Several Lagrangian indices, such as mean transit time, arrival depths,

and probability density functions of transit times, were analyzed to unravel the

complex circulation of the Baltic Sea and highlight the substantial impact of sub-

mesoscale structures on numerical trajectories. Results indicate that in 2D

simulations, particles exhibit faster movement on the eastern side of the

Gotland Basin in high-resolution compared to coarse-resolution simulations.

This difference is attributed to the stronger coastal current in high-resolution

compared to coarse-resolution simulations. Additionally, the study investigates

the influence of vertical advection on numerical particle motion within the Baltic

Sea, considering the difference between 3D and 2D trajectories. Findings reveal

that denser water in the eastern and south-eastern areas significantly affects

particle dispersion in 3D simulations, resulting in increased transit times.

Conversely, regions in the North-western part of the basin accelerate particle

movement in 3D compared to the 2D simulations. Finally, we calculated the

average residence time of numerical particles exiting the Baltic Sea through the

Danish strait. Results show an average surface layer residence time of

approximately 790 days over an eight-year integration period, highlighting the

relatively slow water circulation in the semi-enclosed Baltic Sea basin. This
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prolonged residence time emphasizes the potential for the accumulation of

pollutants. Overall, the study underscores the pivotal role of fine-scale structures

in shaping the connectivity of the Baltic Sea, with implications for understanding

and managing environmental challenges in this unique marine ecosystem.
KEYWORDS

connectivity, Lagrangian analysis, sub-mesoscale structures, Baltic Sea, transit time,
residence time
1 Introduction

1.1 An overview of the application of the
Lagrangian approach in oceanic
connectivity analysis

The utilization of Lagrangian frameworks offers a powerful

approach to quantifying and characterizing the intricate transport

and connectivity patterns of water parcels across diverse temporal

and spatial scales (Roughgarden et al., 1988; Kinlan and Gaines,

2003; Largier, 2003; Siegel et al., 2003; Cristiani et al., 2021; Drouet

et al., 2021; Bharti et al., 2022; Hariri et al., 2022). This methodology

enables a comprehensive assessment of crucial processes such as the

dispersal of marine larvae, the dissemination of pollutants, and the

exchange of genetic material among distinct populations. Moreover,

Lagrangian methods offer a unique capability to explore

connectivity in three dimensions, encompassing not only

horizontal transport but also vertical dispersion. The three-

dimensional perspective afforded by Lagrangian frameworks

facilitates a comprehensive exploration of the intricate

interactions between water masses, allowing for a more accurate

representation of the prevailing connectivity patterns in diverse

marine environments.

One of the key advantages of Lagrangian analysis lies in its

ability to capture the inherent variability and complexity of ocean

currents. This approach takes into account the individual paths of

water parcels, thus considering the effects of mesoscale eddies,

coastal jets, upwelling, and other localized flow phenomena

(Poulain and Niiler, 1989; Swenson and Niiler, 1996; Blanke and

Raynaud, 1997; Dever et al., 1998; LaCasce, 2008; Alberto et al.,

2011; Watson et al., 2011; Mora et al., 2012; Van Sebille et al., 2012;

Poulain and Hariri, 2013; Hariri et al., 2015; Hariri, 2020; Hariri,

2022; Van Sebille et al., 2018). These fine-scale processes exert a

significant influence on connectivity patterns, thereby shaping the

distribution of marine organisms, the dispersal of larvae, and the

transport of contaminants (Dong and McWilliams, 2007; Dong

et al., 2009; Mitarai et al., 2009).

In recent years, the application of Lagrangian methods in

oceanography has led to profound insights into connectivity

processes (Cristiani et al., 2021; Drouet et al., 2021; Bharti et al.,

2022; Hariri et al., 2022). It has provided a more nuanced
02
understanding of the mechanisms driving population dynamics,

species distributions, and the spread of contaminants in the marine

environment. The integration of Lagrangian analysis with remote

sensing data and numerical models has further enhanced our ability

to quantify and predict connectivity patterns in the ocean (Poulain

and Niiler, 1989; Swenson and Niiler, 1996; Blanke and Raynaud,

1997; Dever et al., 1998; LaCasce, 2008; Mora et al., 2012; Poulain

and Hariri, 2013; Hariri et al., 2015; Van Sebille et al., 2018).

Overall, Lagrangian methods have facilitated the study of

connectivity in oceanography, enabling us to unravel the intricate

interplay between physical processes and ecological dynamics

(Drouet et al., 2021; Ser-Giacomi et al., 2021; Wang et al., 2019).

By embracing this approach, we can attain a more profound

comprehension of the complex web of interactions that

shape the functioning and resilience of marine ecosystems,

ultimately informing sustainable management strategies and

conservation efforts.
1.2 Description of the study area

The Baltic Sea, a distinctive water body in Northern Europe, is a

complex hydrodynamic system shaped by a multitude of factors

(Figure 1). These unique flow fields are the result of interactions

between geographical features, atmospheric conditions, freshwater

input, and the complex interplay of different water masses. Surface

circulation, a prominent feature of the Baltic Sea, is primarily

steered by wind patterns and atmospheric pressure systems.

Prevailing winds, including the westerlies and polar easterlies,

exert their influence, orchestrating surface currents. The strength

and direction of these wind-driven currents exhibit seasonal

variations and give rise to phenomena such as coastal upwelling

(Lehmann and Myrberg, 2008) and downwelling systems

(Emelyanov, 1995; Meier, 2007; Lass and Matthäus, 2008;

Omstedt et al., 2014). Inflow and outflow dynamics play a crucial

role in the Baltic Sea’s flow fields. Notably, the inflow of saline water

from the North Sea through the Danish straits, like the Kattegat and

the Sound, introduces saltier waters, impacting both salinity and

circulation (e.g., Mohrholz, 2018). Conversely, the influx of

freshwater from various rivers, such as the Vistula and the Neva,

leads to a brackish water outflow into the North Sea (Winsor et al.,
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2001; Meier, 2007; Leppäranta and Myrberg, 2009; 2003). The Baltic

Sea’s vertical stratification is a defining characteristic, stemming

from differences in water density. Freshwater from river runoff,

being less dense than the saltwater from the North Sea inflow,

results in a layered structure, with fresher water at the surface and

saltier, denser water at greater depths. This stratification is

fundamental in shaping the movement of water masses,

influencing nutrient cycling, and determining the distribution of

marine life (Leppäranta and Myrberg, 2009; Uurasjärvi et al., 2021;

Lehmann et al., 2022). The Baltic Sea’s flow patterns vary seasonally,

with freezing in some areas during winters and stratification with

thermocline development in summers (Stramska et al., 2013).

Complex coastlines, islands, and the Coriolis effect further

influence flow patterns, causing currents to deflect to the right in

the Northern Hemisphere (Lehmann et al., 2002; Reissmann et al.,

2009; Yi et al., 2013).

Understanding these flow patterns is crucial for navigation,

environmental preservat ion, and ecological research.

Oceanographers use various methods, like numerical models and

Lagrangian approaches, to explore water movement and particle

dispersion in the Baltic Sea as an important marine environment,

with particular relevance due to its unique characteristics and

challenges. Various prior studies have employed Lagrangian

particles in the Baltic Sea for diverse purposes, including

analyzing meridional overturning circulation (Döös et al., 2004),

investigating particle dispersion with surface drifters and modeled

trajectories (Kjellsson and Döös, 2012), mitigating environmental

risks from the marine industry by assessing pollution transport (oil

spills) (Soomere et al., 2014), studying particle transport between
Frontiers in Marine Science 03
coastal areas using high-resolution trajectory modeling (Corell and

Döös, 2013), refining model trajectories and dispersion rates with

surface drifter observations (Kjellsson et al., 2013), investigating

connectivity analysis (Corell et al., 2012; Teacher et al., 2013;

Sjöqvist et al., 2015; Jonsson et al., 2020), examining eddy

characteristics in the southern Baltic Sea (Zhurbas et al., 2019),

exploring Lagrangian Coherent Structures and hypoxia in the Baltic

Sea (e.g., Giudici et al., 2021; Dargahi, 2022), simulating marine

macro-plastic transport and distribution in the Baltic Sea

(Christensen et al., 2023), and detecting transport barriers using

Lagrangian descriptors with applications to the Baltic Sea

(Vortmeyer-Kley et al., 2016), among others. In recent years, the

impact of sub-mesoscale processes on the temperature and salinity

distribution in the Baltic Sea has been studied. Processes

characterized by the Rossby and Richardson number in the order

of 1 (e.g. Thomas et al., 2008; McWilliams, 2016) and horizontal

length scales on the order of 1 km can be considered sub-mesoscale.

High-resolution observations (e.g. Lips et al., 2016; Salm et al., 2023)

and modelling (e.g. Väli et al., 2017; Onken et al., 2020; Chrysagi

et al., 2021) have been used to characterize and analyze the presence

of sub-mesoscale features in the Baltic Sea.
1.3 The aim of the study

Previous Lagrangian studies have made significant

contributions to addressing specific challenges and management

issues in the Baltic Sea region (e.g., Corell et al., 2012; Teacher et al.,

2013; Sjöqvist et al., 2015; Roiha et al., 2018; Jonsson et al., 2020).
FIGURE 1

The nested model domain in the simulations. The location of the open boundaries (black lines), and abbreviations for different basins (AB, Arkona
Basin; BB, Bornholm Basin; GdB, Gdansk Basin; EGB, Eastern Gotland Basin; NGB, Northern Gotland Basin; WGB, Western Gotland Basin; GoR, Gulf
of Riga; GoF, Gulf of Finland) are shown. Black square boxes show the location of destination sites (defined based on the bathymetry of the Baltic
Sea) for connectivity network analysis.
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However, these studies were based upon coarse-resolution flow field

data because sub-mesoscale permitting and mesoscale resolving

model simulations were lacking.

Furthermore, a considerable portion of previous studies

investigating connectivity in ocean flows has tended to

concentrate on the surface layer (e.g., Cristiani et al., 2021;

Drouet et al., 2021; Bharti et al., 2022; Hariri et al., 2022).

Considering these limitations, the objective of this study is to

analyze the connectivity properties of the Baltic Sea through the

application of Lagrangian techniques and freshwater particles. We

conduct a comprehensive analysis using output data from various

resolutions of a flow field of an Ocean General Circulation Model

(OGCM). In this paper, we examine transport and dispersion in the

Baltic Sea.
Fron
i. We aim to understand the degree of connectivity among

particles from different rivers representing various coastal

sections in the Baltic Sea.

ii. We are interested in exploring how the trajectories of

freshwater particles in the Baltic Sea differ when either 2D

or 3D dynamics are considered.

iii. We determine the time it takes for particles originating

from the coastal zone to reach the interior sub-basins of

the Baltic Sea and investigate the role of sub-mesoscale

structures and mesoscale eddies in their dispersal.

iv. We investigate the residence times of freshwater particles,

both within the sea surface layer and without

any restrictions.
2 Data and methods

We investigate the influence of sub-mesoscale structures and

vertical advection by comparing connectivity estimates derived

from high-resolution velocity fields in the Baltic Sea. These

velocity fields are generated using the high-resolution General

Estuarine Transport Model (GETM; Burchard and Bolding

Kristensen, 2002). To perform our analysis, we are conducting

offline Lagrangian transport experiments by releasing numerical

particles from multiple distributed locations, specifically river

mouths, within the study region.
2.1 Numerical model

GETM is a hydrostatic, three-dimensional primitive equation

model that has embedded adaptive vertical coordinates (Hofmeister

et al., 2010; Gräwe et al., 2015). Combined with the total variance

diminishing (TVD) advection scheme and the Superbee limiter,

GETM significantly reduces numerical mixing in the simulations

(Klingbeil et al., 2018). The vertical mixing in the GETM is

calculated via coupling with the GOTM (General Ocean

Turbulence Model; Burchard and Bolding, 2001) and more

precisely, a two-equation k-epsilon scheme with an algebraic

closure of the second moment (Canuto et al., 2001) has
tiers in Marine Science 04
been selected. The horizontal mixing (viscosi ty and

diffusion) is calculated using a Smagorinsky parameterisation

(Smagorinsky, 1963).

A high-resolution nested model version (HR2D-250m and

HR3D-250m) was constructed for the main part of the Baltic Sea

comprising the Arkona Basin (AB), the Bornholm Basin (BB), the

Gdansk Basin (GdB), the Eastern Gotland Basin (EGB), the

Northern Gotland Basin (NGB), the Western Gotland Basin

(WGB), the Gulf of Riga (GoR), and the Gulf of Finland (GoF)

(see Figure 1). In the model domain, the horizontal grid spacing

was 250 m. Sixty vertically adaptive layers were used. The

maximum layer thicknesses in the two uppermost layers were

limited to 0.5 m.

A 9-year simulation from 2010 to 2018 was carried out. Open

boundaries with a one-way nesting approach were used in the

western and northern part of the model domain. At the lateral

boundaries, results from a 1 nautical mile (approximately 1852 m)

Baltic Sea model with 1-hourly resolution for sea surface height and

3-hourly resolution for salinity, temperature and current profiles

were spatially and temporally interpolated onto the grid of the high-

resolution model. The coarse resolution model run started on

01.04.2009 and used the Copernicus Marine Service reanalysis

product “BALTICSEA_REANALYSIS_PHYS_003_008” for the

initial conditions of temperature and salinity. The details of the

coarse resolution model can be found in Radtke et al. (2020) and

Väli et al. (2023), respectively.

The momentum and heat fluxes were calculated from the

output of the regional reanalysis data set UERRA-HARMONIE

with a spatial resolution of 11 km and a temporal resolution of 1

hour. The long-term, high-quality and high-resolution dataset was

originally produced within the FP7 project UERRA (Uncertainties

in Ensembles of Regional Re-Analyses, http://www.uerra.eu/) and is

part of the Copernicus Climate Change Service (C3S, https://

climate.copernicus.eu/copernicus-regional-reanalysis-europe)

(Gröger et al., 2022).

The freshwater input to the Baltic Sea came from the dataset

produced for the BMIP (Baltic Model Intercomparison Project;

Gröger et al., 2022) based on the E-HYPE (Lindström et al., 2010)

hindcast and forecast products (Väli et al., 2019). The total Baltic

Sea dataset includes 91 rivers, while 56 rivers were used for the high-

resolution model runs.

The high-resolution run started with initial conditions at rest

where the sea surface height was set to zero. The initial temperature

and salinity fields were taken at a vertical resolution of 10 m from

the coarse-resolution model results for 30.12.2009 and interpolated

to the high-resolution model grid. Adjustment of wind-driven

currents is expected within 10 days (Krauss and Brügge, 1991;

Lips et al., 2016), but geostrophic adjustment may take several years

(Meier, 2007). For comparison with the high-resolution model

version (HR2D-250m and HR3D-250m), a medium resolution

setup (HR2D-1km) for the Baltic Sea based on GETM with

horizontal grid spacing of 0.5 nautical miles (approximately 926

m) is used within the study. A detailed description of this

configuration is given by Zhurbas et al. (2018) and Liblik et al.

(2020, 2022). Model simulations and their setups are summarized

in Table 1.
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The validation of the setups with the coarse and medium

horizontal resolutions has been presented in numerous papers

before. For instance, CR3D-2km has been validated by Gräwe

et al. (2019) and Radtke et al. (2020) and HR2D-1kmby Zhurbas

et al. (2018) and Liblik et al. (2020; 2022).

The validation of the high-resolution model, HR2D-250m/

HR3D-250m, is presented in the Supplementary materials by Väli

et al. (2023). They compared the observed and simulated sea surface

heights in coastal stations around the model domain and had

highest correlations and lowest biases in the eastern and central

part of the sea, while the largest errors (both in correlation and

biases) occurred close to the Danish straits. The comparison

of salinity in offshore monitoring stations indicated larger

overestimation in the surface and rather concurring values in

bottom layers, while the temperature was overestimated in the

southern part of the sea (AB and BB) and relatively close to

observations in the central and northern part (EGB and NGB).
2.2 Methods

2.2.1 Simulation of trajectories
To study ocean connectivity in the Baltic Sea, Lagrangian

numerical particles were released at six major river mouths. The

selected rivers are characterized by large water discharge and a

strategically chosen location to cover all coastal sections of the Baltic

proper. The particle positions at each time step are calculated using

OceanParcels (Lange and van Sebille, 2017), a three-dimensional

Lagrangian particle tracking model that is compatible with many

OGCM outputs. The model utilizes the Runge–Kutta method to
Frontiers in Marine Science 05
interpolate velocity values and to move the particle over a user-

defined time step, which was set to 10 minutes. The trajectory of

each particle is calculated based on Equation 1:

dx = U : dt (1)

where x is the particle position, U is the flow field obtained by

GETM and dt is the time step.

In each Lagrangian experiment, a total of 100,000 particles were

released at each river mouth (Neva, Vistula, Neman, Oder,

Daugava, and Norrström), resulting in 600,000 particles in total

(Figure 1). This large number of particles was released to provide

statistically more robust estimates. The particles were released at

random initial times, and their trajectories were tracked for a

minimum of one year. For 3D simulations, particles were released

at various depths, ranging from the surface to the base of 20 m. The

maximum integration time was set at eight (2011-2018) and three

years (2011-2013) for 2D and 3D simulations, respectively.

To compare the results, three simulations were conducted

(Table 2). The first simulation, HR3D-250m, involved trajectory

simulations using high-resolution 3D velocity fields with a

horizontal resolution of 250 m. The second simulation, HR2D-

250m, involved trajectory simulations using high-resolution 2D

velocity fields with a 250 m horizontal resolution in the surface

layer. The third simulation, HR2D-1km, used high-resolution 2D

velocity fields with a horizontal resolution of 1 km in the surface

layer (Supplementary Figure S1).

2.2.2 Lagrangian transit time and Lagrangian PDF
Transit time is a widely used method to quantify connectivity

between marine sites through the tracking of passive Lagrangian

particles. However, the traditional definition of “connectivity time”

as the mean time it takes for particles to travel from one location to

another is problematic in the global ocean, as every particle will

eventually reach all areas of the domain over a long period. To

overcome this issue, Jönsson and Watson (2016) introduced the

“minimum connectivity time” (Min-T) concept, which represents

the fastest travel time from source to destination for numerical

particles. This method has been proven to align well with genetic

dispersal in marine connectivity. In this study, we focus on the
TABLE 1 Summary of GETM setups used within this study.

Setup
name

HR2D-250m/
HR3D-250m

HR2D-1km CR3D-
2km

Geographic
domain

Baltic proper (inc.
Kattegat, GoR
and GoF)

Whole Baltic Sea Whole
Baltic Sea

Horizontal
grid spacing

250 m ~1 km (0.5
nautical mile)

~2 km (1
nautical mile)

No. of
vertical
layers

60 60 50

Simulation
period

2010-2018 2010-2018 2010-2018

Horizontal
viscosity

Smagorinsky Smagorinsky Smagorinsky

Initial
T/S fields

Copernicus
re-analysis

Copernicus
re-analysis

Copernicus
re-analysis

Atmospheric
forcing

UERRA (Gröger
et al., 2022)

HIRLAM by
Estonian
Environment
Agency

UERRA
(Gröger
et al., 2022)

Runoff
forcing

BMIP (Väli
et al., 2019)

Corrected
climatology

BMIP (Väli
et al., 2019)

Output Daily means Daily means Daily means
TABLE 2 Summary of the performed lagrangian simulations.

Performed
Simulation

Name

Velocity field
used for the
Lagrangian
trajectories
simulation

Integration
time

Number
of

particles

HR2D-1km 2D velocity fields with
a horizontal resolution

of 1 km

8 Years
(2011-2018)

600000

HR2D-250m 2D velocity fields with
a horizontal resolution

of 250 m

8 Years
(2011-2018)

600000

HR3D-250m 3D velocity fields with
a horizontal resolution

of 250 m

3 Years
(2011-2013)

600000
f
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mean values of minimum connectivity (transit) time for all particles

that move from one river mouth to the rest of the basin.

In addition to transit time, the Lagrangian PDF approach

provides a more precise explanation and prediction of the particle

dispersion process due to dispersion. This approach is commonly

employed for turbulent flows (Pope, 1994) and provides the

probability of particle movement from one location to another

within a given time interval. However, obtaining accurate PDF

values requires a significant number of trajectories as they estimate

the mean dispersion properties of numerical particles. For our

study, we deployed 100,000 particles at each examined river

mouth, which is a sufficiently large number to provide

connectivity estimates while still being computationally feasible.

By using this method, we were able to obtain the Lagrangian PDF

for particles released from each river mouth, as demonstrated in the

study by Mitarai et al. (2009).

LagrangianPDF(x, t) =
nx(t)

N*Sx
(2)

where x is the sample space related to the discretion of

Lagrangian PDF (here, a sample space of ∼ 0.25 km2 is applied

for the calculation of the PDF fields), S is the area of the sample

space x, N is the total number of Lagrangian particles, and nx(t) is

the number of particles residing in the sample space x at the

simulation time t.

2.2.3 Residence time
The residence time refers to the average time that a numerical

particle spends in a particular basin. It is a vital factor for

comprehending the behavior and fate of pollutants, contaminants,

and essential nutrients in marine ecosystems. The duration of the

residence time of particles can vary based on their location within

the ocean. For instance, particles in shallow coastal regions have

shorter residence times due to higher velocities and mixing, while

particles in deep ocean regions have longer residence times due to

slower currents and less mixing.

In this study, we computed the basin-average residence time of

numerical particles as they exit the Baltic Sea through the Danish

straits. Our aim was to gain a comprehensive understanding of their

dispersion over a maximum advection period of eight years.

Furthermore, utilizing the decay rate (dissipation rate) of

numerical particles over an eight-year duration, we were able to

determine the cumulative residence time value for all particles

exiting the basin in accordance with previous studies (Döös

et al., 2004).

The normalized population in the basin, C(t), and its residence

time, T, are defined by Buffoni et al. (1997) as follows:

∁ (t) =
Z
W
c(x, t)dx (3)

T =
Z ∞

0
∁ (t0)dt 0 (4)

where c(t, x) represents the average normalized tracer

concentration at point x and time t (after a uniform initial release
Frontiers in Marine Science 06
in the entire basin), and W represents the basin. C(t) and T can also

be defined in the Lagrangian framework as:

C(t) =
N(t)
N(0)

(5)

T = limT
t→∞

(6)

T =
tN(t)
N(0)

+oNe(t)
i=1

te(i)
N(0)

(7)

where N(0) is the number of tracer particles initially deployed in

the basin, N(t) is the number of particles at time t, Ne is the number

of particles that have already escaped the basin at time t, and te is

the escape time of the ith particle.
3 Results

3.1 2D connectivity analysis

3.1.1 Surface connectivity: transit time
In this section, we compare the transit time values for numerical

particles that were initially released from various river mouths in

the Baltic Sea (Figures 2, 3). We examine the effects of sub-

mesoscale structures on the movement of numerical particles on

the surface layer of the Baltic Sea using two different high-resolution

velocity fields.

Figure 2 presents the transit time values of the numerical

particles initially released from the Vistula River, located in the

southern part of the Baltic Sea. Results from the higher resolution

case (HR2D-250m) demonstrate that particles move much faster on

the eastern side of the basin compared to the coarser resolution case

(HR2D-1km). Thus, particles reach the Gulf of Finland in less than

1000 days in the higher resolution simulation, while it takes more

than 1400 days in the coarser resolution case. Conversely, particles

exit the Baltic Sea in approximately 1500 days in HR2D-250m,

whereas they reach their final destination outside the Baltic Sea in

less than 1300 days in HR2D-1km. This result implies that

numerical trajectories simulated based on two different flow fields

follow different pathways in the basin. The HR2D-250m simulation

can better capture the small-scale turbulent features of the currents

than the coarse-resolution HR2D-1km. Turbulent eddies and

vortices can cause Lagrangian particles to exhibit more complex

and meandering trajectories, sometimes leading to a slower motion,

especially when viewed over short time intervals. In HR2D-250m,

particles are more affected by the strong coastal currents on the

eastern side of the basin, which propel them to move faster to the

northern part of the Baltic. In the HR2D-1km case, particles tend to

follow the surface return currents on the eastern and western parts

of the Gotland Basin.

Additionally, results show significant differences in the value of

transit times in the western part of the Baltic Sea obtained by

HR2D-250m and HR2D-1km flow fields. Our findings elucidate

that particles originating from the Vistula River reach the western

part of basin in less than 1200 days in HR2D-1km, a value that
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extends to approximately 1500 days in HR2D-250m, considering

that following coastal rim currents takes more time than the

diffusive propagation across the Gotland Basin.

Additionally, we examined transit times of particles released

from the Neva River (Figure 2). The results indicate that, due to the

stronger coastal currents in the Gulf of Finland, particles arrive at

the northern coasts of Gotland in HR2D-250m faster than in

HR2D-1km, with a difference of approximately 300 to 500 days.

Furthermore, particles from the Gulf of Finland tend to follow the

currents on the western side of the Baltic Sea. Our findings show

that the transit time from the Neva River to the southern parts of

the basin, close to the Oder River, is about 1500 and 2000 days in

HR2D-250m and HR2D-1km, respectively.

The behavior of particles released from the Norrström river

(the river Norrström is the primary outlet of Lake Mälaren into

the Baltic Sea), located at the western side of the basin, differs

between the two simulations (Figure 2). In HR2D-250m, the

particles follow two distinct pathways. One group moves
Frontiers in Marine Science 07
towards the northern part of the basin, with some reaching the

Gulf of Finland. After arriving close to the Åland Sea at the

northern open boundary, the first group is influenced by return

currents from the Gulf of Finland and then follows the current on

the western part of the basin before exiting through the Arkona

Basin. The second group follows the currents towards the eastern

part of the Gotland Basin and is primarily directed towards the

southern part of the basin because of the return currents in the

eastern part of the Gotland Basin.

In the coarser resolution simulation, the particles from the

Norrström river follow the general circulation patterns of the Baltic

Sea on both the western and eastern sides of the Gotland Basin. The

particles reach the Gulf of Riga faster in this case than in HR2D-

250m. However, particles take longer to arrive at the Gulf of Finland

in HR2D-1km. Additionally, the particles reach the southern part of

the Baltic Sea faster in the coarser resolution simulation than in

HR2D-250m, with a transit time difference of approximately 600

days (Figure 2).
A B

C D

E F

FIGURE 2

Comparison of mean transit time values during 2011-2018 on surface layer (2D): for particles initially deployed from Vistula River (A) HR-250m,
(B) HR-1km; for particles initially deployed from Neva River (C) HR-250m, (D) HR-1km; and for particles initially deployed from Norrstrom River (E)
HR-250m, (F) HR-1km.
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The differing particle behavior along the southern part of the

Swedish coast in the two simulation cases may be due to the higher

number of eddies present in the HR2D-250m simulation,

particularly in the northern part of the Gotland Basin. These

eddies exhibit varying lifetimes and hold a notable influence in

transporting and steering particles toward the upper sections of the

basin. These swirling currents, with their varying durations,

contribute to the particle trajectories that we observe, ultimately

shaping the dynamics of particle movement in this area (please see

finite time/size Lyapunov exponents fields in Supplementary

Figure S2).

Furthermore, Figure 3 displays the transit time values for

particles initially released from the other investigated rivers

(Neman, Oder, and Daugava). The distribution of transit time

values for particles initially deployed from the Oder River, in

both simulations, exhibits a similar pattern, except on the western
Frontiers in Marine Science 08
side of the Baltic Sea, where the motion in HR2D-1km is faster.

Furthermore, particles deployed at the Neman River mouth follow

similar patterns, except the motion in the southwestern part of the

basin, near the exit areas, showing faster exit times for HR2D-1km,

ranging between 300 to 500 days. Particles initially deployed from

the Daugava River exhibit completely different behavior in both

simulations. In HR2D-250m, particles move more rapidly towards

the areas near the GOF, whereas in HR2D-1km, particles tend to

move towards the western and eastern sides of the basin.

Figure 4 shows the connectivity matrices among areas in

proximity to various river mouths. These matrices enable us to

discern the intricate connection patterns among specified rivers. For

instance, our findings unveil compelling insights into the transport

dynamics of particles originating from the Gulf of Riga and the Gulf

of Finland, shedding light on their arrival times at the Oder River. In

HR2D-250m, these particles generally take approximately 1500 to
A B

C D
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FIGURE 3

Comparison of mean transit time values during 2011-2018 on surface layer (2D): for particles initially deployed from Daugava River (A) HR-250m,
(B) HR-1km; for particles initially deployed from Oder River (C) HR-250m, (D) HR-1km; and for particles initially deployed from Neman River (E) HR-
250m, (F) HR-1km.
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1550 days to arrive at the Oder River mouth. However, in HR2D-

1km, the transit times extend to about 1750 to 1850 days.

Intriguingly, particles originating from the Oder River exhibit

diverse arrival times at these two gulfs, with particles reaching the

Gulf of Riga and the Gulf of Finland in approximately 1200 and

1650 days, respectively.

The connection between the eastern and western sides of

the basin can be established through network construction

(Supplementary Figure S3). From the Norrström River to the

Neman River, it takes approximately 1400 days in HR2D-250m,

while this transit time is roughly halved to about 750 days in HR2D-

1km. In the reverse direction, the transit time in HR2D-250m is 950

days, while in HR2D-1km, it is 700 days. The presence of sub-

mesoscale structures in HR2D-250m, which are not resolved in

HR2D-1km, influences the flow dynamics and transit times.

3.1.2 Surface connectivity: Lagrangian PDF
We examined the influence offine-scale structures on numerical

particle movement using Lagrangian probability density function

(PDF, Equation 2) fields (Figures 5; Supplementary Figures S4, S5).

The dispersion rates of the numerical particles were analyzed based

on their PDF fields during different periods from their initial

deployment. For the first six months, the numerical particles

released from the Oder River in the southern part of the Baltic

Sea remained close to their initial positions in both HR2D-250m

and HR2D-1km. However, the HR2D-250m particles exhibited

greater dispersion and moved further away than those in the
Frontiers in Marine Science 09
coarser resolution case. The results indicated that particles tend to

follow the large-scale mean circulation.

After two years, the high dispersion dynamics generated by sub-

mesoscale structures caused particles to cover significant parts of

the eastern side of the Baltic Sea, close to the Gulf of Riga and the

Gulf of Finland. In HR2D-1km, particles were affected by mean

currents on the eastern side of the Baltic Sea and were concentrated

in eastern coastal areas. Fewer particles had the possibility to enter

the Gulf of Riga or the Gulf of Finland (Figure 5).

Six years after deployment, particles in HR2D-250m covered

almost the entire basin, with more concentration on the northern,

western, and eastern sides of the Gotland Basin and the southern

part of the Baltic Sea. Conversely, in HR2D-1km, particles were less

affected by dispersion, leading to more concentration along the Gulf

of Finland and a portion of the Gulf of Riga.
3.2 3D connectivity analysis

3.2.1 Transit time comparison between 2D and
3D trajectories

Vertical advection plays an important role in the dynamics of

the marine ecosystem in the permanently stratified Baltic Sea.

Therefore, it is crucial to assess the impacts of vertical advection

on the movement of numerical particles and compare the

connectivity properties of different parts of the Baltic Sea in 3D

and 2D simulations. In this section, we present detailed information

on 3D Lagrangian connectivity analysis in the Baltic Sea, using

numerical particles deployed in various river mouths as a

starting point.

Figure 6 depicts transit timemaps generated by 3D simulations of

particles initially released from the Oder, Neman, and Norrström

Rivers, as well as the differences in transit times between 3D and 2D

simulations. The results show that particles originating from the Oder

River take longer to reach different parts of the basin in the 3D

simulation compared to the 2D simulation. Due to vertical dispersal,

particles take approximately 550 days to arrive on the eastern side of

the Baltic Sea in HR3D-250m, compared to about 450 days in HR2D-

250m. A similar result is observed for particles arriving in the Gulf of

Finland. The most significant differences in transit times are observed

in the southern and eastern parts of the Baltic Sea, while in the

western part differences in travel time between trajectories in 3D and

2D are less than 70 days. Probably, frequently occurring downwelling

along the southern and eastern coasts may explain this asymmetry

(Myrberg and Andrejev, 2003).

In the 3D simulation, particles initially deployed near the

Norrström River predominantly follow the current on the western

side of the basin (Figure 6). In contrast, particles in the 2D

simulation move faster towards the eastern part of the Gotland

Basin and into the GoF and GoR than towards south. The results in

the 3D simulation seem to align with the observed pattern

elucidated by Elken and Matthäus (2008) in their comprehensive

circulation scheme. In HR3D-250m, particles need for their travel

from the western side of the Gotland Basin into the GoF more than

600 days, while in HR2D-250m only 450 days are needed.
A

B

FIGURE 4

Connectivity matrices based on mean transit time values between
selected rivers (A: mean transit time (days) for HR2D-250 m, B:
mean transit time differences (days) between HR2D-250m and
HR2D-1km).
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Furthermore, we compared the trajectories in 2D and 3D for

particles initially released from the Neman River (Figure 6). The

observed patterns were similar to those witnessed for particles

initially released from the Oder River. The presence of

downwelling in the eastern and southeastern regions of the basin

has a significant impact on the behavior of numerical particles in 3D

simulations. This results in longer transit times when compared to

2D simulations.

3.2.2 Mean arrival depth
To delve deeper into the effects of vertical advection, we

calculated the average depth reached by particles initially released

from various river mouths in the Baltic Sea. (Figure 7). This analysis

aims to establish the connectivity between coastal regions and the

open sea. Initially, we released particles from the surface layer to a

maximum depth of 20 meters and tracked their trajectories to
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various areas of the basin. Our results indicate that particles released

from the Norrström River typically arrive at a mean depth of 25

meters near the Gotland Basin. The deepest areas they reach are in

the Gulf of Finland and the southeastern part of the basin, with a

mean depth ranging from 50 to 65 meters. Comparing these results

with mean transit time maps reveals that these regions also exhibit

longer transit time values than the rest of the basin.

Our analysis of particles released from other river mouths

highlights that those from the Oder River or Neman River are

influenced by vertical advection and move much deeper than those

from the Norrström River (Figure 7). The results of Oder River

particles indicate a mean arrival depth of over 45 meters for the

central part of the Gotland Basin and adjacent areas such as the NGB

and GoF. These particles follow the bottom topography of the Baltic

Sea due to dense gravity currents, moving to the deeper parts of the

basin around the northern Gotland and southwestern Swedish coast.
A B

C D

E F

FIGURE 5

Lagrangian PDF field for particles initially deployed on the surface layer of the Baltic Sea from Oder River: after six months: (A) HR-250m, (B) HR-
1km; after 2 years: (C) HR-250m, (D) HR-1km; and after 6 years: (E) HR-250m, (F) HR-1km.
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3.2.3 Network connections
For the network analysis, we focused on specific regions as

destination sites and calculated the probability density function

(PDF) of the Lagrangian parameters, including minimum arrival

transit time and arrival depths, for numerical particles initially

deployed from different river mouths (Figures 8, 9; Supplementary

Figures S6, S7, S8, S9). Our approach enabled us to identify key

findings on the exchange between coastal areas and the rest of the

basin. We selected sites based on the topography of the Baltic Sea to

compare the 2D and 3D connectivity properties of the basin

(Figure 1). Sites A, C, D, and G were chosen due to their location

in the deeper areas of the basin. Site B was selected specifically to

investigate the behavior of particles in the southern part of WGB.

Site F is associated with the Gdansk Basin. Sites E and H were
Frontiers in Marine Science 11
chosen for their representation of the deeper areas in the Arkona

Basin and the southern EGB, respectively.

Figure 8 displays the PDFs of transit times for particles traveling

from the Oder River to the selected sites in HR3D-250m and HR2D-

250m. The PDFs are non-Gaussian and skewed, with a long tail. In

HR2D-250m, over 18% of particles arrive at site A in less than a year,

whereas in HR3D-250m this value is less than 10%. The same

behavior is observed for site B, where a greater percentage of

particles arrive in HR2D-250m compared to HR3D-250m over a

shorter period (i.e., a difference of about 100 days). The peak values for

HR3D-250m are between 700 to 750 days, while over 30% of particles

take between 700 to 750 days to move from the Oder River to site A.

Conversely, in HR2D-250m, one peak value is approximately 400

days, while the other is about 800 to 850 days (Figure 8).
A B

C D

E F

FIGURE 6

Mean transit times for 3D trajectories in HR3D-250m during 2011-2013 and the differences between 3D and 2D trajectories (HR3D-250m minus
HR2D-250m): (A, B) particle initially deployed from Oder River; (C, D) particle initially deployed from Neman River; (E, F) particle initially deployed
from Norrström River.
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For sites nearer to the initial particle position, such as site E, the

transit time of numerical particles is shorter, and over 90% of

particles arrive at site E in less than 100 days in HR2D-250m, but

this value is less than 60% for HR3D-250m. Moreover, the effects of
Frontiers in Marine Science 12
high-density inflow water on numerical particle movement are

observable through changes in travel times.

When examining site D on the eastern side of the Gotland

Basin, results from HR3D-250m indicate that the first particles
FIGURE 8

Comparison of PDF of arrival transit time (in all depths) to the destination sites for particles initially deployed from Oder River (2D vs. 3D trajectories).
A B

C

FIGURE 7

Mean arrival depth for 3D trajectories: (A) particle initially deployed from Oder River; (C, B) particle initially deployed from Norrström River;
(C) particle initially deployed from Neman River.
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arrive in about 200 days in HR3D-250m, whereas for HR2D-250m,

the first particles arrive in less than 175 days. Furthermore, in

HR3D-250m the peak values are distributed more widely between

550 and 750 days, but in HR2D-250m, the peak values of transit

time are concentrated to less than 500 days.

We conducted an analysis of the transit time PDF distribution

for particles arriving from the Oder River to the Gulf of Gdansk.

The PDF width in HR3D-250m is wider compared to the HR2D-

250m, which suggests that particles have a larger but slower spread

across the domain before reaching the Gulf of Gdansk. As shown in

Figure 8, the majority of particles arrive in the Gulf of Gdansk in less

than 400 days in the 2D simulation, whereas in the 3D simulation

the arrival time for particles is distributed from 100 days to more

than 800 days.

The results for other rivers demonstrate that, owing to vertical

advection, a larger number of particles reaches site A (located on the

western side of the Gotland Basin) in less than a month compared

to the 2D simulation. This pattern confirms our previous findings

that in 2D particles on the north-west side of the Gotland Basin are

more influenced by sub-mesoscale structures than in the 3D

simulation (Supplementary Figures S6, S8). Furthermore, particles

originating from the Norrström River reach site B near Öland island

at a faster rate in 3D compared to 2D trajectories (Supplementary

Figure S6).

In addition, our results reveal significant differences in the

behavior of particles arriving at site F (Bay of Gdansk) from

Norrström River between 2D and 3D simulations. In 3D, particles

require between 100 to 800 days to reach the site, whereas in 2D, the
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range of transit time is broader, extending up to 1000 days.

Nevertheless, the mean transit time for both cases is similar

(Supplementary Figure S6).

We also examined the PDFs of arrival depth for various

simulations, showing distinct patterns based on the initial

position of the particles (Figure 9; Supplementary Figures S7, S9).

When particles were deployed from the western side of the Baltic

Sea (Norrström River), the majority arriving at sites A, B, C, D, E,

and G remained at depths less than 120 meters (Figure 9). The PDF

plots for these sites exhibited similar distributions, with a long tail

indicating a decrease in the percentage of particles arriving as the

depth increased. However, for sites F (Bay of Gdansk) and G (the

northern Baltic Sea), the PDF plots show a different pattern, with a

higher percentage of particles moving deeper (Figure 9).
3.3 Residence time

We released numerical particles from diverse locations

(uniformly) across the Baltic Sea’s surface layer, allowing them to

undergo integration for a maximum period of eight years using the

HR2D-250m model. Subsequently, we calculated the residence time

for particles exiting the Baltic Sea within the eight years (Figure 10).

Our analysis reveals that, on average, numerical particles spend

approximately 790 days within the Baltic Sea during this extended

integration period of eight years.

Moreover, when we considered the decay or dissipation rate of

the numerical particles, we conducted an analysis to determine the
A

B

FIGURE 9

Comparison of PDF of arrival depth to the destination sites for particles initially deployed from Norrström River, (A) destination sites A,B, C and D; (B)
destination sites E,F,G and H.
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ultimate lifetime of these particles within the Baltic Sea. It was

established that it takes an estimated 95 years for the final particles

to exit the basin. Additionally, the average residence time for

numerical particles in the Baltic Sea, calculated through Equations

3–7 and focusing on all released particles amounts to approximately

29 years. This finding closely corresponds to the findings reported

by Döös et al. (2004). Döös et al. (2004) estimated the residence

time for the entire Baltic to be around 25-30 years, calculated as the

ratio of volume to flow.
4 Discussion

Applying a Lagrangian approach proves effective in examining

oceanic connectivity, but its utility is tempered by inherent

limitations and challenges, prompting numerous scientific

inquiries. A significant obstacle lies in the dependence on

numerical models (OGCMs) and the assumption of their precise

representation of intricate physical processes in basins like the

Baltic Sea. While these models yield valuable insights, they fall

short as perfect substitutes for direct observational data, as internal

variability and uncertainties in model outputs may compromise

result robustness.

Our study highlights the impact of model resolution on results.

Higher resolutions offer finer details but come with increased

computational demands. We often face a trade-off between

computational feasibility and the need for higher resolution to

capture the nuances of sub-mesoscale structures and eddies.

This trade-off presents a challenge for modeling oceanic

connectivity effectively.

The primary objective of our work was to explore ocean

connectivity in the Baltic Sea due to the effects of sub-mesoscale

features using Lagrangian numerical particles and the OceanParcels

Lagrangian particle tracking model. Statistically robust estimates
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were derived from extensive particle deployments and three

distinct simulations.

The findings, based on diverse Lagrangian indices, offer insights

into the interconnectedness of different Baltic Sea regions, crucial

for effective ecosystem management and conservation. Identifying

key areas of exchange and influencing factors aids in guiding

conservation efforts and marine spatial planning. Additionally,

the revelation of slow circulation and pollutant accumulation

underscores the urgency of addressing pollution’s impact on the

ecosystem. Furthermore, upon comparing the results obtained from

two distinct model resolutions (HR-250m and HR-1km), we

identify significant differences in the connection transit time

among various rivers (Figure 4). Our results also suggest a

nuanced picture of the regional oceanic currents during the study

period. It appears that, on average, the currents flowing from the

southern regions of the Baltic Sea toward the eastern side possessed

slightly greater strength when compared to currents originating

from the northern side of the Gotland Basin, which were directed

towards the western Baltic. Coastal upwelling and downwelling are

significant factors, particularly along the western and eastern coastal

zones of the Baltic Sea. These processes have a crucial impact on

how particles move around. They can either speed up or slow down

the transportation of particles, helping them to reach the upper

layer of the sea basin more rapidly or slowly. These findings are

significant in explaining and predicting the dispersion of various

species in the Baltic Sea and their movements in the basin.

Moreover, this underlines the sensitivity of particle behavior to

the model resolution and the role of fine-scale structures in driving

transport patterns. Scientifically, this highlights the need for more

detailed models to capture these complex dynamics effectively.

The investigation into vertical advection and its influence on

particle movement is a significant contribution to the understanding

of Baltic Sea dynamics. The observation of extended transit times in

the 3D simulation, particularly in the southern Baltic and the Baltic
A B

C

FIGURE 10

(A) Residence time (days) for only surface particles exiting the basin during 8 years; (B) residence time (days) for all particles exiting from the basin;
(C) dissipation rate of numerical particles.
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proper, suggests the importance of considering three-dimensional

processes in connectivity analysis. This finding raises questions about

the ecological consequences of longer transit times, as particles may

transport nutrients and contaminants over larger distances. Future

research in this area could explore the ecological implications further.

In general, the complex 3D flow pattern in the Baltic Sea is

influenced by factors such as bathymetry and wind forcing, where

the deep inflow and surface outflow converge and mix. However,

the 2D flow is characterized by the influence of coastal currents,

primarily a portion of the return flow from the northern

Gotland Basin.

Furthermore, the shape of the PDF plots of transit times

between selected sites shown in Figure 8 can be significantly

affected by various factors, such as velocity fields, source and

destination sites, and flow patterns. The complex and variable

flow patterns can greatly influence the distribution of particles

that arrive at the destination site. Moreover, when the current

between two sites is fast and unidirectional, the resulting PDF tends

to be narrow and peaked, indicating that particles arrive at the

destination site quickly and with minimal variation in arrival time.

Conversely, if the current is slower and more variable, the PDF may

be wider and flatter, suggesting that particles arrive at the

destination site over a broader time range and with more

variation in arrival time. Furthermore, the presence of eddies or

other flow features that cause particles to meander or change

direction can also impact the PDF’s shape. Variations in source

or destination locations can alter the path and travel time of

particles, which can then influence the PDF. Therefore, the shape

of the PDF can qualitatively change depending on the dynamical

properties of the advection pattern in flows.

The calculation of the average residence time (29 years for all

particles exiting from the basin) highlights the Baltic Sea’s slow

circulation, contributing to the accumulation of pollutants and

nutrients. This finding underscores the ecological relevance of

understanding the dynamics of particle transport and mixing

in the Baltic Sea. It connects scientific research to broader

environmental concerns, particularly the issue of eutrophication,

which has practical implications for the management of the Baltic

Sea’s ecosystem.

Consequently, in coarse-resolution simulations, the dispersion

of particles is compromised, leading to prolonged transit times and

restricted connectivity between different areas. To address this issue

when incorporating Lagrangian trajectories using velocities

computed in coarse-resolution simulations, a potential solution

involves parameterizing the absent dispersion. Various methods

have been suggested in the literature, with the simplest involving the

addition of a random walk to each particle’s successive position.

This method aligns with an advection–diffusion equation and

corresponds to a stochastic “Markovian” parameterization (Berloff

and McWilliams, 2002). However, this stochastic approach falls

short in replicating small-scale ocean dynamics that entail

consistency in advection (Klocker et al., 2012a; Klocker et al.,

2012b; Veneziani et al., 2004). In attempts to better capture the

effects of small-scale ocean dynamics, higher-order Markov

parameterizations have been proposed (Berloff and McWilliams,
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2002; Griffa, 1996; Rodean, 1996; Sawford, 1991). Enhanced

parameterizations also involve considerations such as particle

looping due to eddy coherence (Reynolds, 2002; Veneziani et al.,

2004) and relative dispersion between different particles (Piterbarg,

2002). While these methods were initially developed for horizontal

flows, recent advancements include isopycnal Markov-0

(Spivakovskaya et al., 2007) or shear-dependent formulations (Le

Sommer et al., 2011). A more recent development is the isoneutral

Markov-1 formulation (Reijnders et al., 2022), which seems to

better emulate the coherent behavior of 3D ocean dispersion at

small scales. It would be intriguing in future studies to assess how

such methods, applied within a Lagrangian framework, might

enhance the outcomes obtained from coarse-resolution

field simulations.
5 Conclusion

In conclusion, the research presented in this paper advances our

understanding of the Baltic Sea’s complex dynamics, particularly in

terms of particle movement, transport patterns, and connectivity.

Our study provides valuable insights into the connectivity of

particles originating from selected river mouths across different

coastal sections of the Baltic Sea.
i. Our analysis reveals varying connectivity strengths among

these particles due to sub-mesoscale structures. These fine-

scale structures play a pivotal role in shaping connections

between different coastal sections. The differences in

connectivity, assessed through particle analysis, showcase

average differences of up to 27% between simulations with

and without sub-mesoscale structures.

ii. Furthermore, our investigation delves into the contrasting

trajectories of freshwater particles in 2D versus 3D

simulations. The outcomes emphasize that 3D particle

movements differ significantly from their 2D simulations,

underscoring the critical role of vertical currents in

understanding particle dynamics.

iii. Within the Baltic Sea, we’ve observed travel times for

particles from the coastal zone to interior sub-basins with

sub-mesoscale structures ranging between 350 and 1650

days, depending on the initial position of the particles.

Without sub-mesoscale structures travel times extend

approximately from 500 to 1900 days.

iv. Our findings strongly indicate that fine-scale structures

notably contribute to particle dispersal. The calculated

average residence time for all freshwater particles exiting

the Baltic Sea is approximately 29 years, while the lifetime

extends to about 95 years for the last particles to exit

the basin.
In summary, our study has unraveled the intricate dynamics of

particle connectivity, highlighting the crucial roles of sub-mesoscale

structures, 2D and 3D trajectories, and residence times in shaping

the environmental and ecological dynamics of the Baltic Sea.
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However, capturing the full spectrum of 3D oceanic dynamics

remains a substantial challenge, particularly in regions

characterized by complex bathymetry.
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