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The Haiyang-1D (HY-1D) satellite is an operational satellite for observing the

ocean and was launched on 11 June 2020. The Chinese Ocean Color and

Temperature Scanner (COCTS) is on board the HY-1D satellite and the 11 mm and

12 mm channel data can be used for sea surface temperature (SST) retrieval. This

paper uses the COCTS 11 mm and 12 mm channel brightness temperatures (BTs)

for skin SST retrieval based on atmospheric radiative transfer modeling.

Representative atmospheric profiles are selected from the global ERA5

atmospheric profiles, and the 11 mm and 12 mm channel BTs are simulated

using MODerate resolution atmospheric TRANsmission (MODTRAN) with the

selected profiles. The skin SST retrieval algorithm is determined for each latitude

band based on the simulated BT and ERA5 sea surface skin temperature. Cloud

detection is performed using the visible channel data, 11 mm and 12 mm channel

BT, retrieved COCTS SST, and the reference SST. The retrieved COCTS skin SST is

validated with the in situ SST and the Visible Infrared Imaging Radiometer Suites

(VIIRS) SST. The global COCTS SST from May to July 2021 was retrieved and

evaluated. The timewindow is 1 h, and the spatial window is 0.01°×0.01°. The bias

of COCTS SST and in situ SST is -0.11°C, the standard deviation is 0.54°C, the

median is -0.08°C, and the robust standard deviation is 0.47°C. The bias of

COCTS SST and VIIRS SST is 0.03°C, the standard deviation is 0.53°C, the median

is 0.06°C, and the robust standard deviation is 0.49°C. The results demonstrate

that the algorithm performs well for the global coverage.

KEYWORDS

Haiyang-1D (HY-1D), Chinese ocean color and temperature scanner (COCTS), radiative
transfer modeling (RTM), sea surface temperature (SST), evaluation
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1 Introduction

Sea surface temperature (SST) is vital to characterize marine

environmental and climate changes. SST can be widely used in

ocean dynamics research, air-sea interaction research, climate

change detection, weather forecasting, and marine fishery

monitoring (Ward and Folland, 1991; Barnett et al., 1993;

Aydoğdu et al., 2016; Dai, 2016).

Operational polar-orbiting satellite infrared observation of SST

has more than 40 years of history. Operational SST products have

been obtained from polar-orbiting satellite sensors, including

Advanced Very High Resolution Radiometer (AVHRR),

Moderate-resolution Imaging Spectroradiometers (MODIS),

Visible Infrared Imaging Radiometer Suites (VIIRS), and Sea and

Land Surface Temperature Radiometer (SLSTR), etc.

The SST retrieval algorithms can be divided into two categories: the

algorithms through the fitting coefficients between the brightness

temperature (BT) of infrared channels and the in situ SST, and the

algorithms based on the physical model. McClain et al. deduced the

Multi-Channel SST (MCSST) algorithm in 1985 (McClain et al., 1985),

and Walton et al. inferred the Nonlinear SST (NLSST) algorithm in

1998 (Walton et al., 1998). The MCSST and NLSST algorithms are

based on the matchups of the quasi-synchronous in situ SST and the

satellite observation BT to fit the SST retrieval coefficients. AVHRR

pathfinder SST andMODIS operational SST are obtained using NLSST

(Kilpatrick et al., 2001; Kilpatrick et al., 2015). The AVHRR pathfinder

SST was compared to the buoy SST with a bias and standard deviation

of 0.02°C and 0.5°C, respectively (Kilpatrick et al., 2001). The bias and

standard deviation of theMODIS SST from the buoy SSTwere −0.13°C

and 0.58°C, respectively (Kilpatrick et al., 2015). The VIIRS operational

SST is obtained using the National Oceanic and Atmospheric

Administration (NOAA) Advanced Clear Sky Processor for Ocean

(ACSPO) algorithm—the NLSST is used for daytime retrieval, and the

MCSST is used for nighttime retrieval (Petrenko et al., 2014). The

VIIRS SSTs were compared with the buoy SST; the biases during day

and night were 0 K and 0.07 K, and the standard deviations were 0.466

K and 0.359 K (Petrenko et al., 2014). In 1984, Llewellyn-Jones et al.

proposed the SST retrieval algorithm based on atmospheric radiative

transfer modeling (Llewellyn-Jones et al., 1984), i.e., satellite simulated

BT of each channel is calculated using the atmospheric radiative

transfer modeling, and the coefficients are obtained by fitting the

input SST and the simulated BT. In 1995, Závody et al. applied the

fitting algorithm obtained from the atmospheric radiative transfer

modeling to Along Track Scanning Radiometer 1 (ATSR-1) (Zavody

et al., 1995). In 2008, Merchant et al. proposed the optimal estimated

SST retrieval algorithm applied to the satellite observation BT,

background field state value, and atmospheric radiative transfer

modeling to retrieve SST (Merchant et al., 2008). In 2012, Merchant

et al. applied an algorithm based on atmospheric radiative transfer

modeling to SLSTR (Merchant, 2012). The bias of the SLSTR and the

Marine-Atmospheric Emitted Radiance Interferometer (M-AERI) SST

was −0.098 K, and the robust standard deviation was 0.296 K (Luo

et al., 2020).

The Visible and Infra-Red Radiometer (VIRR) onboard the

Fengyun (FY) series satellites and the Chinese Ocean Color and

Temperature Scanner (COCTS) onboard the Haiyang (HY) series
Frontiers in Marine Science 02
satellites are also used for SST observation. The operational SST

algorithm of FY-3C/VIRR is MCSST. The comparison of the FY-3C/

VIRR SSTwith buoy SST showed that the bias during the day was 0.17°

C, the standard deviation was less than 0.54°C, the bias at night was

0.07°C, and the standard deviation was less than 0.54°C (Wang et al.,

2017). The FY-3C/VIRR skin SST retrieval was performed by applying

the optimal estimation algorithm, the bias was −0.12°C, and the

standard deviation was 0.52°C (Li et al., 2022). HY-1 series satellites

including HY-1A, HY-1B, HY-1C, and HY-1D have been launched.

The first operational HY-1 satellite, the HY-1C, was successfully

launched in September 2018. The HY-1D was successfully launched

on 11 June, 2020. The HY-1C/D satellites circle in morning and

afternoon orbits respectively, which can increase the observation

frequency and improve global coverage. The COCTS sensors

onboard HY-1A, HY-1B, HY-1C, and HY-1D contain two thermal

infrared channels with spectral ranges of 10.30–11.40 µm and 11.40–

12.50 µm, which can be used for the SST observation. Qimao Wang

et al. established the relationship between the thermal infrared channel

BT of HY-1A/COCTS and AVHRR and obtained the HY-1A/COCTS

SST using the NLSST algorithm (Wang et al., 2003). HY-1B/COCTS

SST was performed using the optimal estimation SST retrieval

algorithm. The optimal estimation algorithm obtains the difference

between the retrieved SST and the prior SST according to the difference

of the observed BT and simulated BT, and then the COCTS skin SST

was obtained (Liu et al., 2022). The bias and standard deviation of the

HY-1B/COCTS SST from the buoy SST were −0.23°C and 0.51°C,

respectively (Liu et al., 2022). HY-1C and HY-1D COCTS SST were

retrieved using the NLSST algorithm based on the fitting of COCTS

BTs and buoy SST, which is considered a bulk SST. The robust

standard deviations of the HY-1C/COCTS SST and buoy SST were

0.73°C and 0.72°C for daytime and nighttime (Ye et al., 2020).

Compared with the buoy SST, the HY-1D/COCTS SST had daytime

and nighttime root-mean-square deviations (RMSEs) of 0.65°C and

0.71°C, and robust standard deviations of 0.51°C and 0.47°C,

respectively (Ye et al., 2021).

This study intends to retrieve the HY-1D/COCTS skin SST by

atmospheric radiative transfer modeling. In Section 2, the data is

introduced. Section 3 presents the selection of representative

profiles. The SST retrieval algorithm is presented in Section 4.

Section 5 introduces the cloud detection algorithm. In Section 6, the

quality level defined is introduced. Section 7 presents the retrieval

results and validation, and Section 8 is the conclusion of this study.
2 Materials and methods

2.1 Data

The data include HY-1D/COCTS L1B, ERA5, Operational Sea

Surface Temperature and Sea Ice Analysis (OSTIA), in situ, NOAA-

20/VIIRS L1B and L2P SST data. The time range for this study is

from May to July 2021.

2.1.1 HY-1D/COCTS L1B data
The HY-1D/COCTS L1B data are from the National Satellite

Ocean Application Service (NSOAS). The orbital altitude of the
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HY-1D satellite is 782 km, and the time of the ascending node is

approximately 1:30 p.m. The nadir resolution of COCTS is less than

1.1 km, and the scanning width is greater than 2900 km. Table 1

shows the spectral characteristics of the COCTS, and channels 9

and 10 are used for SST retrieval. COCTS L1B data include

geolocation and time information, the satellite zenith angle, and

the solar zenith angle in hierarchical data format.

2.1.2 ERA5 data
The sea surface and atmospheric profile parameters are derived

from the ERA5 data, which is the hourly global atmospheric, land,

and ocean reanalysis data provided by the European Centre for

Medium-Range Weather Forecasts (ECMWF). The sea surface

parameters used in this algorithm include sea surface skin

temperature (SSTskin), total cloud cover, sea ice fraction, and total

column water vapor (TCWV). The atmospheric profile parameters

include the atmospheric temperature, specific humidity, and ozone

mass mixing ratio of 37 layers. The data format is NetCDF with a

spatial resolution of 0.25° × 0.25° (Hersbach et al., 2020).

2.1.3 OSTIA data
The UK Met Office (UKMO) OSTIA system developed the

OSTIA data using satellite data (infrared and microwave SST) and

in situ SST to generate global high-resolution SST products (Donlon

et al., 2012). OSTIA SST is the foundation SST. The data includes

sea ice fraction data from the European Operational Satellite

Agency for monitoring weather, climate, and the environment

(EUMETSAT) Ocean and Sea Ice Satellite Applications Facility

(OSI-SAF) (Donlon et al., 2012). The OSTIA data format is

NetCDF, and the spatial resolution is 0.05° × 0.05°.

2.1.4 In situ SST
The in situ SST adopts the in situ SST quality monitor (iQuam)

data, processed and distributed by the National Oceanic and

Atmospheric Administration National Environmental Satellite,

Data, and Information Service Satellite Applications and Research
Frontiers in Marine Science 03
(NOAANESDIS STAR). iQuam data include geolocation, time, and

platform information. Platform types include ship, drifter, mooring,

Argo, high-resolution drifter, integrated marine observing system,

and coral reef buoy data (Xu and Ignatov, 2014). The quality level

information is also stored in the iQuam data, pixels with a level of 5

have the highest quality, and the data format is NetCDF.

2.1.5 NOAA-20/VIIRS L1B data
The NOAA-20 VIIRS L1B data are downloaded from the Level-1

and Atmosphere Archive and Distribution System Distributed Active

Archive Center (LAADS DAAC). The orbital altitude of the NOAA-20

is 834 km, and the local time when NOAA-20 crosses the equator is

1.30 pm. The nadir resolution of VIIRS is 750 km, the swath width is

3000 km, and the channels 12, 15, and 16 of VIIRS are 3.7 mm, 11 mm,

and 12 mm channels, respectively (Wang and Cao, 2021). The data

format is NetCDF. The NOAA-20/VIIRS BT has excellent stability,

and compared with co-located Cross-track Infrared Sounder

observations, the daily bias is less than 0.1 K at the nadir (Wang and

Cao, 2021).

2.1.6 NOAA-20/VIIRS L2P SST
The NOAA-20 VIIRS L2P SST used in this paper is from the

ACSPO system and it is provided by the NOAA National Centers

for Environmental Information (NCEI). The biases of the ACSPO

VIIRS SST from the buoy during the day and night are close to 0,

and the standard deviations are less than 0.5°C (Petrenko et al.,

2014). The validation results of the ACSPO VIIRS SST show that it

can be used for the evaluation of the COCTS SST in this study. The

data format of VIIRS L2P SST is NetCDF.
2.2 Selection of representative profiles

The sea surface and atmospheric parameters are used to obtain

the simulated BT through the radiative transfer modeling, and the

NLSST algorithm is used to fit the retrieval coefficients. The

representativeness of the atmospheric profiles is crucial to

obtaining a high-precision SST retrieval algorithm. The

representativeness refers to the large difference in atmospheric

profiles, including the atmospheric temperature, specific

humidity, and ozone mass mixing ratio difference of the

atmospheric profiles.

Figure 1 shows the selection process of atmospheric profiles.

The time range used for selection is 0:00, 6:00, 12:00, and 18:00 on

the 1st and 15th of each month in 2020. First, the initial selection of

atmospheric profiles is conducted. Since the spatial resolution of

ERA5 data is 0.25° × 0.25°, the spatially adjacent atmospheric

profiles might have high consistency; therefore, points are taken

at 1° intervals in the latitude and longitude directions. The land, ice,

and cloud pixels are removed according to the ERA5 land–sea–

mask, sea ice fraction, and total cloud cover. Then, the atmospheric

profiles obtained from the initial selection were sampled using the

Update Thermodynamic Initial Guess Retrieval (TIGR) method

(Chevallier et al., 2000). The Update TIGR method selects profiles

by judging the atmospheric temperature, specific humidity, and
TABLE 1 COCTS Spectral Characteristics.

Channel
Band range

(mm)
Measuring range

(mW cm−2 mm−1 Sr−1)
S/
N

1 0.402–0.422 9.1 349

2 0.433–0.453 8.41 472

3 0.480–0.500 6.56 467

4 0.510–0.530 5.46 448

5 0.555–0.575 4.57 417

6 0.660–0.680 2.46 309

7 0.730–0.770 1.61 319

8 0.845–0.885 1.09 327

9 10.30–11.30 0.20 K (300 K)

10 11.50–12.50 0.20 K (300 K)
frontiersin.org

https://doi.org/10.3389/fmars.2023.1205776
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Li et al. 10.3389/fmars.2023.1205776
ozone mass mixing ratio differences of the profiles. If the

atmospheric temperature, specific humidity, and ozone mass

mixing ratio of the profile significantly differ from the selected

profiles, the profile is retained. The threshold setting of the Update

TIGR algorithm determines the number of selected profiles.

Sampling is performed at different water vapor ranges to ensure

that the water vapor range of the profiles is large, and that every 10

kg/m2 is a range. Profiles of each range are combined and later used

in the SST retrieval algorithm.

The MODerate-resolution atmospheric TRANsmission

(MODTRAN) is used for atmospheric radiative transfer

simulation. MODTRAN is an atmospheric radiative transfer

simulation calculation program. MODTRAN is widely used by

scientists from governments, educational institutions, and

commercial companies for optical analysis through the

atmosphere. MODTRAN is used for data processing of sensors,

in particular for the removal of atmospheric effects. The spectral

range that can be covered by MODTARN calculation ranges from

ultraviolet to long-wave infrared (0-50,000 cm-1). Radiation

transport (RT) in MODTRAN provides accurate and fast

methods for modeling stratified and uniform atmospheres. The

core of MODTRAN RT is the atmospheric “narrow-band model”

algorithm. The atmosphere is modelled through vertical profiles,

either using built-in models or by the users’ specifications.

MODTRAN solves the radiative transfer equation, including

absorption, emission, and scattering of atmospheric molecules,

surface reflection and emission, solar or lunar illumination (Berk

et al., 2008). The atmospheric profiles include temperature,

humidity, pressure, ozone mass mixing ratio, SST, sea surface

emissivity, and spectral response function (Berk et al., 2013).

Furthermore, the aerosol and cloud parameters and the geometric

relationship between the sensor and the ground must be set.

MODTRAN can output information such as total radiance, BT,

and transmittance. MODTRAN is one of the most accurate
Frontiers in Marine Science 04
atmospheric RT models, with transmittance accuracy of ±0.005,

radiance accuracy of ±2%, and thermal BT accuracy better than 1 K

(Berk et al., 2008).

Figure 1 shows that the selected ERA5 data are used with the

sensor spectral response function, satellite zenith angle, and other

information to simulate the BT using the MODTRAN, and the

satellite zenith angles used for the simulation are set in 5° intervals

from 0° to 50°. The simulated BTs of 11 mm and 12 mm channels are

obtained and used for coefficients fi tt ing of the SST

retrieval algorithm.

Figure 2 shows the spatial distribution of the profiles with values

of SSTskin and BT difference. In general, the spatial distributions of

the profiles are uniform, the distribution near the equator is less

affected by cloud coverage, and the land edge is densely distributed

due to significant changes in atmospheric conditions. Table 2 shows

the number of the profiles of each water vapor range. The ratio of

the after-final selection to the initial selection is calculated. The

ratios of 0–10 kg/m2, 10–20 kg/m2, 20–30 kg/m2, and 30–40 kg/m2

water vapor ranges are 4.39%, 4.30%, 3.21%, and 6.38%,

respectively, and are closer. The ratio of more than 40 kg/m2 is

larger, caused by the loose setting of the threshold for high water

vapor to obtain more high water vapor in the atmospheric profiles.
FIGURE 1

The selection process of atmospheric profiles.
A

B

FIGURE 2

The spatial distribution of the profiles with values of SSTskin and BT
difference (A) The color represents the ERA5 SSTskin (B) The color
represents the BT difference with the satellite zenith angle of 0.
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Figure 3 shows the frequency histogram distribution of the

simulated BT difference of the selected profiles when the satellite

zenith angle is 0°–50°. The selected profiles are used for the

coefficients fitting of the SST algorithm.
2.3 SST retrieval algorithm

Based on the simulated BT for the satellite zenith angle in 0°–

50° and the ERA5 SSTskin, the coefficients of the SST retrieval

algorithm are obtained. In total, 37,389 points are used for the

fitting and validation of the algorithm. The coefficients are fitted at

different latitude bands. The latitude bands are set as 90°S–60°S, 60°

S–40°S, 40°S–20°S, 20°S–0, 0–20°N, 20°N–40°N, 40°N–60°N, 60°N–

90°N. The algorithm is shown in (1) (Walton et al., 1998),

SST = a1BT11 + a2Tsfc(BT11 − BT12)+

a3(BT11 − BT12) secqv − 1ð Þ + a4
(1)

where SST is the retrieved SST, Tsfc is the estimated value of SST,

BT11 and BT12 are 11 mm and 12 mm channel BTs, qv is the satellite
zenith angle, and a1–a4 are the coefficients of the SST

retrieval algorithm.

When fitting, SST in (1) uses ERA5 SSTskin, BT11, and BT12 are

the corresponding simulated BT of the profiles, MCSST is used for

the Tsfc. The MCSST form adopted in this study is as formula (2).
Frontiers in Marine Science 05
MCSST = b1BT11 + b2(BT11 − BT12)+

b3(BT11 − BT12) secqv − 1ð Þ + b4
(2)

b1–b4 is the coefficients of MCSST, which are obtained by fitting

ERA5 SSTskin and simulated BT. The simulated BT is added with 0.2

K Gaussian noise to be closer to the actual situation; thus, 2/3 of the

data are used for fitting, and 1/3 of the data are used for validation.

Figure 4 shows the relationship between ERA5 SSTskin and the 11

mm channel BT for the fitting dataset. Table 3 shows the coefficients

of the SST retrieval algorithm. The validation dataset SST is

obtained using the retrieval algorithm coefficients, the SST is

compared with the ERA5 SSTskin, the bias is close to 0, and the

standard deviation is 0.42°C. Table 4 shows the bias of the

validation dataset between the calculated SST and the ERA5

SSTskin at each latitude band. The bias of each latitude band is

close to 0, the standard deviation is between 0.28°C and 0.52°C, the

standard deviation is the largest at 0–20°N, and the standard

deviation is the smallest at 90°S–40°S. Figure 5 is the relationship

between the calculated SST minus ERA5 SSTskin and ERA5 SSTskin.

The color represents the number of matchups in the squares. The

red and black lines represent the bias and standard deviation of a

specific SST range, respectively. The bias has no apparent

relationship with the SSTskin value. Figure 6 shows the

relationship between the calculated SST minus ERA5 SSTskin and

the simulated BT difference. The standard deviation increases with

the increasing BT difference, but the maximum value is

approximately 0.5°C. In summary, the algorithm has good

performance and can be used for SST retrieval.
TABLE 2 The number of the profiles of each water vapor range.

TCWV (kg/m2) 0–10 10–20 20–30 30–40 >40

Initial selection No. 12645 27202 26928 6803 2221

Final selection No. 555 1170 864 434 376

Final/Initial (%) 4.39 4.30 3.21 6.38 16.93
frontier
FIGURE 3

The frequency histogram distribution of the simulated BT difference
of the selected profiles when the satellite zenith angle is 0°–50°.
FIGURE 4

The relationship between ERA5 SSTskin and the 11 mm channel BT.
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The COCTS BT inter-calibrated with VIIRS is used for SST

retrieval, the bias between inter-calibrated COCTS BT and VIIRS BT

is about 0, and the standard deviation is about 0.1°C. The latitude

interval of the pixel is first judged, and the SST retrieval algorithm

corresponding to the latitude interval is used for retrieval. The weighted

average of the SSTs of two adjacent latitude bands is used within 2.5° of

the latitude boundary to reduce the discontinuity at the edge of the

latitude band. The estimated value of SST applies to OSTIA SST.
Frontiers in Marine Science 06
2.4 Cloud detection

The threshold method is used for cloud detection. The data

include 670 nm and 865 nm channel reflectance, 11 mm and 12 mm
channel BT, the solar zenith angle, OSTIA data, and the obtained

COCTS SST. The OSTIA SST in the OSTIA data is used as the

reference SST for cloud detection, and the sea ice fraction is used for

ice pixel removal before cloud detection. Cloud pixels have low BT
TABLE 3 The coefficients of the SST retrieval algorithm.

latitude
band (°N)

a1 a2 a3 a4

40–90 0.9552 0.0777 1.2065 -260.0339

20–40 0.9319 0.0696 0.7628 -252.9591

0–20 0.7994 0.0698 0.6021 -213.5014

−20–0 0.8562 0.0707 0.7349 -230.3653

−40 to −20 0.9458 0.0710 0.8165 -256.9599

−90 to −40 0.9443 0.0806 1.0407 -256.8631
TABLE 4 The bias of the validation dataset between the calculated SST and the ERA5 SSTskin at each latitude band [standard deviation (STD), median
(MED), robust standard deviation (RSD)].

latitude
band (°N)

bias (°C) STD (°C) MED (°C) RSD (°C) RMSE (°C)
Fit
No.

Vali
No.

40–90 0.02 0.44 –0.04 0.30 0.44 3652 1826

20–40 –0.01 0.43 –0.02 0.36 0.43 7032 3516

0–20 0.01 0.52 –0.02 0.51 0.52 3614 1807

−20–0 –0.02 0.43 –0.01 0.40 0.43 2816 1408

−40 to −20 0.00 0.34 –0.01 0.30 0.34 4422 2211

−90 to −40 0.01 0.28 0.01 0.25 0.28 3388 1694
FIGURE 5

The relationship between the calculated SST minus ERA5 SSTskin and
ERA5 SSTskin.
FIGURE 6

The relationship between the calculated SST minus ERA5 SSTskin and
the simulated BT difference.
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values, large BT differences between the channels, poor uniformity,

and large negative bias from the reference SST. Therefore, the BT

values of the 11 mm and 12 mm channels, the BT differences of the

11 mm and 12 mm channels, BT uniformity, COCTS SST, and

reference SST differences are used as cloud detection parameters.

Cloud pixels have high reflectance; therefore, the reflectance and

reflectance ratio of the visible channels are selected as the cloud

detection parameters during the day. First, the cloud is identified

according to the BT value and BT difference between the 11 mm and

12 mm channels and the uniformity of the 11 mm channel BT. Then,

the daytime and nighttime judgments are performed according to

the solar zenith angle. If it is daytime, cloud detection is performed

according to the reflectance of the visible channels, and the

difference between the COCTS SST and the reference SST is

judged. If it is nighttime, the difference between the COCTS SST

and the reference SST is judged. Figure 7 shows the cloud detection

process, which is as follows.
Fron
1. Determine whether the 11 mm or 12 mm channel BT is

greater than 260 K. If they are less than or equal to 260 K, it

is determined as a cloud pixel.

2. Determine whether the difference between the 11 mm and

12 mm channel BT is less than 4 K, and if it is greater than

or equal to 4 K, it is determined as a cloud pixel.

3. Determine whether the standard deviation of the difference

between the 11 mm channel BT and the median of the 11

mm channel BT in the 3 × 3 area pixels is less than 0.3 K. If

it is greater than or equal to 0.3 K, it is determined as a

cloud pixel. Compared with the standard deviation of the

11 mm channel BT in the 3 × 3 area, the method can

effectively reduce the over-detection of clouds at the front

(Petrenko et al., 2010).

4. Determine daytime and nighttime according to the solar

zenith angle. If the solar zenith angle is less than 85°, it is

determined as a daytime pixel, and if it is greater than or

equal to 85°, it is determined as a nighttime pixel.

5. In the daytime, determine whether the 865 nm channel

reflectance is less than the threshold h1. Then determine

whether the 865 nm channel reflectance to the 665 nm

channel reflectance ratio is less than the threshold h1. It is
determined to be cloud pixels if it is greater than or equal to

the threshold. The thresholds here are all set as dynamic

thresholds, and the thresholds of the glint areas are larger

than other areas (Petrenko et al., 2010). Determine whether

the difference between the COCTS SST and the reference

SST is greater than −1.2°C, and if it is less than −1.2°C, it is

determined as a cloud pixel.

6. In the nighttime, determine whether the difference between

the COCTS SST and the reference SST is greater than −1.2°C,

and if it is less than −1.2°C, it is determined as a cloud pixel.
Figure 8 shows the COCTS SST swaths before and after cloud

detection in the daytime and nighttime. There is no obvious

phenomenon of judging clear sky pixels as cloud pixels in the

daytime and nighttime.
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2.5 Quality level defined

SST quality levels are available to meet the different needs of

SST users. Land, ice, and clouds affect the SST quality; therefore,

land and ice masks and cloud edge information are used for quality

level definition. High-quality pixels should have a reasonable SST

range, and their SSTs should be close to the reference SST.

Therefore, the COCTS SST range and the difference between the

COCTS SST and the reference SST indicate the quality level defined.

The accuracy of SST validation in sea areas with poor uniformity

might be affected. Simultaneously, because the noise of the SST

from the retrieval is greater than that of BT, the uniformity of BT is

selected as an index of the quality level defined. Atmospheric paths

affect pixels with excessive satellite zenith angles, and their

corresponding SST accuracy might be affected; therefore, satellite

zenith angles are used as the standard for the quality level defined.

Figure 9 is the quality level map of the COCTS SST of the two

granules on 4May 2021 and 16May 2021. The red area has a quality

level of 0 (land or ice pixels), the orange area has a quality level of 1

(cloud pixels), the yellow area has a quality level of 2 (pixels whose

SST or difference from the reference SST is not within a given

threshold range), the light blue area has a quality level of 3 (pixels

with poor BT uniformity), and a darker blue area has a quality level

of 4 (pixels at the edge of clouds or with larger satellite zenith

angles). The dark blue area has a quality level of 5, which are pixels

with the highest quality.
3 Results and discussion

The global COCTS data during the period of May to July 2021

are processed and the skin SST products are obtained. Figure 10

shows the COCTS SST in the daytime and nighttime on 1 May,

2021. The COCTS SST is evaluated using iQuam data and ACSPO

VIIRS L2P SST. iQuam data is used to validate the accuracy of

COCTS SST and the rationality of quality level, and the iQuam data

is also used to analyze the stability of the algorithm. ACSPO VIIRS

L2P SST is used to cross-validate the accuracy of COCTS SST and

analyze the daily bias, and the spatial distribution characteristics of

the bias are analyzed.

The COCTS SST is matched with the drifters, high-resolution

drifters, tropical moorings, coastal moorings, and Argo floats with

the highest quality level in the iQuam data. The time window is 1 h,

and the spatial window is 0.01° × 0.01°. Pixels with quality levels of

2, 3, 4, and 5 account for 1.93%, 6.76%, 30.75%, and 60.55% of the

total number of matchups. Pixels with quality levels of 4 and 5

account for 91.30% of the total number of matchups, and pixels

with quality levels 3, 4, and 5 account for 98.07% of the total

number of matchups. The proportion indicates the rationality of the

quality level. Table 5 shows the statistical results of quality levels 3,

4, and 5. As the quality level increases, the standard deviation

decreases. The standard deviation of pixels with a quality level of 3

is significant due to poor uniformity. The pixels with a quality level

of 4 have small negative deviations because they are on the edge of

the cloud.
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There are 65,378matchups in quality levels 4 and 5, with a bias of –

0.11°C, a standard deviation of 0.54°C, a median of –0.08°C, and a

robust standard deviation of 0.47°C. The bias in the daytime is –0.06°C,

the standard deviation is 0.56°C, the median is –0.02°C and the robust

standard deviation is 0.48°C. The bias in the nighttime is –0.16°C, the

standard deviation is 0.51°C, the median is –0.14°C and the robust
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standard deviation is 0.46°C. There is a small negative bias due to the

cool skin effect. The negative bias in the daytime is smaller than in the

nighttime due to solar radiation. The standard deviation in the daytime

is more significant than in the nighttime. Figure 11 shows the

histogram distribution of the bias between the COCTS SST and the

in situ SST. The bias between the COCTS SST and in situ SST has an
FIGURE 7

The cloud detection process.
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A B

FIGURE 9

The quality level map of the COCTS SST swaths (A) Daytime on 4 May, 2021 (B) Nighttime on 16 May, 2021.
A B

DC

FIGURE 8

The COCTS SST swaths before and after cloud detection in the daytime and nighttime (A) Daytime before cloud detection on 4 May, 2021 (B) Daytime after
cloud detection on 4 May, 2021 (C) Nighttime before cloud detection on 16 May, 2021. (D) Nighttime after cloud detection on 16 May, 2021.
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obvious Gaussian distribution. Figure 12 shows the relationship

between the bias of the COCTS and in situ SSTs and the in situ SST.

The bias does not have a significant trend with the in situ SST. Since the

BT difference between the 11 mm and 12 mm channels is related to the

water vapor content, the relationship between the bias of the COCTS
Frontiers in Marine Science 10
and in situ SSTs and the BT difference is analyzed. Figure 13 shows that

the bias has no obvious relationship with the BT difference.

The VIIRS SST data also contains quality levels, and the pixels with

the quality levels 4 and 5 have the best quality. The COCTS SST with

the quality levels of 4 and 5 is compared with the VIIRS SST. The time
A

B

FIGURE 10

The COCTS SST in the daytime and nighttime on 1 May, 2021 (A) Daytime (B) Nighttime.
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window is 1 h, and the spatial window is 0.01° × 0.01°. Table 6 shows

the statistical results. There are 4,455,678,619 matchups. The bias is

0.03°C, the standard deviation is 0.53°C, the median is 0.06°C, and the

robust standard deviation is 0.49°C. The bias in the daytime is 0.12°C,

the standard deviation is 0.52°C, the median is 0.15°C, and the robust

standard deviation is 0.47°C. The bias in the nighttime is –0.08°C, the

standard deviation is 0.51°C, the median is –0.06°C and the robust

standard deviation is 0.48°C. Figure 14. shows the daily statistics of

COCTS SST and VIIRS SST, where the black line represents the bias,

the red line represents the standard deviation, the blue line represents

the median, and the purple line represents the robust standard

deviation. The biases are close to the medians, most of them are
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distributed between –0.1 to 0.1°C. Most of the standard deviations are

distributed around 0.5°C, and the robust standard deviations are

slightly smaller than the standard deviations. There is no significant

change in statistical results over time. Figure 15. shows the spatial

distribution of the bias of COCTS SST and VIIRS SST. It can be seen

that in most areas, COCTS SST and VIIRS SST are closer. For daytime,

there is a positive deviation in some areas, whichmay be driven by solar

heating, for nighttime, there is a negative bias in some areas, whichmay

be caused by the cool skin effects. The higher COCTS SST near land in

the daytime and nighttime may be due to the inaccuracy of ERA5

SSTskin on the land edge and the inaccuracy of COCTS positioning.
FIGURE 11

The histogram distribution of the bias between the COCTS SST and
the in situ SST.
TABLE 5 Statistical results of the bias between the COCTS and in situ SSTs (D means daytime and N means nighttime).

quality level bias (°C) STD (°C) MED (°C) RSD (°C) No.

3 –0.28 0.69 –0.32 0.69 4844

4 –0.23 0.57 –0.23 0.54 22018

all 5 –0.04 0.51 –0.02 0.43 43360

3, 4 and 5 –0.12 0.55 –0.09 0.49 70222

4 and 5 –0.11 0.54 –0.08 0.47 65378

3 –0.31 0.71 –0.32 0.72 2687

4 –0.19 0.60 –0.18 0.55 11440

D 5 0.00 0.53 0.03 0.43 23769

3, 4 and 5 –0.08 0.57 –0.04 0.49 37896

4 and 5 –0.06 0.56 –0.02 0.48 35209

3 –0.25 0.66 –0.32 0.65 2157

4 –0.27 0.53 –0.29 0.51 10578

N 5 –0.09 0.48 –0.08 0.42 19591

3, 4 and 5 –0.16 0.52 –0.15 0.47 32326

4 and 5 –0.16 0.51 –0.14 0.46 30169
FIGURE 12

The relationship between the bias of the COCTS and in situ SSTs
and the in situ SST.
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In addition to the influence of the diurnal variety of SST, the

error sources include sensor noise, uncertainty of the observed BT

calibration, atmospheric radiative transfer modeling errors, and

atmospheric profile errors. Atmospheric profile and radiative

transfer modeling errors directly affect the accuracy of the

simulated BT, leading to bias in the relationship between the

ERA5 SSTskin and the simulated BT and affecting the accuracy of

the algorithm. The observed BT calibration accuracy can also lead
Frontiers in Marine Science 12
to poor retrieval results. Simultaneously, the equivalent temperature

difference of the sensor noise affects the standard deviation of the

retrieval results.
4 Conclusions

The HY-1D/COCTS skin SST retrieval is performed based on

atmospheric radiative transfer modeling. The representative ERA5

atmospheric profiles are selected for fitting the coefficients of the

SST retrieval algorithms, and the SST retrieval algorithms of the

latitude bands are obtained. The retrieval of COCTS SST is

conducted using COCTS BT inter-calibrated with VIIRS, and the

COCTS cloud detection is performed with the reference SST. The

retrieval results are compared with the in situ SST and VIIRS SST.

The bias with in situ SST is –0.11°C and the standard deviation is

0.54°C. The bias with VIIRS SST is 0.03°C, and the standard

deviation is 0.53°C. Therefore, the retrieval algorithm based on
TABLE 6 Statistical results of the bias between the COCTS and VIIRS SSTs.

bias (°C) STD (°C) MED (°C) RSD (°C) No.

all 0.03 0.53 0.06 0.49 4,455,678,619

D 0.12 0.52 0.15 0.47 2,515,365,722

N -0.08 0.51 -0.06 0.48 1,940,312,897
FIGURE 14

The daily statistics of COCTS SST and VIIRS SST.
FIGURE 13

The relationship between the bias of the COCTS and in situ SSTs
and the BT difference.
A

B

FIGURE 15

The spatial distribution of the bias of COCTS SST and VIIRS SST.
(A) Daytime (B) Nighttime.
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atmospheric radiative transfer modeling works well in the HY-1D/

COCTS SST retrieval. In the future, the algorithm will be applied for

COCTS SST retrieval of long-time series.
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