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Overcoming tide-related
challenges to successful regional
and coastal ocean modeling

Do-Seong Byun1*, Byoung-Ju Choi2 and Deirdre Erin Hart3

1Ocean Research Division, Korea Hydrographic and Oceanographic Agency, Busan,
Republic of Korea, 2Department of Oceanography, Chonnam National University, Gwangju, Republic
of Korea, 3Faculty of Science, University of Canterbury, Christchurch, New Zealand
Rapidly growing ocean data availability is fueling the establishment of new

regional and coastal ocean models and operating systems, while growing

global climate disruption necessitates robust long-term simulations of regional

and coastal ocean processes and hazard risks. This work explains, for the first

time together in one place, solutions for overcoming three fundamental, tide-

related technical challenges in regional and coastal ocean modeling: (1)

automatic generation of tidal harmonic forcings from coarser tidal constant

databases; (2) perpetual generation of interannual tidal predictions inside

hydrodynamic models, such as in the Regional Ocean Modeling System

(ROMS); and (3) producing ocean model harmonic constant forcing data using

tide models. A modified tidal prediction code (set_tides.F) for continuous multi-

decadal simulations in ROMS is also provided as a practical solution to the

second challenge, while the complete suite of techniques explained herein

allows researchers to avoid tide-related errors in establishing regional and

coastal ocean models and operation systems, and to harmonically analyze

their output data.

KEYWORDS

hydrodynamic model, tidal forcing, nodal (satellite) modulation, ROMS, tidal constants,
long-term perpetual ocean model tidal simulations
1 Introduction

Tides can be accurately predicted via harmonic analysis and prediction methods. In

tidally dominated regimes, tide information is crucial for safe navigation, coastal

management and development, fisheries activities, search and rescue (SAR), salvage, and

many ocean recreation pursuits (Byun and Hart, 2022). For such environments, an ocean

circulation model should be coupled with a tide model to generate accurate tidal mixing

effects as well as to predict tidal heights and currents (Seo et al., 2014; Kim et al., 2021). Pre-

requisites for the establishment of accurate tide or tidal related models include adequate

bottom friction parameterizations, quality bathymetry data, high mesh resolutions, and the

inclusion of 3D baroclinic effects (Huang et al., 2022). Along with these essential factors,

knowledge of tidal analysis and prediction is required during pre- and post-processing.
frontiersin.org01

https://www.frontiersin.org/articles/10.3389/fmars.2023.1150305/full
https://www.frontiersin.org/articles/10.3389/fmars.2023.1150305/full
https://www.frontiersin.org/articles/10.3389/fmars.2023.1150305/full
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fmars.2023.1150305&domain=pdf&date_stamp=2023-04-03
mailto:dsbyun@korea.kr
https://doi.org/10.3389/fmars.2023.1150305
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/marine-science#editorial-board
https://www.frontiersin.org/marine-science#editorial-board
https://doi.org/10.3389/fmars.2023.1150305
https://www.frontiersin.org/journals/marine-science


Byun et al. 10.3389/fmars.2023.1150305
Many users of meso- to local-scale ocean models, particularly those

unfamiliar with tidal prediction algorithms, face difficulties or make

unexpected critical errors during tidal prediction model setup and

output analysis stages. For example, users of some ocean circulation

models including the Regional Ocean Modeling System (ROMS)

(Penven et al., 2008), the Nucleus for European Modelling of the

Ocean (NEMO) (Madec and NEMO-team, 2022), and the

ADvanced CIRCulation (ADCIRC) model (Blain et al., 2002) may

encounter difficulties in generating perpetual multi-decadal

simulations, due to inherent model limitations or use of

unreliable tidal prediction approaches. The simplest approach to

tidal prediction employs one-time only external nodal modulation

corrections (NMC) for lunar tidal constituents during the

generation of tidal forcing input data. But to correctly simulate

long-term (interannual) tidal data requires that the model is run

with at least annual NMC of tidal forcing inputs, for each individual

consecutive modeled year, to reduce cumulative tidal forcing errors.

Long-term simulations of tidally dominated regimes conducted

without such adjustments are likely unreliable due to the blanket

use of constant NMC factors calculated at the start time alone.

Depending on the NMC factors employed (i.e., based on the single

year across the 18.61-year complete tidal cycle from which the

NMC were calculated), results can overestimate or underestimate

tides (Byun and Hart, 2019) and tidal currents, in turn affecting the

accuracy of tidal mixing and variations in sea surface temperature

produced for shallow water environments (Loder and

Garrett, 1978).

Few studies mention the technical challenges faced in correctly

interpolating tide and tidal current harmonic constants for model

tidal forcing (Park et al., 2012; Byun and Hart, 2017; Xu, 2018); with

fewer still comparing the formulae commonly used in tidal

prediction programs for the five astronomical variables (Byun and

Cho, 2009); or examining the different definitions attributed to

certain tidal constituents in different tidal harmonic programs (Bell

et al., 1999), with these three topics dealt with separately. No single

resource covers the entire suite of technical processes involved in

establishing a tidal prediction model through to correctly analyzing

model outputs. Here we address this important ocean modeling gap

via elucidating technical lessons learned in establishing the Yellow

and East China Seas model (YES), which is based on the ROMS

(Byun et al., 2017) and has been operated by the Korea

Hydrographic and Oceanographic Agency (KHOA) since 2015.

For the first time in a single publication, we analyze situations where

problems arise in producing high-resolution ocean model tidal

forcings from low-resolution tidal harmonic constant (THC)

databases, offering an easy solution for any model, we explain the

requirements for generating accurate perpetual tidal predictions

within a regional or coastal ocean model, providing a modified code

for achieving this in ROMS, and we provide advice for analyzing

modeled tidal data. In short, the main purpose of this work is to

help ocean modeling community researchers with how to easily and

correctly establish, and analyze the outputs of, a tide model.

This paper is structured as follows: first we provide useful basic

technical guidance on establishing regional or coastal tidal

prediction models, introducing a conventional tidal harmonic

prediction approach in section 2. A method for correctly
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interpolating the products of open-access global or regional tidal

harmonic constant databases to generate reliable tidal forcings is

explained in section 3. In section 4, key factors in long-term

perpetual tidal prediction are described and tidal prediction using

ROMS is explained. Section 5 describes how to correctly produce

tidal harmonic constants from model outputs while section 6

presents a summary.
2 The basics of generating
conventional tidal harmonic
predictions for regional and coastal
forecasting models

Generally, regional and coastal ocean circulation models

simulate tidal predictions using tidally forced open boundary

input data. Accurate tidal boundary forcings are essential for

reliabe tidal height and current predictions. A tidal height h

forced at any Greenwich time t on an open boundary can be

expressed as:

h tð Þ =on
i=1fi tð Þai cos Vi tð Þ + ui tð Þ − Gi½ � (1)

where subscript i denotes each tidal constituent, n is the total

number of tidal constituents, Vi indicates the astronomical

arguments, ai and Gi are the tidal harmonic constituent

amplitudes and Greenwich phase lags respectively, and fi and ui
are the nodal (or satellite) amplitude factors and angles respectively

(Byun and Cho, 2009).

Since determining Vi(t), fi(t) and ui(t) was, in the past, a

relatively time-consuming process, approaches that attempted to

reduce calculation time without reducing accuracy were developed.

For example, Vi(t) can be expressed as:

Vi(t) = wi(t − t0) + Vi(t0) (2)

where t0 is a reference Greenwich time. Thus Vi(t0), the value
of the astronomical arguments can be calculated just once, at t0. In
addition, as fi and ui vary very slowly over the entire 18.61 year

nodal cycle, their values are calculated at set intervals spanning

different numbers of days in each conventional tidal prediction

program (Byun and Hart, 2019): for example, every three days in

Task-2000 (Bell et al., 1999), on the 16th day of each prediction

month in IOS (Foreman, 1977), and only once in the middle of the

prediction period for T_TIDE (Pawlowicz et al., 2002).

Reflecting the adjustments above, in practice the following

equation for open boundary tidal heights based on Greenwich

time (h(t)) is commonly used in regional and coastal tidal

prediction models:

h tð Þ =on
i=1fi t

0� �
ai cos wi t − t0ð Þ + Vi t0ð Þ + ui t

0� �
− Gi

� �
(3)

where t 0 = t(Dt). The update interval (Dt) for fi and ui is

optimally set at some interval less than 1 month, with one value per

nodal factor applied for each update period.

However, in our study Vi, fi and ui were updated each day at

00:00 (i.e., Dt = 1 day), such that Eq. (3) can be modified to:
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h tð Þ =on
i=1fi t

0� �
ai cos wi t − t 0� �

+ Vi t
0� �
+ ui t

0� �
− Gi

� �
(4)

Note that t 0 has the same integer value in day units. For

example, when t = 7.6 days, t 0 = 7 days.

Futhermore, tides based on Greenwich time can be converted

into tides based on local standard time through conversion of the

Greenwich phase lag (Gi) to the local time zone phase lag (gi), as

given by:

gi = Gi −
wiS
15

(5)

where S is the longitude of the local standard time meridian,

with negative values for eastern longitudes (e.g., S is -135 at 135°E)

(Pugh and Woodworth, 2014). By subsituting Eq. (5) into Eqs. (3)

and (4), and converting the time reference from Greenwich time (t)
to local standard time (t), tidal heights (h(t)) can be predicted in

local standard time via:

h tð Þ =on
i=1fi t

0� �
ai cos wi t − t0ð Þ + Vi t0ð Þ + ui t

0� �
− Gi −

wiS
15

� �� 	
(6)

or

h tð Þ =on
i=1fi t

0� �
ai cos wi t − t0

� �
+ Vi t

0� �
+ ui t

0� �
− Gi −

wiS
15

� �� 	
(7)

where t0 = t(Dt), and t0 is the reference local standard time.
3 Avoiding interpolation errors when
generating high resolution tidal
forcing inputs

As represented in Eqs. (3) and (7), THC data (ai and Gi) along

the open boundaries of a regional or coastal model constitute the

tidal forcings required for producing modeled tidal predictions.

Tidal harmonic constant data are today readily available from

online open-access global or regional tidal harmonic constant

databases, contributing to the growing success of regional and

coastal tide model establishment. Moreover, in recent years the

horizontal resolution and accuracy of these tidal constant data have

improved thanks to the input of vast amounts of high-quality

bathymetric data and the use of data assimilation (Lee et al.,

2022). These global or regional tide databases comprise: (1) the 1/

30° resolution Oregon State University TPXO9 (Egbert and

Erofeeva, 2002), (2) the 1/16° resolution Centre National d’Etudes

Spatia l (CNES) and National Aeronautics and Space

Administration (NASA) ‘Archiving, Validation and Interpretation

of Satellite Oceanographic data’ (AVISO) FES2014 (Lyard et al.,

2021), and (3) the 1/12° resolution National Astronomical

Observation of Japan NAOJ.99b (Matsumoto et al., 2000).

Table 1 lists the names and numbers of tidal harmonic

constituents provided by each global or regional model database.

While their data are readily accessible online, several simple but

critical steps are required to process these data to ensure their

successful use in regional and/or coastal ocean models. Firstly,

before using the harmonic constants obtained from a larger domain

tide database, phase lag references must be checked. In most global
Frontiers in Marine Science 03
models and databases, phase lags are referenced to Greenwich (G)

whereas most regional or coastal models tend to employ a local time

zone reference (g), also termed the ‘local Greenwich phase lag’.

Tidal constituent phase lags can be converted between Greenwich

and local time zones using Eq. (5).

Secondly, THC data are commonly published at coarser

resolutions than the grid dimensions of regional and coastal

models. Accordingly, higher resolution tidal forcing inputs (i.e., ai
and Gi) need to be accurately interpolated from the low-resolution

THC data available from global databases. During interpolation,

robust procedures are important for regions where THC dataset

phase lags abruptly change across the 360˚ ‘boundary’ (e.g., from

350˚ to 10˚) over a certain number of grid points (Park et al., 2012).

If these data are incorrectly interpolated, a systematic error can be

introduced into the open boundary tidal forcings (Byun and Hart,

2017), as demonstrated in Figures 1 and 2.

Interpolation problems can be easily avoided, as follows:

Assuming the THCs for each tidal constituent at each model grid

point comprise magnitudes and directions in polar coordinates,

these coordinates should be converted to Cartesian coordinates.

That is, the amplitudes (ai) and phase lags (Gi) at each grid point

are treated as vectors with magnitudes (ri) and directions (ji) in

polar coordinates. These polar coordinates, ri and ji, can be

trigonometrically converted to the Cartesian coordinates,

xi and yi, whereby:

(xi,   yi) = (ri cosji,   ri sinji) (8)

Next, interpolation is conducted on each xi and yi value

respectively. The resulting interpolated Cartesian coordinate

values (x 0
i,   y

0
i) are then converted back to polar coordinate

values (r 0 i,  j 0
i) to obtain correctly interpolated tidal constants

(a 0
i, G

0
i) using the following equations:

r 0 i = a 0
i =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(x 0

i )
2 + (y 0

i )
2

q
(9)

j 0
i = G 0

i = atan2(y 0
i,   x

0
i ) (10)

Hereafter we call this successful interpolation approach

‘Cartesian Coordinate based Interpolation (CCI)’, while the pre-

existing (sometimes erroneous) method is termed ‘Existing

Individual Interpolation (EII)’. Figure 1 illustrates M2 amplitude

and phase lag charts produced using THC data generated via these

two different approaches for Korea Strait. While the amplitudes

produced using EII (Figure 1A) and CCI (Figure 1C) appear similar

at first glance, amplitude differences greater than 0.1 cm exist

around the islands off the southwest tip of Korea and in the

vicinity of the East Sea M2 amphidromic point (Figure 1E).

Further, the phase lag results produced using EII contain

incorrect interpolations across areas with abrupt phase lag

changes, including around amphidromic points (e.g., Figure 1B),

resulting in erroneous bands of phase lag difference (Figure 1F).

In contrast, phase lags are correctly interpolated without

discontinuities using CCI (e.g., Figure 1D). Inaccurate model

results can occur when using the EII method to interpolate tidal

harmonic constants from a relatively coarse database to provide

tidal forcings along the open boundaries of a high-resolution coastal
frontiersin.org
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model with abrupt phase lag changes. This is especially problematic

if a significant proportion (e.g., >10%) of the interpolated grid

points along the open boundary feature abrupt phase lag changes.

In such cases, incorrect and out-of-phase tidal forcings can be

produced over short distances along the open boundary. For

example, when interpolating THCs from a coarse resolution

global THC dataset like FES2014, which has a grid spacing of 1/

16°, to a high-resolution coastal model domain with a grid spacing

of 1/320° off Yeosu, Korea, errors may arise in the open boundary

data for a certain number of grid points (Figure 2). Such errors can

cause unexpected instability problems in the coastal ocean model.

Figure 2 illustrates the Yeosu coastal area as an example small

domain with a high horizontal resolution (1/320°). For this small

domain, when interpolating from FES2014 THC data with a

horizontal grid spacing of 1/16°, approximately 15% of the

interpolated grid points produced for the southern open

boundary feature abrupt M2 tide phase lag changes. Comparing

the results of EEI and CCI based methods, relatively small

differences exist between the interpolated amplitudes produced

(Figure 2E) but significant differences arise between the

interpolated phase lags (Figure 2F). As shown in Figure 2F, if

incorrectly interpolated phase lags are included in the open

boundary tidal forcing files, these errors can propagate into the

nested model domain over time.

For the relatively large Korea Strait domain, with its

comparatively lower grid resolution (1/48°), we calculated the

maximum differences between M2 constituent THCs produced

using the two interpolation methods for grid points at each

latitudinal band. Differences were found to be as large as 0.6 cm

and 80 to 240°, respectively, in the interior of the domain

(Figures 3A, B). Differences between the two methods’ tidal

amplitude results along the southern boundary were smaller than

0.006 cm (Figure 3C), and there was a discontinuity in tidal phase

lag over two grid points (Figure 3D). However, in the relatively
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small Yeosu coastal area domain, with its comparatively high grid

resolution (1/320°), the differences produced using the two methods

for tidal amplitudes along the southern boundary were smaller than

0.012 cm (Figure 3E), with an abrupt change in tidal phase lag

occurring over ~15% of the grid points (39 out of a total 257 grid

points) along the southern boundary (Figures 3C–F).

Xu (2018) also demonstrates, using a relatively extreme

theoretical example, how individual and linear treatment of

amplitudes and phase lags can lead to very different, incorrect

results compared to vector-based non-linear interpolations. Our

CCI approach produces the same interpolation results as Xu (2018)

method. Furthermore, our realistic test cases comparing results

produced using EII versus CCI generated THCs reveal that the

comparative coarseness of the THCs database versus the size of the

model domain for which the tidal forcings are being produced does

matter. Irrespective of this new understanding, since the CCI

approach is universally more robust then EII, and since it is easy

to perform, we strongly recommend its use (instead of EII) for all

TCC interpolations for regional coastal ocean models.

To avoid tidal harmonic constant interpolation problems,

model databases such as TPXO09 (Egbert and Erofeeva, 2002)

provide data in the form of complex numbers (zi) with real (Xi)  

and imaginary (Yi)   parts, rather than as THCs (amplitudes and

phase lags). The procedure for obtaining tidal harmonic constant

model input data from these complex numbers is equivalent to that

used with Cartesian coordinates as explained in Eq. (8), since this

form of complex number, termed Cartesian representations, can be

expressed as polar representations (ri) according to:

zi = Xi + iYi = ai( cosGi + i sinGi) (11)

Firstly, interpolation is conducted on each Xi and Yi data,

respectively, resulting in interpolated real (X
0
i ) and imaginary (Y

0
i )

data. Then, using (X
0
i ,  Y

0
i ),  the interpolated amplitude (a 0

i) and

phase lag (G 0
i) for a constituent can be calculated via: for amplitude
TABLE 1 Comparison of three online hydrodynamic models with data assimilation that produce open-access tidal harmonic constant databases.

Model name (and reference)

Global model Regional model

TPXO09 FES2014 NAOJ.99b

(Egbert and Erofeeva, 2002) (Lyard et al., 2021) (Matsumoto et al., 2000)

Horizontal resolution 1/30° 1/16° 1/12°

Total number of tidal constituents
provided

15 34 16

Long-period tides Mf, Mm Sa, Ssa, MSf, Mf, Mm, MSqm, Mtm –

Diurnal tides K1, O1, P1, Q1, S1 K1, O1, P1, Q1, S1, J1 K1, O1, P1, Q1, J1, M1, OO1

Semidiurnal tides M2, S2, N2, K2, 2N2
M2, S2, N2, K2, 2N2, Mu2, Nu2, T2, EPS2, La2, R2,
MKS2, L2

M2, S2, N2, K2, 2N2, Mu2, Nu2,
T2, L2

Shallow water tides M4, MS4, MN4 M4, MS4, MN4, N4, S4, M3, M6, M8 –

Assimilation method
Representer-based variational data
assimilation

Spectral Ensemble Optimal Interpolation Blending method
Note that in FES2014 Sa values are not derived from the Equilibrium tides, nor from hydrographic and atmospheric conditions, but rather from nonlinear interactions between various tidal
constituents of the same species (e.g., S2 and T2, K1 and S1, S2 and R2).
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a 0
i = z

0
i

��� ��� =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(X

0
i )
2 + (Y

0
i )
2

q
(12)

for phase lag

G
0
i = arg (z

0
i) = atan2(y 0

i,   x
0
i ) (13)

In reverse, the tidal harmonic constants derived from a tidal

model simulation can be converted into complex numbers using Eq.

(11) as follows:
Re z

0
i

n o
= Xi = a 0

i   cosG
0
i (14)

Im z
0
i

n o
= Yi = a 0

i   sinG
0
i (15)
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4 Long-term perpetual interannual
tidal prediction

4.1 Key factors for long-term tidal
prediction

When applying a hydrodynamic model to tide-dominated

continental shelves or shallow coastal seas, like the Yellow and

East China Seas, and around Antarctica where different tidal

regimes coexist (Figure 4A), frequently updated NMC factors (fi
and ui) are needed for robust perpetual interannual simulations

(Byun and Cho, 2009). The question arises: Why do NMC need

such treatment for accurate tidal predictions in these tidal regimes?
B

C D

E F

A

FIGURE 1

M2 co-amplitude and cotidal charts (A–D) around Korea Strait produced using the existing individual linear interpolation method (A, B) and the
Cartesian coordinate based linear interpolation method (C, D) with FES2014 tidal constant data (horizontal resolution of 1/16°). Plots (E, F) of the
differences between the two interpolated charts (i.e., (A−C), and (B−D) are shown to highlight the errors introduced using the existing linear
interpolation method (E, F). Phase lags are referenced to Greenwich. The magenta star indicates the location of Yeosu Tidal Station, which is
operated by KHOA.
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To elucidate, we used T_Tide’s t_vuf.m function (Pawlowicz et al.,

2002), to examine variations in the daily NMC factors for three

major lunar tide constituents (K1, O1 and M2) over a 40 year period

for Yeosu, Korea, as illustrated in Figure 4. Variations in the diurnal

O1 tide NMC were the largest, with the fO1
and uO1

ranges being

0.387 (0.800 ~ 1.187) and 22.56° (-11.35° ~ 11.21°), respectively.

Variations in K1 tide NMC were second largest, with the ranges of

fK1
and uK1

being 0.232 (0.881 ~ 1.113) and 17.82° (-8.89° ~ 8.93°),

respectively. In contrast, variation in the semidiurnal M2 tide’s

NMC were relatively small, with the fM2
and uM2

ranges being 0.075

(0.963 ~ 1.038) and 4.28° (-2.02° ~ 2.26°), respectively.
Frontiers in Marine Science 06
The implications of these NMC factor variations differ for

different regions, such as around Antarctica versus in the East Sea

(Figure 4A), since these environments are characterized by different

kinds of tidal conditions, including semidiurnal versus diurnal tide

dominance (Byun and Hart, 2020; Byun and Hart, 2022). The

resulting variations in tidal heights are less pronounced in

semidiurnal versus diurnal regimes, with the latter experiencing

much larger tidal range variations over 18.61 yr cycles due to the

influence of diurnal nodal factor variation, which is greater than

that of the semidiurnal M2 tide (e.g., compare nodal amplitude

factors between 2006 and 2015 in Figure 4B). Of note, variations in
B

C D

E F

A

FIGURE 2

M2 co-amplitude and cotidal charts (A–D) off Yeosu, Korea. The interpolated charts were produced using the existing individual linear interpolation
method (A, B) and the Cartesian coordinate based linear interpolation (1/320°) method (C, D) from FES2014 tidal constant data (horizontal resolution
of 1/16°). Differences between two interpolated charts (i.e., (A−C), and (B−D) are shown to highlight the errors introduced using the existing linear
interpolation method (E, F). Phase lags are referenced to Greenwich. The magenta star indicates the location of Yeosu Tidal Station, which is
operated by KHOA.
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fO1
and fK1

are out of phase with that of fM2
while variation in uK1

is

in phase with that of uM2
but not with that of uO1

(Figure 4C).

Another consideration is whether theoretically calculated NMC

factor values can represent actual observed oceanic tide variations.

To illustrate this, a time series of the K1, O1 and M2 constituents’

harmonic constants was calculated at annual intervals without

NMC, using tidal harmonic analysis over 52 years (1969-2020) at

Yeosu. Results indicate the existence of nodal modulation effects

that are similar to the theoretically proposed variations (Figure 5).

The major lunar tidal harmonic constants (amplitudes and phases)

calculated from the observed annual sea level data varied across the

18.61 yr nodal cycle. In comparison with the variations in K1 tidal

amplitudes, those of the O1 were larger and their phase lags were

180° out of phase (Figures 5A–D).

Root mean square errors (RMSEs) and coefficients of

determination (R2) between the observed and theoretically
Frontiers in Marine Science 07
determined tidal constants for the two diurnal tidal constituents

(K1 and O1) were calculated to verify their similarity. The RMSE

and R2 results were 0.21 cm and 0.98 for the K1 amplitude, 0.68° and

0.99 for the K1 phase lag, 0.15 cm and 0.99 for the O1 amplitude,

and 0.76° and 0.99 for the O1 phase lag, respectively. For the M2, the

RMSE and R2 values were 1.21 cm and 0.85 for the amplitude and

0.82° and 0.71 for the phase lag, respectively. These results suggest

that the theoretical values used in tidal prediction can successfully

represent nodal modulation. Similarly, Feng et al. (2015)’s results

confirmed that long-term annual harmonic analysis results for the

main tidal constituents along China’s Yellow and East China Sea

coasts agreed with theoretically determined results.

Two general approaches exist for including NMC in ocean

model tidal predictions: (1) external calculation of fixed (e.g., model

start-time) NMC factors (fi and ui) and astronomical arguments (Vi

) during the generation of tidal forcing input data; and (2) internal,
B

C D

E F

A

FIGURE 3

Maximum differences in amplitude and phase lag of the M2 constituent (A, B) along longitudinal girds at each latitudinal grid point, derived from
Figures 1E, F. Differences in amplitudes and phase lags along southern boundary of the Korea Strait domain (C, D) of Figure 1 and in the Yeosu
coastal domain (E, F) of Figure 2.
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continuous, online updates of NMC factors during model

simulations, using pre-processed tidal harmonic constants. When

simulating only one or two years of tidal data, using externally

generated, fixed NMC factors based on input tidal forcing data (i.e.,

1) can prove an efficient approach, with only minor errors.

For example, as pointed out by Byun and Cho (2009), a regional

ocean circulation model such as ROMS usually uses fixed NMC

factors calculated once, with tidal forcing input data generated at

start time and no subroutine for NMC updates in the model. A

better approach when using ROMS is to externally calculate NMC

factors once for the middle of the prediction time, and to combine
Frontiers in Marine Science 08
this with continuous tidal constant adjustments using the NMC

factors across the entire tidal prediction period. This is an

acceptable approach for simulations of <1 year since fi and ui
change slowly across the18.61 year nodal cycle (Figure 2), which is

similar to the tidal prediction approach used in T_TIDE, as

demonstrated by Byun and Hart (2019).

Such a simple approach is, however, inappropriate for longer-

term perpetual tidal predictions. The use of fixed NMC factors

means this approach can produce significant errors if used, for

example, in multi-decadal or other long-term simulations of the

ocean climate or in ocean operating systems. Instead, NMC factors
FIGURE 4

Map of (A) global distribution of semidiurnal (F<0.25), mixed mainly semidiurnal (0.25<F<1.5), mixed mainly diurnal (1.5<F<3.0) and diurnal tides
(F>3.0) (classified using the tidal form factor amplitude ratio of F=(K1+O1)/(M2+S2)), using the FES2014 model database of tidal harmonic constants.
Variation in nodal amplitude factors (B) and nodal angles (C) of the three main lunar tidal constituents (K1, O1 and M2) from 2011 to 2050 at Yeosu,
on the central south coast of Korea (see location in Figure 1), estimated at daily intervals using T_Tide’s t_vuf.m program (Pawlowicz et al., 2002).
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should be continuously updated (at least at annual timescales) to

produce accurate variations in tidal harmonic constants when

attempting to simulate the tides and processes they affect over

timeframes greater than two years.
4.2 Long-term perpetual interannual tidal
prediction

Over decadal scale studies, frequent NMC factor updates are

required to produce accurate perpetual tidal simulations (Howard

et al., 2019) or to predict nuisance or extreme flooding risks (Ray
Frontiers in Marine Science 09
and Foster, 2016; Talke et al., 2018). Accuracy can be achieved in

regional ocean models by including NMC effects in either external

or internal tidal forcings, with the correct assignment of time

stamps in configuration files, such as in ‘roms.in’. Another

effective approach is to employ a new external tidal forcing file

for each simulated year, with these files containing new tidal

harmonic constants produced using mid-year estimates of the

lunar tidal constituents’ nodal amplitude factors and nodal angles.

To overcome NMC issue, a well-known and relatively simple

conventional tidal prediction algorithm such as TASK-2000’s

‘marie.f’ (Bell et al., 1999) can be adopted in regional tidal

predictions. In ROMS, this subroutine can be included in the
FIGURE 5

Annual variation in amplitudes (A, C, E) and phase lags (B, D, F) for the three main lunar tidal constituents (K1, O1 and M2) from 1969 to 2020 at
Yeosu, Korea. Red open circles are the harmonic constants estimated using year-long observation records with T_Tide (Pawlowicz et al., 2002),
without nodal modulation correction (i.e., with single nodal amplitude factor and nodal angle values employed for each constituent from the middle
of each observation year). Blue lines are the mean tidal constants over the entire 52-year record. The black solid dots on black lines are the annual
harmonic constants calculated by multiplying the mean tidal constants by the nodal amplitude factors and nodal angles for each year as derived
from T_Tide’s t_vuf.m program. Note that linear trends were removed from the M2 tidal constants only.
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‘ROMS\Nonlinear\set_tides.F’ file to calculate the lunar tidal

constituents’ astronomical arguments (Vi), nodal amplitude

factors (fi) and nodal angles (ui) internally over the period

covered by model simulations. In ‘marie.f’, algorithms for

calculating the five fundamental astronomical variables can be

replaced by those of Foreman (1977) for predictions covering the

years 1801 to 2099, to overcome leap year time parameterization

issues (Byun, 2010). Refer to Byun and Cho (2009) for more details

on the importance of NMC effects in coastal ocean model tidal

prediction. This paper’s Supplementary Material contains a

modified version of ‘set_tides.F’ for use in ROMS that solves both

the frequent NMC effect issue of the original, with this new code

successfully tested in the ROMS 4.0 trunk version 1108.

For any robust tidal forecasting simulation (e.g., from multi-

decadal forecasting simulations through to a couple of days of

operational simulations) in ROMS using either external or internal

NMC, it is important that times stamps are correctly characterized

in ‘roms.in’. For example, ‘roms.in’ contains standard input

parameters for ROMS execution after compiling. Therein it is

essential that time stamp variables are employed correctly,

including for model initialization (DSTART), the tidal forcing

start time (TIDE_START), and for model output reference times

in NetCDF format (TIME_REF). For typical perpetual interannual

tidal predictions using the modified ‘set_tides.F’, ‘TIME_REF = -2’

is employed, which refers to time elapsed (t − t0) since 1968-05-23
(i.e., Julian day 2440000), the program default start time (t0 =
2440000 days). ‘DSTART’ value is calculated in MATLAB as a

modified Julian date of the start time (YYYY MMDD) according to

‘juliandate ([YYYY MM DD])– 2440000’ (a modification that

reduces day digital numbers). For example, if DSTART=19618

days, this means that the ROMS starts on February 7, 2022,

according to ‘datevec(DSTART+ t0)’ in MATLAB. For our

modified version of ‘set_tides.F’, ‘TIDE_START is unutilized,

such that it is given as TIDE_START=0.
5 Production of tidal
harmonic constant databases
for regional oceans

As noted earlier, high spatial resolution tidal harmonic constant

data are needed to model tides and tidal currents in regional and

coastal ocean settings. A tidal harmonic constant database can be

produced to provide the tidal forcing input data required for such

ocean models using (1) a tide model generated hourly predicted

tidal height data at each grid point, and (2) harmonic analysis of

these data to calculate their harmonic constants.

The latter harmonic analysis step is similar to that performed on

sea level observation records. Three key points must be carefully

checked to ensure reliable tidal harmonic constants are generated in

such simulations: (1) whether NMC effects have been included

properly or excluded from model simulations; (2) the minimum

length of simulated tidal height data required for harmonics

analysis to produce the tidal harmonic constants needed; and (3)

the phase lag time zone employed.
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Firstly, when a model is used to simulate tides based on Eq. (3) or

(4) with NMC factors and astronomical arguments, a conventional

tidal harmonic analysis program (e.g., Task-2000, IOS, T_TIDE and

UTide) can be used to produce a tidal constant database. Note that

each tidal analysis and prediction package employs their own tidal

constituent notations and slightly different angular speeds (e.g., wM1

= 14.4920521° hr-1 in Task-2000 versus wNO1= 14.4966939° hr-1 in

IOS, T_TIDE and UTide; or wSa= 0. 0410686° hr-1 in Task-2000

versus wSa= 0.0410667° hr-1 in IOS, T_TIDE and UTide. Sa angular

speed differences, for example, are produced by exclusion or inclusion

of the perihelion term, which modifies the Sa constituent phase lag by

0.0000019617° hr-1. These different tide model approaches have

significant effects on calculated phase lags: for example, Byun et al.

(2021) found a 77° difference in the Sa phase lag results produced

using IOS (T_TIDE and UTide) and Task-2000 for the year 2000.

Identical tidal constituent names and periods should be employed in

the tidal analysis program used to calculate the tidal harmonic

constants and/in the regional ocean tide model for which these

tidal forcing data are produced. In addition, when tidal model

simulations exclude NMC factors and astronomical arguments, the

harmonic constants used in the model’s tidal forcing can be extracted

using least-squares fitting.

The question arises as to what duration of simulated elevation data

are needed to obtain the tidal constants of the constituents employed in

the initial harmonic analysis. Pairs of neighboring constituents (i, j)

with similar angular speeds (wi, wj) can be separated out using data

spanning their synodic period (SP), as calculated by:

SP(i, j) =
360 °
wi − wj

(14)

(Pugh and Woodworth, 2014) and listed in Table 2. For

example, for a model run using the four major tidal constituents

(M2, S2, K1 and O1), at least 15 days of hourly tidal height outputs

are required for subsequent harmonic analysis of these data to

produce accurate tidal constant results, including separation of the

M2 and S2 constituents. Note that when beginning the model from a

‘cold start’, additional spin up time should be added to the

minimum model run time needed to separate neighboring.

In addition, when a model is run with the eight major tidal

constituents (M2, S2, N2, K2, K1, O1, P1, and Q1), at least 183 days of

modeled tidal height data are needed to separate neighboring

constituent pairs such as the semidiurnal S2 and K2 tides and the

diurnal K1 and P1 tides (Byun, 2011).

Lastly, the tidal constituents’ phase lag reference should be

indicated, based on the time zone used in model simulations. When

local time zones (Greenwich mean time zone) are used in

simulations, the harmonically analyzed phase lags must also be

referenced to this time zone.
6 Summary

This work provides robust technical guidance for researchers

wanting to successfully establish regional or coastal ocean forecasting

systems with embedded tidal processes. Of significance, advice is
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provided for achieving accurate perpetual multi-decadal tidal predictions,

as needed in studies of future ocean climate changes and/or tidal

inundation risks in tide dominated environments. This work includes

essential information for (1) generating accurate high resolution tidal

forcing inputs for models based on coarse resolution tidal constant

databases, and (2) the steps required for producing accurate long-term

perpetual tidal predictions (Figure 6). By way of a practical solution, an

approach for tidal prediction in ROMS is provided (including amodified

set_tides.F code, in the Supplementary Material), resolving issues

associated with using this model for continuous long-term tidal

predictions. A successful procedure is explained for producing the tidal

harmonic constants needed as regional and coastal ocean model input

data, based on tidal heights simulated by a tide model.
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FIGURE 6

Comparison of (A) simple (error prone) and (B) improved alternative (standard harmonic prediction based) methodological procedures for generating
the tidal forcings file needed to predict tides in regional and coastal ocean models.
TABLE 2 Key pairs of neighboring semidiurnal and diurnal constituents and their synodic periods (which correspond to the modeled sea level dataset
durations required to separate out paired constituents via conventional harmonic analysis), and individual constituent angular speeds.

Tide species Constituent pairs Synodic period (days) Individual angular speeds
(wi , ° hr

-1)

Semidiurnal constituents

(M2, S2) 14.765 wM2
=28.9841042

wN2
=28.4397295

wS2 =30.0000000

wK2
=30.0821373

wQ1
=13.3986609

wO1
=13.9430356

wP1 =14.9589314

wK1
=15.0410686

(M2, N2) 27.555

(S2, K2) 182.621

Diurnal constituents

(K1, O1) 13.661

(O1, Q1) 27.555

(K1, P1) 182.621
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