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The sound velocity profile is the base of various underwater acoustic equipment. In

this paper, a low-cost sound velocity profiler is designed based on the time

difference method. It mainly includes three parts: the control unit, the storage

module and the ultrasonic measurement module. Its overall volume is small, and

the standby power consumption is low. It can be integrated into various

underwater measurement platforms and profilers to realize the sound velocity

measurement, and it also could be used as a self-contained sound velocity sensor.

Furthermore, according to the sound velocity measurement principle and

response characteristics, a calibration algorithm based on Recurrent Neural

Network (RNN) and Discrete Wavelet Transformation (DWT) is proposed, which

can improve the accuracy and adapt to the nonlinear response of the system by

using multiple sets of time data obtained from the measurements. It is verified by

calibration experiments that the neural network calibration algorithm can

effectively reduce the nonlinear system error in the measurement, and its effect

is better than the traditional linear regression method. The designed system

prototype can achieve measurement accuracy of 0.05m/s after calibration,

which can meet the needs of low-cost and high-precision underwater sound

velocity measurement.

KEYWORDS

calibration, discretewavelet transform, ranging, recurrent neural network, soundvelocity profiler
Introduction

According to the different measurement applications and methods, the mainstream

methods of obtaining sound velocity profiles can be roughly divided into inversion

methods (Bela Santos et al., 2017; Huang et al., 2021) and measurement methods (Didier

et al., 2019). Among them, the inversion method usually uses underwater acoustic

equipment to directly perform acoustic detection on a large range of seawater. One
frontiersin.org01

https://www.frontiersin.org/articles/10.3389/fmars.2022.996299/full
https://www.frontiersin.org/articles/10.3389/fmars.2022.996299/full
https://www.frontiersin.org/articles/10.3389/fmars.2022.996299/full
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fmars.2022.996299&domain=pdf&date_stamp=2022-11-10
mailto:keliulong@hainanu.edu.cn
mailto:chongshen@hainanu.edu.cn
mailto:tianc@idsse.ac.cn
https://doi.org/10.3389/fmars.2022.996299
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/marine-science#editorial-board
https://www.frontiersin.org/marine-science#editorial-board
https://doi.org/10.3389/fmars.2022.996299
https://www.frontiersin.org/journals/marine-science


Zhang et al. 10.3389/fmars.2022.996299
method is to use high-power underwater acoustic transceiver

equipment to form an underwater acoustic network, measure

the time delay of sound propagation on all paths, then estimate

sound velocity profile. It is also possible to use a multi-beam

echo sounder to measure the time delay of sound wave reflection

in waters with known depths, and then use mathematical tools to

model and invert the actual sound speed profile. The inversion

method does not require any the traditional sensor in process of

obtaining the sonic speed, and its measurement accuracy and

efficiency are usually related to the algorithm used in the

inversion. The other measurement method is to measure the

sonic speed of water samples directly at a specific location.

According to the measurement principle, it can be divided

into indirect measurement method and direct measurement

method. The indirect measurement method does not directly

measure the propagation rate of sound waves in water. The

sensor used is mainly the Conductivity-Temperature-Depth

Profiler (CTD) (Shi, 2006). Based on the obtained temperature

and salinity data, the formula is used to estimate sound velocity

value of the corresponding point, where empirical formula

algorithms include Del Grosso algorithm (Del Grosso and

Made, 1973), Wilson algorithm (Wilson, 1959) and so on (Liu

et al., 2020). In practical measurement applications, indirect

measurement methods using empirical formulas usually have

significant limitations (Talib et al., 2011). Since the data

measured by the temperature and salinity sensor also has

errors, these errors may be further amplified by the empirical

formula, and the accuracy of the empirical formula itself is

limited, so the calculated sound velocity value may have a large

error with the real value. The direct measurement method is a

more intuitive measurement method (Xue et al., 2018). Its main

principle is to use an acoustic sensor to measure the wavelength

or propagation time of sound waves in water to calculate the

sonic speed. According to the different measurement methods, it

can be divided into phase comparison method, resonance sound

spectrum method and time difference method. The three

methods measure the wavelength, spectrum and propagation

time of sound waves respectively. The phase comparison method

is to determine the wavelength by comparing the phase

difference of a sound wave with a fixed frequency at two

points (Chen et al., 2011; Yang et al., 2021; Cheng and Lou,

2022). Resonance spectrometry uses an excitation signal to

induce the resonance of seawater in a certain space (Akbar

et al., 2019; Siyu et al., 2020). The frequency of the resonance is

independent of the excitation function used, but an inherent

property of seawater as an elastic body. According to the change

of the resonant sound spectrum of the object, the parameters

such as the density, elastic coefficient, acoustic impedance and

sonic speed of the object can be studied. The time difference

method is to directly measure the time required for the sound

wave to propagate a fixed length in the seawater to be measured.

Compared with other sonic speed measurement methods, the

time difference method has a faster response speed. The sensor
Frontiers in Marine Science 02
using the time difference method is small in size and low in

power consumption, hence the time difference method is very

suitable for field measurements (Ko et al., 2012; Sun et al., 2020;

Liu et al., 2021; Sun et al., 2021; Zhang et al., 2021). Most

underwater sound velocity measurement sensors and profilers

on the market use the time difference method. The most critical

step in the time difference method is to measure time. The

smaller the volume of the sound velocity probe, the higher the

accuracy of time measurement is required. With the rapid

development of various radar, ultrasonic or laser-based

ranging sensor technologies in recent years, the design process

of Time to Digital Converter (TDC), the core component used to

measure time, has also become more and more mature. There

are a large number of TDC chips that can meet the requirements

of low-cost and high-precision time measurement, and their

time resolution is usually in the picosecond level, which can also

meet the needs of small transit-time sound velocity

measurement sensors (Rostami et al., 2020; Garzetti et al., 2021).

In this paper, a low-cost, low-power, miniaturized time-

difference sound velocity profiler is designed, and a dedicated

calibration algorithm for the system is proposed based on RNN

and DWT. In order to reduce the system’s demand for hardware

computing power as much as possible, the measurement system

adopts a marginal design. The main control module in the sound

velocity profiler is only responsible for process control and data

interaction, and all computing processes are completed by the

data processing terminal. The calibration algorithm of the

measurement data is based on the RNN framework, which can

calibrate the nonlinear error in the sensor response curve to

adapt to the low-cost probe with poor acoustic performance, and

can fuse multiple measurement data at the same time to utilize

the repeated information in the measurement data to improve

the measurement precision.
The principle of time difference sound
velocity measurement sensor

According to the types of measurement circuits, the time-

difference sound velocity sensor can be divided into ring-sound

type (Yang et al., 2021) and transit time type (Kalisz, 2003). The

ring-sound method, also known as the cyclic pulse method, is a

very classic time difference measurement circuit. The basic idea

is to connect the water to be tested and the transceiver

transducer in series as a delay device in a self-excited circuit,

and then measure the period or frequency of the pulse excitation

signal in the circuit to obtain the specific time delay of sound

propagation. The ring-sound sensor will continuously repeat the

measurement process during the working process, and through a

reasonable calculation method, the effect similar to the averaging

of repeated measurements can be achieved to improve the

accuracy of the measurement results. The disadvantage is that

the ring-sound sensor needs to repeat the measurement
frontiersin.org

https://doi.org/10.3389/fmars.2022.996299
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Zhang et al. 10.3389/fmars.2022.996299
continuously, which will inevitably greatly improve the overall

power consumption and response time of the system, and

because the signal generation and detection depend on the

analog circuit, it is difficult to accurately analyze the noise and

other disturbances in the circuit. Time of Flight (TOF) sensor

can measure the propagation time of a single sonic speed. Due to

the high demand for hardware in principle, its appearance and

development are later than the ring-sound type. The transit time

measurement method using the reflective structure is also called

the pulse echo method. The circuit will directly measure the time

required for the sound wave to be sent to the echo signal to be

received, thereby obtaining the sonic speed in the water. The

accuracy of TOF measurement is related to the time resolution

and propagation distance of the measurement system. When the

sonic speed in the water to be measured does not change much,

the longer the distance of the sound propagation path and the

more accurate the time resolution, the more accurate the

measured sonic speed.
The design of system

The sound velocity profiler designed in this paper is

intended to be used as a general-purpose sound velocity sensor

module to be applied to various small underwater observation

platforms. In order to adapt to different platforms and facilitate

secondary development, the designed software and hardware

system can be used as a lower module. The serial port receives

commands and sends data, and it can also be used independently

as a self-capacitive sensor when only the power supply battery is

connected. Some parameters of the system are shown in Table 1.
Hardware design

The designed sound velocity profiler is integrated on a small

PCB board, and the overall hardware architecture is shown in

Figure 1. The circuit can be divided into four parts: power supply

module, ultrasonic measurement module, data storage module

and main control.
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In the process of hardware development and debugging,

three versions of PCB boards have been designed successively,

and the corresponding PCB is shown in Figure 2. The first

version of the PCB (left) uses two layers of wiring, with a length

of 74mm and a width of 52mm. The main signal lines on the

board have terminals for easy debugging, which are mainly used

to verify the working principle of the hardware; the second

version of the circuit (upper right) with a high-precision

oscillator is used as a synchronous clock signal, and the

regulated power supply circuit and common terminal layout

are optimized; the PCB adopts four-layer wiring, and the length

and width are reduced to 38mm and 18mm, which are mainly

used for system performance testing. The third version of the

circuit (bottom right) adds a memory module on the base of the

second version, including a flash chip and an SPI interface for an

external SD card; the PCB is 40mm long and 15mm wide, the

layout of components has been further optimized, and the

spacing and arrangement of some signal lines are adjusted to

reduce crosstalk.

In order to meet the long-term work needs of the system on

various underwater observation platforms and the low-cost

design characteristics, MSP430G2XX Series MCU produced by

Texas Instruments is selected as the main control chip, with an

area only half of that of other conventional MCU of MSP430

series, which is suitable for the hardware system design with

limited space. In this design, about 32 bytes of data from the

TDC chip need to be recorded for each measurement, and the

storage in the MCU is very limited, so an external storage device

is required to store the measurement results to meet the non-

real-time measurement requirements of self-capacitance sensor

data. The circuit supports two kinds of storage devices, micro SD

multimedia memory card (MMC, Multimedia Memory Card)

andW25QXX series chips. Among them, the W25QXXmemory

chip is integrated on the PCB, and the micro SD card is

externally connected. In the sensor platform containing the SD

card storage device, the reserved SPI bus interface can be directly

connected to the SD card to realize centralized data storage. The

ultrasonic measurement module is the core device of the whole

system, which includes two time-to-digital conversion chips

TDC7200 and TDC1000. The TDC7200 undertakes the task of

high-precision timing in the circuit, and can precisely measure

the time interval between the start signal and up to five end

signals. The chip contains a high-frequency oscillator and is

equipped with a calibration function, which can compensate for

the timing deviation caused by factors such as temperature

changes according to the external clock time base, so as to

obtain picosecond-level accuracy. The TDC7200 also supports

multi-cycle measurements, where results from up to 128

measurement cycles can be added for averaging for higher

measurement accuracy. Therefore, it is suitable for the design

of sensor calibration algorithm based on neural network for this

system. TDC1000 is an analog front-end for ultrasonic

induction, which is directly connected to the transducer probe.
TABLE 1 Parameters of the system.

Parameters Value

Supply voltage 4.5-5.5V

Standby power consumption <1mW

Storage capacity 8MB/16MB

Serial communication rate 9600-115200bps

Sampling interval 0.5~10s (configurable)

Single measurement error < ± 0.1m/s

Measurement response time <5ms

Range 1440-1550m/s
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The pulse frequency of the transmitted signal, the amplification

gains of the received signal and the detection threshold can be

adjusted according to the configuration. The internal amplifier

has low noise and interference, so as to meet the requirements of

high precision ultrasonic testing.
The design of software control process

In this sound velocity profiler, the MCU is only responsible

for the enabling and data transmission of each chip on the

control board, and it does not receive the analog signal generated

during the measurement process. The processing of the

ultrasonic signal and the precise timing are realized by two

time-to-digital conversion chips respectively. The program

running on the measurement system mainly includes the main

loop, measurement program, data recording and serial

port services.

The main loop is shown in Figure 3. The main program is

responsible for receiving the timing interrupt from the timer and

the receiving interrupt of the UCA0 serial port under the UART

configuration. The interrupt service corresponds to the timing

measurement program and the serial port control program

respectively. In the running cycle, the MCU can be divided

into two states: work and sleep. When waiting for the

measurement, the MCU enters the low-power mode to reduce

power consumption. At this time, the global interrupt is enabled,

and the MCU will be woken up by waiting for the timer or serial

port interrupt. When the system receives the interrupt message,

it determines the program to be run according to the current

interrupt type, and it enters the sleep mode again after executing

the target program to save power consumption. During the
Frontiers in Marine Science 04
execution of one interrupt, the MCU will shield other interrupts

to avoid data conflicts. In a measurement cycle, the time

required to measure data and communicate is very short, and

the MCU does not need to perform operations most of the time,

and is in a dormant state, which can greatly reduce the average

power consumption of the main control module.

The measurement program is mainly responsible for

controlling the TDC chip to perform a measurement and reading

the measurement results into the memory. It also updates the

system time and TDC measurement configuration before the

measurement starts. After the serial port transmission is enabled,

the data will be sent directly through the UART serial port.

The data logging system supports two storage devices, SD

card and flash memory chip, which can be selectively used

according to actual needs. If one of the storage devices is not

connected or the writing fails, it will skip and continue. Some SD

cards do not support the reading and writing of data of any size,

so it is necessary to set a buffer in the program, and it writes all

the data in the buffer to the SD card after the amount of data

reaches a certain level. When the serial port receives data, the

serial port receiving interrupt will be generated. At this time, the

serial port service program is opened, and the received data is

read one byte at a time. When the end character is received, or

the serial port has not received data for a certain period of time,

the corresponding received instruction will run.
Echo signal modelling

In the narrowband ultrasonic ranging system, the time

domain waveform of the ultrasonic echo signal can be

expressed as a mixed exponential model as shown in Equation 1.
TDC7200MCU transducer

Reflector

TDC1000

SPI bus

Storage 

device

Acoustic 

signal

Start

End

Clock source

 
FIGURE 1

System hardware structure.
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s(t) = A(t − t)m cos (2p f (t − t) + q)e(t−t)=T (1)

where A is the amplitude of the signal; m is an integer, usually 1,

2 or 3 depending on the system parameters; f is the center

frequency of the signal, which is 1MHz in this system; j is the

initial phase, generally 0. In the parameters of the simulated echo

signal, the larger the value of m, the slower the envelope

attenuation of the echo signal. According to the actual

situation, m=2 is selected as the simulation parameter, and the

simulation image is shown in Supplementary Figure 1.

The echo waveform actually measured when the water

temperature is 25°C is shown in Supplementary Figure 2. It

can be seen that the measured waveform is quite different from

the single-channel echo signal under the mixed exponential

model in Supplementary Figure 1. Considering the overall

small size of the sensor, the transducer and the reflective

surface cannot be equivalent to an ideal sound source during

the sound propagation process, and multipath effects may occur

during the propagation process. After adjustment by the

simulation experiment, the response of the multipath channel

is shown in Supplementary Figure 3, i.e., the channel model after

combining the multipath effect and the mixed exponential

model is similar to the actual response of the transducer. The

simulated waveform after adding the multipath effect is shown in

Supplementary Figure 4.
Response performance test of
sound velocimeter

Because the calculated TOF contains the systematic error

caused by the characteristics of circuit components and sensor

structure, it cannot be directly used as the ultrasonic propagation
Frontiers in Marine Science 05
time, which will result in the low sound velocity value, thus the

data need to be calibrated. Under the condition of fixed distance,

the sound velocity is inversely proportional to time, so after

selecting the reciprocal of any timing result as the reading of the

sensor, the calibration curve of the sensor can be linearly fitted by

the least square method. Under the ideal condition without any

interference factors, the echo signal waveform received by the

transducer during each measurement is identical, and the distance

between each detected zero crossing point is equal to the period of

the ultrasonic signal, so the distance between each zero-crossing

point is fixed. When there is only additive white Gaussian noise,

the five zero crossing moments can be approximately regarded as

fivemeasurements of the same TOF value. Theoretically, using the

average value of the five time points as the measurement result of

the sensor can improve the measurement accuracy. However, due

to the multi-path fading effect and frequency selective

characteristics in the sound propagation process, the phase

difference of each signal may not be fixed, resulting in the

position of the five zero crossings detected in the echo being

affected to some extent.

In order to verify whether the actual performance after

averaging the five time points measured by the sensor meets the

needs of sound velocity measurement, a principle verification

experiment was carried out in a laboratory water tank. Place the

sensor to be tested in the water tank, control the water

temperature to change continuously within about 8°C ~32°C,

and the sensor samples every 1 second. MATLAB is used to read

and process the collected data through the serial port. Figure 4

shows that five zero crossing times collected by the sensor and the

change of water temperature with time. In order to more clearly

display the response of the sensor, take the temperature in the

water tank as the abscissa and the measured five time points as the
FIGURE 2

Physical diagram of circuit board for test.
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ordinate, and only select the image drawn by the experimental

data whose temperature is within the range of 15 to 20°C during

the process of temperature rise and fall, as shown in Figure 5.

The trends of the measured values in Figures 4, 5 shows that

there is a small nonlinear error related to temperature changes in

the fitting results, and the five measurement points are affected to

different degrees, and the nonlinear characteristic of t3 is the most

obvious. The sound velocity measurement equipment requires

very high accuracy for time measurement, and the results of the

response test show that there is a certain nonlinear error in the

measurement results of the sensor, and the averaging method

cannot completely solve the nonlinear error. The accuracy is

difficult to meet the needs of practical applications under

specific conditions. Designing and developing a data calibration

algorithm for the data receiving end is an optimal solution to

further improve the measurement accuracy.
Design of sensor calibration algorithm
based on RNN and discrete
wavelet decomposition

Neural network (Abiodun et al., 2018) is an artificial

intelligence algorithm whose structure is similar to the way
Frontiers in Marine Science 06
of neural connections in living organisms. The network

consists of an input layer, an output layer and a hidden

layer. Each layer has several neurons, and its input can be a

scalar, a vector or a higher-order tensor. This structure is also

called a multi-layer perceptron (Multi-Layer Perceptron,

MLP). Neural networks with multiple hidden layers are

called deep neural networks. Through the training process,

deep neural networks can simulate the input-output

relationship of any function, or learn the abstract rules

between input and output, and are widely used in data

fusion and compression, curve fitting (Shao et al., 2016)

and pattern recognition (Mikheev et al., 2020; Li et al.,

2021). Generally speaking, the more layers a neural network

has, the stronger its ability to learn details and abstract

information, and the longer the training process will take.

The number of layers of the hidden layer can be adjusted

according to the needs. The selection of the number of

neurons in each layer in the layer has no theoretical

guidance and needs to be determined by experimental

comparison. The neurons of two adjacent layers are

connected to each other, and the input vector Xk of the k-th

layer can be regarded as the sum of the vector bk after

multiplying the output vector Yk-1 of the k-1th layer by the

matrix Wk. This matrix is called the weight matrix and the
frontiersin.or
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vector is called the bias vector. Then this process can be

expressed in the form shown in Equation 2.

Xk = Yk−1Wk + bk (2)

In order to correct the nonlinear error in the sensor response

curve and further improve the measurement accuracy and
Frontiers in Marine Science 07
usability of the designed low-cost sound velocity profiler, a

sensor calibration algorithm based on RNN (Lv et al., 2021)

and Discrete Wavelet Transform (DWT) (Chaubey and Atre,

2017) is designed in this paper, which can calculate the sound

velocity value by combining the available information from the

five zero-crossing measurements. RNN is used to process time-
FIGURE 4

Curve of TOF measured value and water temperature with time.
FIGURE 5

Relation curve between TOF measured value and water temperature.
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serial signal which is similar with sequential received

measurement signal. Specifically, RNN can predict future

signal with past information, it has good performance in the

prediction and analysis of nonlinear time series signal. The RNN

can be represented by

yj(t + 1) = f (o
m+n

i=1
wjizi(t))

zi(t) =
yi(t), i ≤ n

xi−n, i > n

( (3)

where yj is the output of j-th neuron, f(·) is the activate function,

wji denotes connection weight between j-th neuron and i-th

neuron, zi(t) represents recurrent input yi or external input xi.

Discrete Wavelet Transform (DWT) can decompose signal

into a series of lower resolution components with filtering and

decimating operations. Specifically, high-pass and low-pass filters

are used to get corresponding components and coefficients which

are consisted with approximation (cA) and detail (cD) coefficients,

as in shown in Figure 6. In order to get robust relationship

between predicted results and inputs, the input signal is

decomposed with DWT into four component coefficients (cD1,

cD2, cD3, cA3), and then the four coefficients are sent to RNN

block_1 to get more refined temporal correlation and output high-

dimension result. Meanwhile, the original signal is processed with

RNN block_2 to get rough predicted result. At last, the outputs of

RNN block_1 and RNN block_2 are concatenated with a Full

Connection (FC) layer, and the result will be gotten.

RNN is suitable for processing sequence data using

historical information, and since the measurement data are

sequential and are interrelated, RNN can be used to improve

the fitting accuracy and give stable results compared with direct

calculation results. At the same time, DWT decomposes the

data into a series of components with different frequencies so

that the RNN can use rich fitting features. Therefore, stable
Frontiers in Marine Science 08
sonic speed prediction can be achieved by combining the

characteristics of RNN and DWT.

The commercial SVP as a reference and the probe of the

sound velocity measurement device designed in this paper were

placed adjacent to the water tank, and the measurement

experiment was repeated to collect enough data as a dataset

for training the neural network. The sampling interval of each

sensor is set to 0.25 seconds, and the water temperature in the

water tank is controlled to change from 35°C to 7°C within three

hours and then return to 30°C. After that, 54,000 groups of

continuous sensor measurement data were collected. In contrast,

the SVP sensor used will return a blank value when the sound

velocity data cannot be collected. The point where the blank

value is located needs to be replaced by the average of the two

nearest valid points to complete the measurement data.

Take the reciprocal of the five TOF time values as the ordinate,

and the sound velocity value measured by the SVP as the abscissa,

draw a relationship curve. The least squares method was used to

linearly fit the measured data, and outliers with residual values

greater than three times the standard deviation were eliminated

from the data. The final data are shown in Figure 7.

Due to the uneven temperature change, the measurement

densities of the two sound velocity sensors in different

temperature ranges are different during the experiment i.e., the

measurement points in the range close to the highest temperature

and the lowest temperature are denser, while the measurement

points in the middle area are sparse. In addition, there is a certain

amount of noise in themeasurement results, so using noisy data as a

training set will affect the performance of neural network training.

In order to make the points in the data set continuous and evenly

distributed, and to suppress random errors in the measurement

data to a certain extent. First, use the joint interpolation method to

increase the resolution of the measured data to 0.001m/s, so that the

measured data is evenly distributed along the abscissa, and then

perform an average downsampling with a step size of 8 on the
cA1

cD1

cD2

cA2

cD3

cA3

Signal

Multiplex data stream

Single data stream

Wavelet decomposition
RNN block_1

RNN block_2

FC

Result

FIGURE 6

The proposed data processing architecture.
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interpolated data, and finally use the interpolation method to bring

the resolution back to 0.001m/s. Taking the processed ordinate

vector and abscissa as the input value and the target value,

respectively, the training data set is obtained.

The neural network used for data calibration and fitting is

built by MATLAB, and the activation function is the hyperbolic

tangent function. The performance of data fitting is poor when

the network structure is simple, and the excessive number of

layers and neurons in the network will increase the

computational complexity and lead to over-fitting. In order

to determine the number of layers and neurons of the neural

network, a continuous section is intercepted from the data set

obtained in the previous section to test the relationship

between the performance of the neural network and the

parameters of the network construction, and finally the

number of hidden layers in the built network is determined

to be 2, each layer contains 20 neurons. 15% of the collected

datasets were selected as test set and validation set, and the rest

were used as training data. Set the number of training times to

5000 times. During the training process, the loss function of the

neural network on the test set, training set and validation set

varies with the number of training times as shown in Figure 8.

The final mean square error of the network on the training data

set is 7.5853×10-6, the fitting accuracy is calculated by three

times the standard deviation, the result is about ±0.00826m/s,

which can meet the needs of sound velocity measurement

calibration. However, the noise in the measurement data is

removed in the data processing process, and there may be
Frontiers in Marine Science 09
overfitting. The actual measurement accuracy of the neural

network needs further experimental verification.
System software and hardware testing

First, connect the system to the 5V power supply and

disconnect all other connections. The measured current of the

system in the standby state is about 190mA. Then connect the

UART serial port of the system to the PC to verify its basic

functions. Use an oscilloscope to connect both ends of the

transducer, and place the probe in water at room temperature.

The waveform on the oscilloscope during measurement is shown

in Figure 9. The two waveforms are the transmit signal and the

echo signal. Use the oscilloscope to measure the time between

the two signals. The interval, about 68 us, corresponds to the

actual measurement of the sensor.

Use an oscilloscope to connect the start signal line and the

transducer signal line of the TDC1000. The signal waveform

measured at the beginning of the measurement is shown in

Figure 10. The upper and lower signal waveforms are the 1MHz

ultrasonic pulse signal and the start signal respectively. It can be

seen that the two signals are sent out synchronously, but there is

still a level change on the transducer after the ultrasonic pulse

signal is emitted, which may be related to the frequency response

characteristics of the transducer.

Connect the end signal line and the transducer signal line of

the TDC7200. The signal waveform at the arrival time of the echo
FIGURE 7

Measured data fit results.
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is shown in Figure 11. The upper and lower signal waveforms are

the ultrasonic echo signal and the end signal respectively. It can be

seen from the figure that the envelope change of the echo signal

caused by the multipath effect has no obvious impact on the signal

detection process, and the TDC7200 chip can correctly detect the

zero-crossing point of the echo signal.

In order to measure the accuracy of the sensor, a sensor

calibration experiment was carried out in a constant temperature

water tank. From the introduction of the sonic speed in seawater

in Chapter 1, we can see that the sonic speed in water tends to

increase with temperature. When the salinity and pressure are

constant, the sonic speed in water is only related to temperature.

Therefore, temperature is selected as the variable to control the

change of sonic speed to calibrate the sensor. Using the SVP2

temperature-salt-depth sound velocity profiler produced by

VALEPORT Company as a reference, its nominal sound

velocity measurement error is ±0.02m/s.

Select 30°C, 25°C, 20°C, 15°C, and 10°C as the

measurement temperature. After the temperature of the

water tank drops to the measurement temperature point and

stabilizes, read 100 sets of readings from the two sensors

through the serial port through MATLAB, and then control

the water temperature to drop to the next measured

temperature. Finally, the readings of the two sensors at each

point are shown in Figure 12, where the sonic speed is the
Frontiers in Marine Science 10
sound speed value (right Y-axe) measured by VALEPORT

SPV2, and t1 to t5 are the five TOF moments (left Y-axe)

measured by the sensor to be calibrated.

Run the neural network trained in the previous chapter by

MATLAB, and calculate the sound velocity value output by the

time difference measured by the sensor after being calibrated by

the neural network. As a control, the regression line of the

reciprocal of the sound velocity value measured by the SVP2

profiler and the average value of the five zero-crossing points was

calculated using the least squares method. The fitting results are

shown in Equation 4, where Vcf is the output result of the linear

fitting.

Vcf = 1:16997� 5
t1 + t2 + t3 + t4 + t5

+ 136 :51134 (4)

Taking the mean value of 100 times the sonic speed

measured by SVP as the reference value, the 100 sets of data

measured at each temperature are brought into the neural

network and Equation 3 for calculation. The error between the

neural network output result and the linear regression fitting

result is shown in Figure 13. The averages of the results of neural

network calibration and linear regression calibration at each

temperature point are compared, as shown in Table 2.

Combining Figure 13 and Table 2, it can be seen that the

output of the neural network is closer to the SVP at the five
FIGURE 8

Loss curves.
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measured temperature points, and the errors are concentrated

around the zero point, and the error range is about ±0.047m/s.

It is calculated that the mean square error of the linear

regression results at each measurement temperature point is

0.0553, and the standard deviation is 0.235; the mean square

error of the output result after using the neural network
Frontiers in Marine Science 11
calibration and the reference value is 0.00025, and the

standard deviation is 0.0157. To sum up, the neural network

method designed in this paper effectively reduces the error of the

sound velocity profiler, and the final error range measured in the

laboratory environment is less than ±0.05m/s, which can meet

the design requirements of the system.
FIGURE 10

Measurement start signal and emission pulse waveform.
FIGURE 9

Transducer signal waveform during measurement.
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As shown in the Supplementary Table 1, compared with our

design, most underwater sound velocity profilers are more

expensive, and the corresponding accuracy improvement is not

significant. It verifies that our designs enable high prediction

accuracy with lower cost.
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Conclusion

In this paper, a low-cost underwater sound velocity profiler

is designed, and a calibration algorithm is proposed based on the

sound velocity measurement principle and response
FIGURE 12

Two sensor readings at different temperatures.
FIGURE 11

Measurement end signal and echo signal waveform.
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characteristics of the system. The hardware system adopts a low-

cost marginal design. The main control module is only

responsible for data collection, interaction and storage, and

does not perform data processing work, which can greatly

reduce the system’s demand for hardware computing power

and is suitable for large-scale deployment scenarios. Compared

with the traditional linear fitting, the designed neural network

calibration algorithm has better fitting and data fusion

capabilities for nonlinear response curves, and can obtain

measurement data with higher accuracy. In the future, the

design of the probe will be improved, and the performance of

the system can be further improved.
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