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Canada, 4Department of Earth, Ocean and Atmospheric Sciences, University of British Columbia,
Vancouver, BC, Canada, 5Instituto de Oceanografia, Universidade Federal do Rio Grande, Rio
Grande, Brazil, 6Department of Computer Science, University of Victoria, Victoria, BC, Canada
Classifying the ocean into regions with distinct biogeochemical or physical

properties may enhance our interpretation of ocean processes. High-

resolution satellite-derived products provide valuable data to address this task.

Notwithstanding, no regionalization at a regional scale has been attempted for

the coastal and open oceans of British Columbia (BC) and Southeast Alaska (SEA),

which host essential habitats for several ecologically, culturally, and

commercially important species. Across this heterogeneous marine domain,

phytoplankton are subject to dynamic ocean circulation patterns and

atmosphere-ocean-land interactions, and their variability, in turn, influences

marine food web structure and function. Regionalization based on

phytoplankton biomass patterns along BC and SEA’s coastal and open oceans

can be valuable in identifying pelagic habitats and representing a baseline for

assessing future changes. We developed a two-step classification procedure, i.e.,

a Self-Organizing Maps (SOM) analysis followed by the affinity propagation

clustering method, to define ten bioregions based on the seasonal climatology

of high-resolution (300 m) Sentinel-3 surface chlorophyll-a data (a proxy for

phytoplankton biomass), for the period 2016-2020. The classification procedure

allowed high precision delineation of the ten bioregions, revealing separation

between off-shelf bioregions and those in neritic waters. Consistent with the

high-nutrient, low-chlorophyll regime, relatively low values of phytoplankton

biomass (< 1 mg/m3) distinguished off-shelf bioregions, which also displayed, on

average, more prominent autumn biomass peaks. In sharp contrast, neritic

bioregions were highly productive (>> 1 mg/m3) and characterized by different

phytoplankton dynamics. The spring phytoplankton bloom onset varied spatially

and inter-annually, with substantial differences among bioregions. The proposed

high-spatial-resolution regionalization constitutes a reference point for practical
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andmore extensive implementation in understanding the spatial dynamics of the

regional ecology, data-driven ocean observing systems, and objective

regional management.
KEYWORDS

sentinel-3A, phytoplankton, bioregionalization, self-organizing maps, Northeast
Pacific, coastal oceans
1 Introduction

Despite their highly dynamic nature, physical complexity,

and rich biological activity, it is widely accepted that oceans can

be partitioned into biogeographic provinces (Reygondeau and

Dunn, 2019). The designation of provinces (also called

ecological regions or bioregions) identifies coherent and

relatively homogeneous biogeochemical regions with

observable boundaries. Overall, regionalization is a valuable

strategy for characterizing surface ocean variability, testing

ecological hypotheses, contextualizing observations, and

implementing practical and spatially relevant management and

conservation programs (Krug et al., 2017; Reygondeau and

Dunn, 2019).

In understanding ocean variability and implementing

effective management, regionalization can be helpful for

spatially constraining biological processes, including

phytoplankton dynamics in response to environmental forcing.

Phytoplankton biomass is a powerful indicator of productivity

and ecosystem functioning on global and regional scales

(Racault et al., 2014). One crucial dynamic is seasonality (or

phenology) which can cause an imbalance between trophic levels

with consequences for the marine ecosystem (Platt et al., 2007;

Asch et al., 2019). Not surprisingly, the importance of

phytoplankton and zooplankton phenology to fish stocks have

been captured in the match-mismatch and other mechanistic

hypotheses (Platt et al., 2003; Sydeman and Bograd, 2009). It is

widely recognized that a warming climate may exacerbate

phenological mismatches among trophic levels (Edwards and

Richardson, 2004), underscoring the importance of phenology

when considering ocean regionalization.

The Northeast Pacific is among the world marine regions

where ocean surface temperatures have changed most rapidly in

the past fifty years (Hobday and Pecl, 2014), and over the last

decade, it has experienced increasing marine heatwaves (Di

Lorenzo and Mantua, 2016; Amaya et al., 2020), with

considerable implications for biomass decrease and shifts in

the biogeography of fish stocks (Cheung and Frölicher, 2020;

Laurel and Rogers, 2020). However, it has been suggested that

upper ocean temperature may serve as a proxy for anomalies in

other physical variables, and it is thus not the sole or primary
02
cause of the observed biological variability (Mackas et al., 2007).

Knowing the phytoplankton seasonality more accurately,

especially in highly dynamic marine ecosystems, is necessary

to assess whether higher trophic levels can find sufficient prey

across the annual cycles, including during critical life-history

stages (Platt et al., 2003; Platt et al., 2007). Along the coastal

oceans of British Columbia (BC) and Southeast Alaska (SEA),

several studies have examined the match/mismatch dynamics

among both lower (i.e., phytoplankton and zooplankton) and

upper trophic levels (i.e., fish populations) and their connection

to changes in the physical environment (e.g., Mackas et al., 2013;

Schweigert et al., 2013; Malick et al., 2015; Perry et al., 2021;

Tommasi et al., 2021). More recently, Suchy et al. (2022) found

that early/late spring phytoplankton blooms (due to higher/

lower mean annual sea surface temperature) result in a

mismatch with the phenology of larger crustacean

zooplankton, resulting in lower overall crustacean biomass

available for the higher trophic levels. The outcomes from

these studies have highlighted how knowledge of regional

patterns in ocean conditions is essential to understanding the

response of regional fish stocks to changes in the pelagic ocean

and the cumulative effects on species that migrate between

different habitats (Espinasse et al., 2020; Shelton et al., 2021).

In this context, delineating marine regions based on

phytoplankton biomass patterns along BC and SEA’s coastal

oceans is of value in identifying their heterogeneity, defining

pelagic habitats, and representing a baseline for assessing

future changes.

Due to their ecological relevance, the shapes of seasonal

phytoplankton cycles (extracted from chlorophyll-a time series –

a proxy for phytoplankton biomass) are commonly used to

establish connections between physical changes in the

environment and biological productivity and characterize

global to regional biogeography, frequently using satellite data

(e.g., Foukal and Thomas, 2014; Kheireddine et al., 2021).

Indeed, while in situ observations can provide fine-scale and

vertically resolved information, satellite-based oceanographic

data, although limited to the ocean’s top layers, offers a

synoptic view of the ocean, both spatially and temporally,

allowing for systematic coverage of seasonality across highly

dynamic areas (Foukal and Thomas, 2014; Huot et al., 2019).
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Previous studies have used coarse spatial resolution (i.e., ≥ 1 km)

satellite data and global retrieval algorithms to examine the

spatiotemporal variability of chlorophyll-a along the continental

margin of the Northeast Pacific and its relationship with local

and basin-scale changes in the environment (e.g., Ware and

Thomson, 2005; Jackson et al., 2015; Suchy et al., 2019).

However, none of these studies used an objective approach to

categorize this region but employed grid cells (i.e., square) or

predefined polygons when considering spatial variation. An

objective regionalization approach allows identifying

ecologically meaningful regional scale partitions for the coastal

oceans of BC and SEA for the first time.

In this regard, our goal was to provide a regional

biogeochemical partitioning that minimizes subjectivity and

can be refined and continuously updated as more Sentinel-3A

satellite data becomes available. Specifically, the main objectives

of this study were to (1) delineate a biotic-based (i.e., using

Sentinel-3A satellite-derived chlorophyll-a) partition of the BC

and SEA coastal oceans into bioregions; (2) assess the resulting

bioregions in the context of current knowledge of the basin’s

oceanographic properties; and (3) evaluate their biological

relevance in terms of variability of spring blooms onset. The

operational advantage of using the Sentinel-3A satellite dataset

lies in its high spatial resolution (Harshada et al., 2021) and the

ability to use a continuous stream of data products that will allow

continuity over the following decades (Donlon et al., 2012).

Recently, Giannini et al. (2021) demonstrated the validity of 300

m spatial resolution Sentinel-3A OLCI chlorophyll-a estimates

in the optically complex coastal waters of BC and SEA and

showed the seasonal and latitudinal dynamics of chlorophyll-a

values were within expected ranges for Northeast Pacific coastal

waters. The coastal and open oceans of BC and SEA host rich

assemblages of higher trophic level communities, including

iconic marine mammals and productive fisheries with high

cultural and economic value, while also supporting a growing

aquaculture industry (Barth et al. , 2019). Objective

bioregionalization will facilitate the monitoring, management,

and conservation of these ecosystems and activities.
2 Data and methods

The bioregionalization was conducted considering the

coastal waters of British Columbia (BC) and, in part, those of

Southeast Alaska (SEA), between 57°N – 47°N and 135°W – 122°

W (Figure 1). The oceanographic region is highly complex,

influenced by ocean circulation patterns and atmosphere-ocean-

land processes (O’Neel et al., 2015). The target region is

characterized by two distinct oceanic regimes (i.e., the more

productive shelf and the oligotrophic offshore regime) with

different phytoplankton dynamics, including seasonality and

community composition (Boyd and Harrison, 1999). Satellite

data processing, the objective bioregionalization method based
Frontiers in Marine Science 03
on data mining, and the metric used to retrieve the spring bloom

onset dates are presented in the following subsections.
2.1 Satellite-derived time series of
surface chlorophyll-a

The analysis was based on satellite-derived chlorophyll-a

concentration from OLCI Sentinel-3A (ESA – European Space

Agency) from April 2016 to December 2020. The Level-1 data

were obtained from the EUMETSAT distribution through

CODA (Copernicus Online Data Access). The Level-1 dataset

was submitted to the atmospheric correction (AC; i.e., the

process of removing the effects of the atmosphere on the

reflectance values retrieved by satellite sensors.) using

POLYMER processor (v 4.10), generating the Level-2 dataset.

The recommended flags were applied on the daily products, i.e.,

‘Cloud’, ‘L1 Invalid’, ‘Negative BB’, ‘Out-of-bounds’, ‘Exception’,

‘Thick Aerosol’, and ‘High Air Mass’ (Steinmetz et al., 2016) and

the POLYMER “Case-2” flag was used to remove pixels where

the chlorophyll-a estimates are known to be highly

overestimated (Giannini et al., 2021). The “Case-2” flag

indicates pixels where highly scattering turbid waters,

occurring in coastal waters heavily influenced by terrestrial

runoff during spring and summer (Phillips and Costa, 2017),

generate poor reflectance retrievals, with substantial

underestimation in the blue wavelengths, contributing to
FIGURE 1

Study area map showing the two main currents (i.e., Alaska
current and California current) and the bathymetry of the region.
The names of the main rivers and locations cited in the text are
also reported.
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errors above 100% in chlorophyll-a (Giannini et al., 2021).

Finally, the POLYMER Level-2 data were binned (note, the

pixel-by-pixel median was preferred to the arithmetic mean to

minimize the effect of possible outliers) into 8-day composites,

generating the Level-3 dataset with 300 m spatial resolution for

the entire study region. Overall, the POLYMER atmospheric

correction algorithm can retrieve ocean color data under adverse

conditions (i.e., high aerosol optical depths, high sun-glint, and

thin clouds), providing a significantly improved coverage

(Gittings et al., 2017). In addition, when applied to the

Sentinel-3A data, the model provided the best performance

when retrieving surface chlorophyll-a from Northeast Pacific

coastal waters, outperforming other approaches, such as the

C2RCC Neural Network (for further details, see the multi-

metrics analysis in Giannini et al., 2021).

A workflow using the Microsoft Azure platform and Docker

containers was developed to implement and optimize the data

processing described above and create an automated tool for

future analyses and monitoring programs (Figure 2). A total of

~8000 Level-1 daily scenes comprising the study area were

downloaded in batch mode using a Python-based Sentinel

satellite data downloader, developed by the Copernicus project

for EUMETSAT, and stored in Blob Storage (i.e., a feature of

Microsoft Azure that allows different types of data to be stored

on the cloud) Level-1. The daily images were submitted to the

AC using a pool of 100 nodes (working in parallel) in batch

mode (Batch Pool AC; see Figure 2) executed in a specific

POLYMER 4.10 Container. The atmospheric corrected
Frontiers in Marine Science 04
chlorophyll-a Level-2 daily images were stored in the Blob

Storage Level-2. Finally, the Level-3 Binning operation was

executed in the SNAP application (v 7.0) implemented using a

Docker container, using the 100 nodes of Batch Pool Binning

(Figure 2). During the 8-day binning operation, the POLYMER

quality flags were used, as recommended, to remove bad quality

data (Steinmetz et al., 2016). The Level-3 weekly (8-day) data

were then stored in the Blob Storage Level-3 and made available

for further analysis (Figure 2).

The above procedure resulted in a weekly (i.e., 8-day)

composite time series with relatively high temporal resolution

and limited missing data. Except for 2019, all years (i.e., 2016,

2017, 2018, and 2020) showed good spatiotemporal coverage

(see Figure S1 in supplementary material). However, a Data

Interpolating Empirical Orthogonal Functions (DINEOF)

method (Beckers and Rixen, 2003) was applied to produce a

gap-free chlorophyll-a time series. The DINEOF interpolation

scheme (more details in supplementary material) has

demonstrated effectiveness for filling spatial gaps in the remote

sensing datasets (see Taylor et al., 2013) and was successfully

applied to MODIS data for the Salish Sea on the south coast of

British Columbia (Hilborn and Costa, 2018). This method allows

a more accurate reconstruction of missing data without any a

priori statistical information by identifying the dominant spatial

and temporal patterns (Alvera-Azcárate et al., 2005). The 8-day

gap-free time series (RMSE 0.16 mg/m3; 88.95% explained

variance) was then used as input for the Self-Organizing Maps

(SOMs) analysis (see next section). The interpolation procedure
FIGURE 2

Workflow showing the main steps (i.e., atmospheric correction and binning) made on the Microsoft Azure cloud computing platform to obtain
the Sentinel-3A Level-3 time series. The chlorophyll-a Level-1 dataset (~ 8000 scenes) was submitted to the atmospheric correction (AC) using
POLYMER processor (v 4.10) to generate the Level-2 dataset. The latter was binned to create the 8-day chlorophyll-a Level-3 dataset with 300
m spatial resolution. All the tasks were made in parallel (i.e., using a pool of 100 CPU cores) and executed in specific containers. Finally, the
DINEOF interpolation procedure and subsequent analyses were performed using a virtual machine within the Azure cloud platform. Note that
the DINEOF output led to the generation of a cloud-free time series of 8-day composite chlorophyll-a images. For detailed information on the
whole workflow, see section 2.1.
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and all subsequent analyses were performed within the cloud

platform using a virtual machine (Figure 2 – see small panel on

the right).
2.2 Bioregionalization approach

The identification of bioregions across the coastal oceans of

BC and SEA was based on a two-step classification procedure

(Vesanto and Alhoniemi, 2000). First, we used a Self-Organizing

Map (SOM) analysis to explore the spatiotemporal patterns of

the input data (i.e., chlorophyll-a) and synthesize the most

relevant features in a two-dimensional map. Subsequently, we

used a clustering algorithm to reduce the number of units from

the initial SOM partition into an objective number of clusters

(i.e., bioregions). When the number of SOM units (or nodes) is

significantly large, clustering the SOM units may facilitate the

quantitative analysis of the map and data contained therein

(Vesanto and Alhoniemi, 2000). A similar two-step classification

procedure has been successfully used for partitioning different

oceanic areas (e.g., Saraceno et al., 2006; Fendereski et al., 2014).

Overall, the process leads to gathering regions that exhibit

similarly shaped seasonal chlorophyll-a cycles. The procedure

is schematically shown in Figure 3, while the primary two steps

are discussed in the following subsections.

2.2.1 Self-organizing maps analysis
The SOMs analysis (Figure 3 - Box 2) was developed by

Teuvo Kohonen (Kohonen, 1982) and is a robust unsupervised
Frontiers in Marine Science 05
neural network algorithm (i.e., no need for a priori, empirical, or

theoretical description of the input-output relationships)

designed to reduce large and high dimensional datasets to a

2D network of nodes (or units). SOM has been used for various

applications in meteorology and oceanography fields (see Liu

and Weisberg, 2011 for a review). More details on the SOM

training algorithm, evaluation of its performance, and examples

of applications in oceanography are provided by Richardson

et al. (2003). One of the main characteristics of the SOM is the

preservation of the topological relationships of the input data i.e.,

similar nodes are mapped close together on the neural network,

facilitating pattern recognition in large and complex satellite

datasets (Richardson et al., 2003). In other words, at the end of

the learning process, while different patterns are located further

apart, those similar are arranged to be neighboring units on the

neural network.

The SOM analysis (Figure 3 - Box 2) was carried out using

the R package “Kohonen” ver. 3.0.10 (Wehrens and

Kruisselbrink, 2018). Before performing the SOM analysis, the

chlorophyll-a time series (Figure 3- Box 1) was log-transformed,

and an 8-day climatology was created by averaging the log10-

transformed chlorophyll-a values. The rationale for using the

log-transformed climatology as a learning database was two-

fold: 1) to minimize the effect of very high chlorophyll-a values

(especially in coastal areas) and to better consider the full range

of variability, ranging from the lowest offshore chlorophyll-a

values to the highest coastal ones, and 2) to capture the

dominant seasonal cycle shapes of chlorophyll-a. To ensure

differentiation of seasonal cycles of similar shape but with a
FIGURE 3

Outline of the two-step classification procedure performed on the Azure virtual machine to obtain the bioregions. The interpolated 8-day
composite images of chlorophyll-a (box 1) represent the primary input for the Self-Organizing Map (SOM) analysis (box 2). As a second step, an
Affinity Propagation clustering algorithm (box 3) was used to reduce the number of units (i.e., nodes) from the initial SOM partition into an
objective number of clusters (box 4). For more detailed information on the two-step classification procedure, sees section 2.2. Modified from
Liu and Weisberg (2011) and Fendereski et al. (2014).
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different amplitude, the 8-day climatology was arranged into a

matrix composed of pixel-normalized values. Specifically, the

seasonal cycle was normalized at each pixel by the annual mean

as in Foukal and Thomas (2014) and Huot et al. (2019). Since we

were specifically interested in the temporal variability, we

addressed the SOM analysis in the time domain (Liu et al.,

2016). Consequently, input data vectors (i.e., observations) have

been built using the climatological time-series at each grid point

(i.e., pixel). Thereby, the SOM pools input data into subsets of

similar chlorophyll-a temporal patterns, and all observations in a

subset are thus assigned to a node.

Concerning the SOM’s grid parametrization, nodes (or

units) were arranged on a hexagonal grid as it favors neither

the horizontal nor the vertical direction. At the same time, a

lower topographic error (i.e., a projection quality indicator) was

ensured by using the Gaussian neighborhood function

(Fendereski et al., 2014). Finally, the batch algorithm was

selected to train the SOM, and the Euclidean distance was

used to determine the similarity between nodes during the

training phase. The latter requires selecting an optimal

number of nodes (note that the number of nodes defines the

dimension of the matrix and, thus, the size of the SOM – for

example, 3x3 nodes give a map’s size of 9) and iterations (i.e.,

number of steps – at each step of the batch training process, all

observations - input vectors - are presented to the SOM nodes

before updating their values). Although no theoretical principle

exists, the choice of the map size is of fundamental importance

since it may affect the results (Richardson et al., 2003). As such,

following Elizondo et al. (2021), a rough estimate of the optimal

map size (M) was based on the total number of data points (i.e.,

pixels) in the dataset and computed with the following formula:

M =  
1
w
 ow

i=1(5   x  
ffiffiffiffi

ni
p

) (1)

where w is the number of weeks, and ni s the number of data

points in the dataset. Using equation (1), we obtained a value of

M approaching a SOM of size ~32 x 32. Therefore, keeping the

SOM dimension of 32 x 32 as a reference point, we trained SOMs

of different dimensions (between 5 x 5 and 50 x 50) and

compared them to another according to their total error

changes (see Figure S2 in supplementary material). The total

error, as in Fendereski et al. (2014), was defined as the sum of the

topographic error (TE) and quantization error (QE). The

optimal SOM size was thus based on a threshold criterion.

Specifically, the first map size chosen had the least number of

nodes, after which changes in total error did not decrease

appreciably (> 5%) when more nodes were added (Fendereski

et al., 2014; Elizondo et al., 2021). In our case, the cutoff criterion

identified the dimension of 29 x 29 as the optimal SOM

dimension (see also Figure S3 for a sample density plot for

SOM map quality). Interestingly, the 29 x 29 SOM expressed

more than 85% of the variance and was close to the map size (i.e.,

32 x 32) suggested by equation (1). Regarding the number of
Frontiers in Marine Science 06
iterations used to train the SOM, the batch-training algorithm

converges significantly faster, and 350 steps were sufficient to

converge the training processes toward a plateau. Additional

tests showed that changes to different combinations of training

parameters (e.g., the use of another distance metric or an

increased number of steps) did not reduce the total error.

However, by maintaining the same training parameter

combinations, different learning procedure replications may

yield slightly different node partitions. This is due to the

initialization of the node’s weight vector and the order in

which the data is thus presented (Solidoro et al., 2007). To

minimize this effect, node weights were initialized using a PCA-

based method, and the entire procedure was repeated twenty

times. The resulting 29 x 29 SOMs were finally compared using

the Fowlkes-Mallows (FM) similarity index (Fowlkes and

Mallows, 1983). The comparison led to calculating a matrix of

FM similarity indexes from which the SOM having the highest

FM value was chosen and used for the next step.

2.2.2 Classification into n clusters (bioregions)
Clustering similar nodes can summarize the qualitative

information provided by the SOM. We used the Affinity

propagation (AP) clustering algorithm (Frey and Dueck, 2007

- see Figure 3 – Box3). Unlike other clustering algorithms (i.e., as

K-means), AP does not require one to specify a priori the

number of clusters. The AP algorithm is based on a “message

passing” scheme in which items (i.e., data points) compete to

become exemplars. Therefore, the algorithm identifies exemplars

among data points and forms clusters of data points around

these exemplars. The latter are data points that are the best

representative of themselves and some other data points. The

algorithm, simultaneously, considers all data points as potential

exemplars and exchanges messages between them until a specific

set of exemplars and corresponding clusters emerge. In other

words, a cluster only has one exemplar (i.e., a cluster center), and

all points associated with the same exemplar are placed in the

same cluster (Frey and Dueck, 2007).

As an input, the algorithm requires information on 1)

similarity and 2) preference. Similarity reflects how well-suited

a data point is to be another one’s exemplar. The negative

Euclidean distance, the default option in Frey and Dueck

(2007), was used to measure similarity between pairs of data

points. The number of identified exemplars (number of clusters)

emerges from the message-passing procedure, but the values of

the input preference also influence it. Specifically, low preference

values lead to small numbers of exemplars, while high preference

values lead to many exemplars. By default, the preference value is

initialized to the median (q = 0.5) similarity value between all

input pairs, resulting in a moderate number of clusters (Frey and

Dueck, 2007). To be conservative (i.e., obtaining the lowest

number of clusters), we set this value to the minimum (q = 0).

The AP clustering algorithm on the previously chosen SOM of

size 29 x 29 (see the previous subsection) led to the identification
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of ten clusters. The analysis was carried out using the R package

“APCluster” ver. 1.4.8 (Bodenhofer et al., 2011).

Finally, to test whether bioregions differed in their biological

characteristics (i.e., annual mean, maximum, timing of

maximum, etc.), a non-parametric, one-way analysis of

variance by ranks (Kruskal–Wallis H test) was performed

(Fendereski et al., 2014; Ardyna et al., 2017). The biological

characteristics were calculated from the 8-day climatology time

series for each pixel within the same bioregion using standard R

functions (i.e., mean, max, min). A significant result (p< 0.05) of

the Kruskal-Wallis H test implies that at least one bioregion

differs from all others. Moreover, a multi-step a posteriori

pairwise testing procedure (i.e., Dunn’s test) was applied to

identify which bioregions differ significantly from the others

(Fendereski et al., 2014).
2.3 Timing of the spring bloom onset

The onset of the spring bloom can be a reasonably accurate

indicator of the productivity of specific marine fish populations.

For example, Malick et al. (2015) reported a statistically

significant correlation between spring bloom timing and pink

salmon productivity in Alaska and British Columbia

populations. Different metrics are typically used to define the

onset of spring bloom with remotely sensed data. These metrics

may, for example, identify the time in which chlorophyll-a

concentrations first reach a predefined absolute concentration

(e.g., Jackson et al., 2015), and define the time when the

maximum growth rate is attained (e.g., Marchese et al., 2019;

Mayot et al., 2020), or when chlorophyll-a concentrations first

rise above a threshold criterion (e.g., Zhai et al., 2011; Marchese

et al., 2017; Suchy et al., 2022), with latter being the most widely

used. The threshold criterion can be estimated from the remotely

sensed chlorophyll-a time series by fitting a Gaussian function to

the time series or carrying out a cumulative sum (CUSUM) of

the chlorophyll-a concentration (see Racault et al., 2015, and the

references therein). Given that our 8-day chlorophyll-a time

series is well distributed in time (i.e., with no missing data), and

to account for the full range of chlorophyll-a variability (i.e.,

ranging from the lowest off-shelf values to the highest on the

coastal shelf), the start day of the spring bloom was estimated

using the CUSUM method along with the utilization of a

threshold criterion. More precisely, the time at which the

cumulative biomass curve at each pixel reaches 15% of the

total biomass was identified as the bloom initiation (Brody

et al., 2013). The choice of the 15% threshold was based on

tests done using other threshold percentages (i.e., 5%, 10%, and

20%) and comparing the results to each other (data not shown).

Excluding the 5%, the different thresholds provided similar

results, with 15% yielding estimates closer to those obtained in

previous studies. Overall, the used method prevented the use of

multiple absolute concentrations (e.g., Jackson et al., 2015); at
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the same time, it defined the bloom start date even when the

chlorophyll-a increase was not distinctly noticeable (i.e., low

seasonal variation), and its inherently smoothing nature helped

to reduce short chlorophyll-a pulses and thus potential “noise”

in the data (Chiba et al., 2012; Ferreira et al., 2014; Racault

et al., 2015).
3 Results

This section is organized as follows: first, we present the

chlorophyll-a monthly climatology estimated from five years

(2016-2020) of Sentinel 3-A observations. Second, we introduce

the ten bioregions obtained from the two-stage procedure and

chlorophyll-a’s corresponding seasonal climatological cycles.

Finally, we present the spring bloom onset results in the

context of the bioregions.
3.1 Monthly climatology of chlorophyll-a

Monthly climatology estimated from five years (2016-2020) of

Sentinel 3-A observations provided a comprehensive synoptic

view of the seasonal chlorophyll-a variability over the area of

interest (see Figure 4). High chlorophyll-a concentrations were

found throughout the platform, where some productivity hotspots

are most noticeable. For instance, regions of high chlorophyll-a

concentration were observed in the Strait of Georgia (SoG) in the

proximity of the Fraser River, along the Vancouver Island shelf, in

Queen Charlotte Strait, north of Vancouver Island, and further

north in the area surroundings Dixon Shelf and Hecate Strait.

Moderate levels of phytoplankton biomass were found along the

continental slope, while low mean chlorophyll-a concentrations,

on the other hand, were observed in offshore waters. The monthly

climatological cycle showed chlorophyll-a concentrations in

February at ~0.3 mg/m3 in offshore waters and, generally, close

to ~1mg/m3 over the shelf. InMarch, an increase in chlorophyll-a

concentrations (~1.3 mg/m3) was noticeable in the southern part

of our study area (i.e., in the Strait of Georgia and Vancouver

Island shelf). Further north, a similar increase in chlorophyll-a

concentrations was visible on the east coast of Haida Gwaii. In

April and May, chlorophyll-a concentrations were visibly

enhanced across the continental shelf and remained relatively

high in summer (i.e., from June to August), especially around

Vancouver Island waters. Spring blooms were less noticeable in

offshore waters (i.e., beyond the shelf-break), where chlorophyll-a

concentrations were low (~0.3 mg/m3) and quasi-constant

through the summer. In offshore waters, an increase in

chlorophyll-a concentrations (~0.9 mg/m3) was visible only later

in the fall (i.e., from September to mid-November). By mid-

November, chlorophyll-a values were reasonably low throughout

the area of interest, except for some strictly coastal areas where

values were still relatively high. From late November through
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January, low incident sun angle and persistent cloud cover

prevented examination of satellite-derived chlorophyll-a data.
3.2 Bioregions and climatological
seasonal cycles

The ten bioregions obtained from the two-step procedure

and the climatological seasonal cycle of chlorophyll-a for each

bioregion are shown in Figures 5 and 6, respectively. Bioregions

were grouped into two broad classes, using the shelf break
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position (i.e., the 1000 m isobaths) as a discriminating

criterion, defining the separation between off-shelf (i.e., #2, 4,

5, 7; Figure 6A) and neritic (i.e., #1, 3, 6, 8, 9, 10; Figure 6B)

bioregions. The bioregions area coverage is shown in Figure S4

(supplementary material).

Off-shelf, the two outermost bioregions, i.e., #5 and #7,

displayed the lowest chlorophyll-a concentrations during

spring (i.e., peaks were below ~0.5 mg/m3 ± 0.32; Figure 6A).

Later in mid-October, chlorophyll-a increased steadily to a

maximum of about ~0.87 mg/m3 ± 0.26 in bioregion #5, but it

remained lower (0.59 mg/m3 ± 0.31) in bioregion #7. Overall,
FIGURE 5

Maps showing the spatial distribution of the ten bioregions obtained from the two-step classification procedure (see Figure 3). Each bioregion is
assigned a color (see the vertical bar on the left). Black areas denote the land.
FIGURE 4

Monthly climatological (mean 2016-2020) maps of chlorophyll-a concentration expressed in mg/m3 (see the colored bar on the top). Black
areas denote the land.
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both bioregions were characterized by weak seasonality, with

chlorophyll-a remaining very low throughout the year with

concentrations that, on average, were below 1.00 mg/m3. The

seasonal chlorophyll-a cycles of the other two off-shelf

bioregions, #2 and #4 (Figure 6A), although featuring slightly

higher chlorophyll-a values than bioregions #5 and #7, were still

characterized by a marked lack of spring bloom with

concentrations below than 1.00 mg/m3. Specifically, bioregion

#2 was characterized by a mean seasonal cycle of chlorophyll-a

showing a peak around mid-March (~0.65 mg/m3 ± 0.48) and a

second, more pronounced (~0.87 mg/m3 ± 0.6), in late October

(Figure 6A). On the other hand, in bioregion #4, the spring

bloom peaked slightly later in early April (~0.86 mg/m3 ± 0.54),

while an autumn maximum (~1.48 mg/m3 ± 0.65) was reached

around mid-October (Figure 6A). Compared to bioregion #2,

the fall chlorophyll-a maximum was higher in bioregion #4 and

occurred slightly earlier (see Figure 7E). Finally, among the off-

shelf bioregions, the climatological seasonal cycle of bioregion #4

was characterized by higher chlorophyll-a concentrations

(Figure 6 but see also Figures 7A–D).

Neritic bioregions (i.e., those along the continental shelf area)

were, on average, marked by higher chlorophyll-a concentrations and

more pronounced seasonal cycles (Figure 6B). Overall, bioregions #1,

#3, and #6 were characterized by bimodal chlorophyll-a seasonal

cycles (i.e., two annual peaks). In contrast, bioregions #8 and #10 were

described by a single peak-bloom and thus exhibited different

seasonal characteristics. Finally, bioregion #9 was marked by the

absence of a clear seasonal cycle, displaying a gradual but slow

increase in biomass with higher values reached in the fall (~2.86 mg/

m3 ± 1.68). Specifically, bioregion #1 was characterized by two main

maxima, the first in early March (~1.56 mg/m3 ± 0.78) and the
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second in late August-early September (~1.96 mg/m3 ± 0.92), after

which values remained high until mid-October before beginning to

decline (Figure 6B). Bioregion #3 exhibited a noticeable spring bloom

that peaked in late April or early May (~1.53 mg/m3 ± 0.6), while the

fall maximum, of similar amplitude (~1.66 mg/m3 ± 0.46), was

reached in late September mid-October (Figure 6B). As with the

seasonal cycles of bioregions #1 and #3, bioregion #6 follows similar

behavior. In the latter, spring bloom peaked in late May (~1.56 mg/

m3 ± 0.7) and reached an autumnmaximum (~1.92 mg/m3 ± 0.7) in

the second half of September, after which chlorophyll-a values

dropped in October and November. In bioregion #8, the spring

peak (~2.43 mg/m3 ± 1.05) was reached in late May, but it was not

until late September that chlorophyll-a concentrations gradually

decreased (Figure 6B). Finally, bioregion #10 showed a similar

seasonal cycle shape to bioregion #8; however, the spring peak was

reached between March (i.e., when a first peak was noticeable at ~2.3

mg/m3 ± 0.93) and May (~3.05 mg/m3 ± 1.51), while from July to

November, chlorophyll-a values progressively decreased (Figure 6B).

The Kruskal-Wallis H test revealed the statistical differences

of the six seasonal cycle characteristics (i.e., annual mean,

maxima, minima, amplitude, and the timing of the bloom

maximum and minimum), which were supported by the

multi-step a posteriori pairwise (Dunn’s test) comparisons

(Figure 7). Results showed significant differences in the annual

mean chlorophyll-a concentration among all bioregions, except

for bioregions #1 and #6 (Figure 7A). Significant differences were

also found for the yearly chlorophyll-a maximum among all

bioregions (Figure 7B) and annual amplitude (Figure 7D), and

excluding bioregions #3 and #8, results also showed significant

differences in the annual minimum (Figure 7C). Finally, except

for bioregions #1 and #3 for the onset of the bloom maximum
A B

FIGURE 6

Figure showing the climatological seasonal cycles of chlorophyll-a (thicker colored lines) for each bioregion. (A) contains the four (i.e., #2, 4, 5, 7)
off-shelf/shelf-break bioregions. (B) contains the six (i.e., #1, 3, 6, 8, 9, 10) neritic bioregions. The shaded areas represent the standard deviation (±
SD). The seasonal cycles were obtained from 8-day composites of Sentinel-3 data over 5 years (2016-2020) spatially averaged over bioregions
shown in Figure 5. The day of the year (DOY) is reported on the x-axis, while chlorophyll-a concentrations (mg/m3) are reported on the y-axis on
different scales, depending on the box. Note that each color corresponds to that used in Figure 5 and identifies the same bioregion.
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(Figure 7E) and bioregions #1 and #8 for the beginning of the

bloomminimum (Figure 7F), the timing of minima and maxima

differed significantly among the remaining bioregions. Except

for a few cases, significant differences between bioregions were

detected for all six seasonal cycle characteristics. Boxplots also

showed that the highest chlorophyll-a concentrations were

observed in bioregions #10 and, more broadly, in bioregions

located on the continental shelf (i.e., neritic bioregions).

Conversely, bioregions in the deep basin (i.e., #5 and 7)

appeared to be the least productive. Further, in some

bioregions, the annual maximum is reached in autumn, as

highlighted in Figure 7.
3.3 Timing of the phytoplankton
spring bloom

The mean time of the seasonal increase (i.e., the onset of the

spring boom) in chlorophyll-a (estimated from the
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climatological average time series of chlorophyll-a in each

pixel) is shown in Figure 8A. The seasonal increase in

chlorophyll-a occurred, on average, earlier south of ~51°N of

latitude. However, the study area also noticed localized zones

characterized by earlier (later) phytoplankton blooms. South of

~51°N, the timing of the seasonal increase in chlorophyll-a

generally happened from late February to late March (i.e.,

between days 64 and 88 of the year - Figure 8A). Specifically,

locally distinct zones of earlier start dates were visible in the open

ocean, in Juan de Fuca Strait, and in the northern part of the

Strait of Georgia. Late blooms happened around the Juan de

Fuca eddy region, the north tip of Vancouver Island, and in

Queen Charlotte Strait. In Queen Charlotte Sound, between

Vancouver Island and Haida Gwaii, the increased chlorophyll-a

concentrations occurred between mid and late March

(Figure 8A). Along the coast, north of ~52°N, the bloom

started late on the west coast of Haida Gwaii, in Hecate Strait,

and along Dixon Entrance, with dates ranging from the

beginning of April to the beginning of May (i.e., between days
A B

D E F

C

FIGURE 7

Box plots of the bioregions (1 to 10; x-axis) against (A) the annual mean chlorophyll-a concentration (mg/m3), (B) the annual chlorophyll-a
maximum (mg/m3), (C) the annual chlorophyll-a minimum (mg/m3), (D) the annual amplitude (i.e., the difference between the annual maximum
and the annual average; mg/m3), (E) the timing of the bloom maximum (day of the year - DOY), and (F) the timing of the bloom minimum
(DOY; y-axis). The line in the middle of each box represents the median. The top and bottom limits of each box are the 25th and 75th
percentiles, respectively. The lines extending above and below each box (i.e., whiskers) represent the full range of non-outlier observations for
each variable beyond the quartile range. The Kruskal-Wallis H test results are shown on the top of each figure (A–E). A significant result (p <
0.05) of the Kruskal-Wallis H test implies that at least one bioregion differs from all others. The results of Dunn’s multiple comparison test are
also shown. Red asterisks * depict bioregions (x-axis) without statistically significant differences between the climatological input variables (y-
axis), whereas no asterisks depict significant differences at the 95% level (p < 0.05) between bioregions. Note that each box color corresponds
to that used in Figure 5 and identifies the same bioregion.
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96 and 120 of the year - Figure 8A). Finally, a large area of earlier

start dates (i.e., in March) was evident along the north end of the

east coast of Haida Gwaii, around Dogfish Banks (Figure 8A).

The latitudinal gradient in the bloom onset timing noted

earlier (Figure 8A) was, to some extent, also noticeable at the

bioregion level, with the average start date differing appreciably

(Figure 8B; see also Table S1). South of~51°N, the spring bloom

started earlier in bioregions #1 (DOY 85.43 ± 7.52) and #2 (DOY

78.35 ± 4.71), covering Vancouver Island shelf and the adjacent

open ocean area. Also, bioregion #7, which occupies the offshore

waters south of 51°N, was characterized by a relatively early

(DOY 81.5 ± 4.09) spring bloom. Moving northward (roughly

between 51°N and 53°N), the spring bloom started later in

bioregions #3 (DOY 90.32 ± 4.5), #4 (DOY 92.82 ± 5.03), and

#5 (DOY 85.33 ± 4.76). On the shelf, the spring bloom started

even later in the two bioregions further north, #6 and #8,

respectively DOY 99.38 ± 6.43 for bioregion #6 and DOY

106.03 ± 6.4 for bioregion #8. Lastly, the spring phytoplankton

bloom began in late March (DOY 87.96 ± 9.07) for bioregion #9,

which encompasses a wide latitudinal gradient and covers very

coastal areas, most deep fjords, and inlet regions, and at the end

of March/beginning of April (DOY 91.7 ± 8.09) for bioregion

#10, occupying most of the Strait of Georgia and other

peripheral areas.

Beyond the observed spatial trends in bloom timing,

interannual variability and consistent spatial patterns are also

noticeable, as shown in Figures 9 and 10. For instance, the area

of earlier start dates along the north end of the east coast of

Haida Gwaii appears to be a recurring pattern. On an

interannual basis, the latitudinal gradient previously observed

in the bloom start climatology (Figure 8A) was less evident, and

more significant differences were apparent for 2019 and 2020. In
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2019, the spring bloom began earlier in a large area south of ~51°

N (Figure 9C). In contrast, in 2020, a noticeable delay in the

spring bloom timing was observable in offshore waters (i.e.,

above 130°W) and along the entire latitudinal gradient

(Figure 9D). These interannual differences were reflected, to

some extent, across the bioregions (Figure 10). For example, in

2019, seven of the ten bioregions (i.e., #1, 2, 3, 4, 5, 6, 9) showed

an earlier spring bloom, while for the year 2020, four of the ten

bioregions (i.e., #4, 5, 6, 7) showed a later spring bloom

(Figure 10). Interestingly, results also showed that although

the initiation of the spring bloom onset may differ from year

to year for the same bioregion (Figure 10), the range of temporal

variability in bloom onset among the ten bioregions was very

similar to that observed in climatology (Figure 8B, e.g.,

bioregions #1 and #2 have the earliest blooms, whereas

bioregion #8 has late blooms).
4 Discussion

This study used objective analysis of Sentinel-3A data to

identify ten bioregions in the coastal to offshore ocean waters of

BC and SEA. The geographic location of the bioregions was

partly coupled to the spatial distribution of chlorophyll-a

concentrations (Figure 4). Oligotrophic bioregions, showing

low mean values of chlorophyll-a concentrations, matched

precisely with clusters #2, 4, 5, and 7. Bioregions #2 and #4,

located immediately west of the continental shelf-break, defined

a transition zone that marks the boundary between the more

productive bioregions (i.e., #1, 3, 6, 8, 9, 10) on the continental

shelf and the more oligotrophic deep basin (i.e., west of ~128°

W). This onshore-offshore gradient is consistent with prior
A B

FIGURE 8

Figure showing (A) the climatological (2016-2020) spring bloom onset dates across the whole area of interest, and (B) for each bioregion (i.e.,
obtained averaging all pixels that are within each cluster). The vertical color bar in (A) indicates the day of the year (DOY), with colors ranging
from dark blue (early bloom) to white (late bloom). In (B), the colored dots (each color corresponds to that used in Figure 5 and identifies the
same bioregion) represent the mean, and the horizontal bars represent the standard deviation (± SD).
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satellite studies in this region (Brickley and Thomas, 2004;

Jackson et al., 2015; Giannini et al., 2021) and a recent

regional coupled circulation-ecosystem model (Peña et al.,

2019a). The ten bioregions identified by the two-step

classification over the research domain were separated based

on their chlorophyll-a seasonal cycle. Below we discuss the

identified bioregion characteristics in detail, while Table 1

summarizes the main features of the off-shelf/shelf-break and

neritic bioregions.
4.1 Off-shelf and shelf-break bioregions

Off-shelf bioregions (i.e., #5 and #7) together with the two

bioregions of the transition zone (i.e., #2 and #4) occupied an area

extending from the continental shelf-break (~1000 m) to the deep

basin (> 3000 m). Interestingly, these bioregions intersect

approximately at the point where the Subarctic Current splits

(i.e., between 45°N – 50°N and 130°W – 150°W) into the

clockwise flowing California Current and the anticlockwise
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flowing Alaska Current (see Figure 1). Relatively low values of

biomass distinguished off-shelf bioregions, which also displayed

autumn peaks that were generally more prominent than spring

peaks. Low temporal variability in upper-layer chlorophyll-a

concentrations has been previously reported at Ocean Station

Papa (OSP; 50°N, 145°W) and along the offshore section of the

Line P (Peña et al., 2019a). Similar to our findings, Yoo et al.

(2008) reported that in the eastern subarctic Pacific, between ~40°

N and ~55°N, the annual chlorophyll-a maximum occurs in the

autumn. These findings were also confirmed by a later satellite-

based study by Zhang et al. (2017) that revealed a seasonal pattern

with a small peak in spring and chlorophyll-a reaching its

maximum in fall/winter. Recently Zhang et al. (2021a), using

observations from a biogeochemical-Argo float (BGC-Argo),

showed that the seasonal variability in surface (~7 m)

chlorophyll-a for this region was consistent with satellite

observations: phytoplankton biomass begins to increase in late

summer, reaching a distinct peak at the end of September before

decreasing in late October and November. These bioregions

occurred thus in waters characterized by iron-poor and nitrate-
A B

DC

FIGURE 9

Maps showing the spring bloom onset dates across the study area for the years (A) 2017, (B) 2018, (C) 2019, and (D) 2020. The vertical color bar
indicates the day of the year (DOY), with colors ranging from dark blue (early bloom) to white (late bloom).
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rich conditions (Martin et al., 1991; Boyd et al., 2004; Nishioka

et al., 2021). Iron supply governs bloom dynamics in high-nitrate,

low-chlorophyll (HNLC) areas, and Fe limitation prevents the

occurrence of diatom blooms (i.e., large phytoplankton cells),

which are frequent on the shelf (Ribalet et al., 2010), thus

explaining the lack of marked spring phytoplankton blooms.
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The efficient grazing of micro-zooplankton can also impact

spring phytoplankton blooms, and mesozooplankton

consumption of micro-zooplankton may be an essential factor

in the phytoplankton biomass accumulation that starts in late

summer and peaks in autumn (Zhang et al., 2021a). Occasionally,

higher abundances of diatoms are observed offshore, probably
FIGURE 10

Inter-annual (2017-2020) differences in spring bloom onset date among the ten bioregions. Different years are indicated with different colored
dots (see the top of the figure). The colored dots are grouped within a box corresponding to a specific bioregion (y-axis). Note that each color
used for the boxes corresponds to that used in Figure 5 and identifies the same bioregion. The day of the year (DOY) is reported on the x-axis.
See also Table S1 in the supplementary material.
TABLE 1 Main characteristics of neritic and off-shelf bioregions.

Bioregions Main covered area Main characteristics

Off-shelf bioregions
(i.e., oceanic area)

Bioregion #7 Offshore south Bioregions beyond the shelf-break margin
Characterized, on average, by low chlorophyll-a concentrations (< 1 mg/m3)
Spring blooms slightly pronounced – onset between mid-March and early April
Mixed Layer Depth (MLD) shoaling triggers the spring bloom initiation
More prominent fall blooms (compared to spring blooms)
Iron limitation restrains phytoplankton growth in spring and early summer
Phytoplankton biomass accumulates in late summer/fall (reduced zooplankton grazing)

Bioregion #5 Offshore north

Bioregion #4 Northern
shelf-break

Bioregion #2 Southern
Shelf-break

Neritic bioregions
(i.e., continental shelf area)

Bioregion #1 Vancouver shelf Bioregions located on the continental shelf
Characterized by high chlorophyll-a concentrations (>> 1 mg/m3)
Phytoplankton assemblage is usually dominated by large phytoplankton cells
Presence of unimodal (one-peak) and bimodal (two-peaks) seasonal cycles
Spring blooms onset, on average, between the end of March and the beginning of May
The availability of nitrate may limit productivity
Zooplankton grazing may also disrupt or delay phytoplankton blooms
Upwelling, tidal mixing, and freshwater input shape phytoplankton blooms dynamic
Basin-scale variations may also influence phytoplankton dynamics on the shelf

Bioregion #3 Central BC shelf

Bioregion #6 Northern shelf

Bioregion #8 Inner
northern shelf

Bioregion #9 Inner coastal waters
and fjord

Bioregion #10 Strait of Georgia and
Juan de Fuca Eddy
Note that each color corresponds to that used in Figure 5 and identifies the same bioregion.
frontiersin.org

https://doi.org/10.3389/fmars.2022.968470
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Marchese et al. 10.3389/fmars.2022.968470
fostered by episodic supplies of Fe (Boyd and Harrison, 1999).

Off-shelf bioregions may also receive iron from the atmosphere

via dust (Martin et al., 1989) and the continental margin through

strong tidal currents or the formation of westward-propagating

eddies (Cullen et al., 2009). For instance, the region off the coast of

the Haida Gwaai (~51°N, 134°W) is a marine area where

anticyclonic mesoscale Haida eddies commonly form in the

winter and early spring and move slowly westward, transporting

nutrients and high iron coastal water offshore (Harrison et al.,

2004; Crawford et al., 2005). Eddy formation could partially

explain the slightly higher chlorophyll-a values (i.e., when

compared to other off-shelf bioregions) in bioregion #5 and

particularly in bioregion #4, which lie on the typical trajectory

of these eddies. In contrast, the lower chlorophyll-a values in

bioregions #2 and #7 were likely due to the influence of the

California Current, which has a lower nutrient concentration than

the Alaska current (Whitney et al., 2005), the tendency for shelf

primary productivity to be entrained into the shelf-break current

rather than exported to the open ocean, and the lack of eddy

influence in these regions (Peña et al., 2019a). Overall, the shelf

break/slope area (i.e., bioregions #2 and #4) defines a transition

zone between iron-rich, nitrate-poor shelf waters to iron-poor,

nitrate-rich offshore waters (Peña and Varela, 2007; Ribalet

et al., 2010).
4.2 Neritic bioregions

The neritic bioregions (#1, 3, 6, 8, 9, and 10) were more

productive than off-shelf bioregions and had a different seasonal

cycle (see Figures 6 and 7 but also Figure S5 in supplementary

material). Bioregion #1, covering the Vancouver Island shelf,

had two chlorophyll-a peaks, the first in March-April and the

second in mid-October, similar to satellite-based observations by

Sackmann et al. (2004). Similarly, Jackson et al. (2015) associated

the waters encompassing the south and the west of Vancouver

Island with a seasonal cycle featuring a March-April peak and a

higher intensity fall peak. Geographically, this same bioregion

can be associated with the so-called “green” cluster found by

Foukal and Thomas (2014), characterized by a seasonal cycle

with a spring peak in April-May and a long, late summer

elevated period from July through October. Therefore, this

area appears to have long-term consistency in bloom

dynamics. Overall, blooms dynamic in bioregion #1 generally

follows wind-driven upwelling events that resupply nutrients

into the euphotic zone through vertical advection (Sackmann

et al., 2004; Foukal and Thomas, 2014; Cyr and Larouche, 2015;

Jackson et al., 2015).

Bioregions #3 and #6 mainly covered the area of Queen

Charlotte Sound and Hecate Strait (see Figure 1) and are

described as a highly productive and iron-rich marine region

(Whitney et al., 2005; Cullen et al., 2009; Jackson et al., 2015).

Oceanographic conditions across these bioregions are
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determined primarily by winds, coastal runoff, and light levels

(Whitney et al., 2005). Prevailing southeast winds force strong

downwelling in winter, while a transition to northwest winds in

April leads to cessation or weakening of downwelling, and the

productive season starts. During the summer (June-August), the

absence of strong winds and freshwater runoff promote

stratification. Conditions change at the end of summer with

winds increasing in strength and, by the end of October,

deteriorate rapidly with the onset of storm activity (Thomson,

1981; Whitney et al., 2005). Not surprisingly, therefore, these

bioregions showed a bimodal pattern in chlorophyll-a

concentrations, with a spring peak in April-May and a second

peak in September. Similar bimodal seasonal cycles were

observed by Jackson et al. (2015) in Southern Alaska, Hecate

Strait, and Queen Charlotte Sound and therefore associated

under a single chlorophyll-a wide-shelf regime. Similarly,

Waite and Mueter (2013), using model-based cluster analysis,

identified, among other regions in the Gulf of Alaska (GOA), a

coast-wide “eastern GOA” cluster characterized by relatively

intense spring and fall blooms occurring in May and September.

While bioregions #3 and # 6 shared a bimodal seasonal pattern,

they had relevantly different seasonal cycles. These differences

that can be seen in the slopes of the seasonal cycle curve and the

summer minima highlight this area’s spatial complexity.

Moreover, our analysis also identified bioregion #8, which in

contrast to the previous regions (i.e., bioregions #3 and #6), was

marked by a seasonal cycle with a single peak bloom at the end of

May. This bioregion covered a narrow area on the inner shelf

that stretched from the south to the north through Dixon

Entrance. In inner shelf environments, prolonged production

during the summer may be due to the sustained input of

nutrients into the surface layer, possibly due to a continually

mixed and re-stratified water column (Henson, 2007; O’Neel

et al., 2015; Stabeno et al., 2016). Furthermore, bioregion #8 also

included the area of Cook Bank, south of Queen Charlotte Sound

and close to the northern tip of Vancouver Island, which receives

well-mixed and nutrient-rich waters from Queen Charlotte

Strait (Borstad et al., 2011; Tortell et al., 2012).

Bioregion #9, which included the Fraser River mouth, inner

coast waters, and most of the complex fjord systems across the

study area, was the only bioregion that did not show a clear

seasonal cycle. We speculate that this was likely due to runoff-

driven estuarine circulation resupplying nutrients which keeps

chlorophyll-a concentrations relatively high and stable under an

adequate light regime. Interestingly, the straits of Johnstone and

Juan de Fuca were also included within bioregion #9. Well-

mixed waters characterize both areas due to persistently weak

stratification, high nutrients, and light-limited production with

no clear blooms (Masson and Peña, 2009; McKinnell et al., 2014;

Dosser et al., 2021; Mahara et al., 2021).

Finally, bioregion #10 covered most of the Strait of Georgia

and the Juan de Fuca Eddy area (48.5°N, i.e., north of

Washington and south of Vancouver Island). This bioregion
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had a spring peak, and chlorophyll-a concentration remained

high through the summer. Previous studies of phytoplankton

production in the SoG have shown that light conditions, river

runoff, tides, wind, and complex nutrient and grazing dynamics

shape its spatial and inter-annual variability (Yin et al., 1997; Li

et al., 2000; Masson and Peña, 2009; Suchy et al., 2019).

However, despite slight differences between northern, central,

and southern SoG, average annual primary production and

phytoplankton biomass cycles increase in spring and maintain

relatively high summer primary production, a feature

particularly evident in the central and south portion of the

SoG, as evidenced by Peña et al. (2016) employing a coupled

three-dimensional biophysical model. Recently, Suchy et al.

(2019) also reported a lack of a bimodal pattern in the

chlorophyll-a climatology in the central and northern SoG

regions. The Juan de Fuca eddy area supports elevated

nutrient concentrations that promote high phytoplankton

biomass to the eddy margins (Hickey and Banas, 2008;

MacFadyen et al., 2008). Using a model to simulate

generalized plankton production, including diatoms, copepods,

and euphausiids, Robinson et al. (1993) showed increased

diatom biomass from a winter minimum to a spring

maximum that remained relatively high throughout the

summer before declining later in September from growth

limitation by nutrients, light availability, and high zooplankton

grazing. The phytoplankton bloom dynamic described above is

consistent with the seasonal cycle observed for bioregion #10,

although the latter also includes the SoG.
4.3 Variability in spring bloom timing

The dynamic of the bloom onset timing is of great ecological

importance due to the interconnected effects between food webs

and fisheries (Platt et al., 2003; Platt et al., 2007; Suchy et al.,

2022). The method used in this paper to retrieve the spring

bloom start dates across the BC and SEA coastal oceans provided

results that reasonably agreed with previous estimates

determined by other methods. Specifically, a latitudinal

gradient with earlier blooms south of ~51°N latitude was

observable in the climatology (Figure 8). However, results also

showed spatial heterogeneity in bloom timing, which can be

illustrated by analyzing and contextualizing the differences

among the ten bioregions.

There was a minimal seasonal change in phytoplankton

productivity in offshore waters, covered by bioregions #2, 4, 5,

and 7. Our results showed that spring bloom initiation dates

varied, on average, from early March to the beginning of April.

Sasaoka et al. (2011) reported that chlorophyll‐a concentrations

for an equivalent offshore region (i.e., group C - eastern North

Pacific) were, on average, consistently low (< 1 mg/m3) and that

the mean spring onset date of mid-March had considerable

variability (DOY 77 ± 50). These authors speculated that the El
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Niño phase (warmer SST) and La Niña phase (cooler SST) might

modulate water column stability (stratification) and thus blooms

dynamic. For example, the cooler phase could induce vigorous

mixing and an efficient supply of nutrients that would affect the

peak bloom duration (Sasaoka et al., 2011). In situ

measurements at the Ocean Station Papa (OSP; 50°N-145°W)

showed that surface waters can be mixed down to ~120 m deep

during the winter (Harrison, 2002). During winter, deep mixing

leads to low light availability within the mixed layer. Only later

in spring, as incident irradiance increases and the Mixed Layer

Depth (MLD) decreases, do chlorophyll-a concentrations

increase, and a nitrate drawdown begins in April (Harrison,

2002). In offshore waters, the contribution of tidal mixing and

freshwater input is approximately equal to zero, and the MLD

shoaling appears to be the main factor triggering the bloom

initiation (Henson, 2007; Cole et al., 2015). However, Fe

limitation can still restrict phytoplankton growth (Zhang et al.,

2021b; Zhang et al., 2021a). Lam et al. (2006) showed that iron

replenishment from the continental shelves could allow early

(even as early as February) phytoplankton blooms in offshore

waters given adequate light levels. Phytoplankton growth might

therefore be enhanced by an increase in either irradiance or iron

(Peña et al., 2019b). Further, mesoscale eddies may enhance

nutrient transport, the spatiotemporal variance in the

phytoplankton biomass and control the timing of spring

phytoplankton blooms (Doney et al., 2003; Whitney et al.,

2005; Maúre et al., 2017; Glover et al., 2018). Hence, across

off-shelf bioregions, differences in bloom initiation dates could

be due to changes in water column stability and mesoscale

variability (e.g. , eddies), which may drive shifts in

phytoplankton bloom dynamics from a few days to weeks.

Overall, on the shelf, oceanographic features, such as

freshwater runoff, upwelling, and tidal mixing, can cause

notable shifts in bloom initiation times over short distances

(Daly and Smith, 1993; Henson, 2007). Specifically, the northern

continental shelf (i.e., north of ~51°N) was covered by bioregions

#3, #6, and #8. Until March, large portions of this broad area are

well mixed due to tidal mixing, and waters only start to stratify in

mid-April (Henson, 2007). Similar to Jackson et al. (2015), the

average spring bloom start date for bioregions #6 and #8 was

mid-April. However, in bioregion #3, which was located slightly

further south (i.e., central BC coast), the spring bloom start date

fluctuated between March and April. North of ~51°N, both tidal

and wind-driven mixing may modulate primary production

pulses (Henson, 2007; Peña et al., 2019a). Hence, the balance

between mixing (i.e., tide and wind) and buoyancy (i.e., heat and

freshwater) processes appears to be crucial in triggering the

bloom onset across these bioregions (Henson, 2007; O’Neel

et al., 2015).

Moving further south, in bioregion #1 (Vancouver Island

shelf), the spring bloom generally started at the end of March.

This result is consistent with the average start month (i.e.,

March) of spring bloom indicated by Jackson et al. (2015) and
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mid-March to late April identified by Henson and Thomas

(2008) for approximately the same region. Over this bioregion,

the variability in the bloom onset is likely related to the timing of

the beginning of upwelling-favorable winds (Henson and

Thomas, 2008; Foukal and Thomas, 2014). Light seems to

limit phytoplankton growth more strongly than nutrients on

the Vancouver Island shelf (Peña et al., 2019a). As such,

although episodes of favorable-upwelling winds may occur as

early as February, the net daily light experienced by

phytoplankton is still insufficient to support its growth

(Henson and Thomas, 2008).

Finally, in our bioregionalization, the SoG was represented

by bioregions #9 and #10, which, on average, were defined by

spring bloom timing at the end of March. This is consistent with

defined spring timing for this region based on different methods

and temporal scales. For instance, Schweigert et al. (2013);

Jackson et al. (2015), and Suchy et al. (2022), based on satellite

chlorophyll-a estimates, found March as the dominant time of

spring bloom initiation. Further, our results were consistent with

the long-term (1968 to 2010) mean spring bloom start date in

the Central SoG of March 25 found by Allen and Wolfe (2013)

using a one-dimensional biophysical model. Peña et al. (2016),

using a coupled three-dimensional biophysical model, observed

that while the bloom peak is attained during the first two weeks

of April, phytoplankton biomass typically starts to increase in

February, and higher concentrations are reached in March,

which is also consistent with our findings for bloom initiation.

Given the dynamical differences in environmental conditions for

phytoplankton growth in the SOG, the debate over which

physical forcing most influences the spring bloom timing in

SoG is still open. Indeed, while some authors (Collins et al., 2009;

Allen andWolfe, 2013) found that the spring bloom is controlled

primarily by wind and that freshwater input has an insignificant

effect on the timing of the bloom, other authors (Peña et al.,

2016) indicate that, on average, the growth of phytoplankton

starts when solar radiation increases, possibly before significant

shoaling of the mixed layer and the development of stable

stratification. Zooplankton grazing may also disrupt or delay

phytoplankton blooms (Suchy et al., 2022).

The latitudinal gradient in bloom timing was less

pronounced on an interannual basis (Figure 9). However,

depending on the year, the recurrence of specific spatial

patterns was still observable. For example, the area of earlier

start dates along the north end of the east coast of Haida Gwaii is

a recurrent pattern. Results also showed that the bloom starts

slightly earlier each year in the northern part of the SoG. This

feature was most likely associated with weaker winds and tidal

currents, leading to calm conditions and increased stratification

that characterize the north SoG (Peña et al., 2016; Del Bel Belluz

et al., 2021). However, it has also been suggested that inlets could

play a role in seeding the early bloom in the strait (Gower et al.,

2013). Early spring blooms in Sechelt Inlet and Malaspina Strait

appear to be a recurrent feature (e.g., 2005, 2008, 2009; Gower
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et al., 2013), which could fuel the main spring bloom in the SoG

(Gower et al., 2013). Results also showed a marked difference in

spring bloom timing between 2019 and 2020 (Figure 9). Winter

oceanographic conditions in 2019 and 2020 differed in surface

temperature (on average, the region during 2020 was cooler than

in 2019), eddies formation, and circulation patterns (Pakhomov

et al., 2022). To some extent, these interannual differences were

captured by the identified bioregions (Figure 10). Compared to

2020, in 2019, large portions of the region displayed early

seasonal increases in chlorophyll-a, with seven of the ten

bioregions showing an earlier spring bloom. Albeit strongly

influenced by localized dynamics, interannual differences in

phytoplankton growth may also be correlated with fluctuations

in large-scale climate indices (e.g., Pacific Decadal Oscillation

[PDO], North Pacific Gyre Oscillation [NPGO], North Pacific

Index [NPI]) and thus to basin-scale variations (Henson, 2007;

Di Lorenzo et al., 2008; Peña et al., 2019a; Suchy et al., 2019). For

instance, Suchy et al. (2022) recently found that spring bloom

initiation in the SoG correlated with both SOI (positive

correlation) and PDO (negative correlation): with warmer

years leading to earlier and more intense spring blooms and

colder years exhibiting average or late blooms.
5 Data and method caveats

Several caveats should be considered when interpreting our

results. The approach’s constraints are primarily related to the

inherent errors in the ocean color data. For instance, a

considerable burden on our region is usually associated with

cloud coverage. Although using a higher resolution (i.e., 300 m

in our case) shows an improved cloud-free probability (Feng

et al., 2017), daily images displayed a coverage, with few

exceptions, below ~50% (data not shown). Reducing time

resolution from daily to weekly (8-days) partially overcame

this problem. Except for 2019, the percentage of valid data

coverage in the 8-day composites time series ranged from 40%

to over 90% (see Figure S1 in supplementary material),

facilitating the interpolation. We recognize that daily temporal

resolution may help resolve fine-scale ocean processes and more

closely monitor the annual cycle of phytoplankton biomass.

However, the 8-day composites time series represents an optimal

compromise to reduce the computation times without

renouncing a good spatiotemporal coverage (Cole et al., 2012).

For instance, 8-day composite chlorophyll-a concentration

images have been successfully used to characterize the

biogeographical conditions of other oceanic areas (e.g.,

D’Ortenzio and Ribera d’Alcalà, 2009).

Satellite-derived chlorophyll-a estimates can also be affected

by inorganic sediment and colored dissolved organic matter

(CDOM) entering the BC and SEA coastal oceans via freshwater

discharge (Carswell et al., 2017; Giannini et al., 2021). The high-

turbidity waters in the study region are typically limited to a
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narrow band along the coast and in the proximity of river

plumes. To minimize the influence of suspended sediments

and CDOM, we followed the quality procedures suggested by

Giannini et al. (2021). For instance, the POLYMER ‘Case-2’

pixels were removed, thus reducing the possible bias associated

with turbid coastal waters and providing chlorophyll-a Sentinel-

3A retrievals within expected ranges for the Northeast Pacific

coastal waters (Giannini et al., 2021). It is also worth restating

that although some degree of error might still be associated with

the retrieved chlorophyll-a values (Giannini et al., 2021), the

regionalization approach used in this work emphasizes

differences in the shapes of the seasonal cycles rather than in

the absolute values of the chlorophyll-a concentrations (Foukal

and Thomas, 2014; Mayot et al., 2016; Ardyna et al., 2017). As

such, we believe that the spatiotemporal patterns observed in

this work were not significantly affected by either sediment

or CDOM.

In our analysis, we assumed that similar (different)

seasonality of surface chlorophyll-a reflected similar (different)

mechanisms governing the functioning of the pelagic ecosystem.

However, we recognize that with the present dataset (i.e., the use

of satellite-derive surface chlorophyll-a data), it was impossible

to account for subsurface patterns of phytoplankton biomass. A

comparison of satellite data and in situ bottled chlorophyll-a

samples conducted by Suchy et al. (2019) across the Strait of

Georgia indicated that high chlorophyll-a concentrations, when

present below the surface (e.g., 10 or 20 m), were also reflected in

satellite surface measurements. Notwithstanding, discrepancies

between surface and subsurface patterns could still arise, mainly

when a deep-water chlorophyll-a maximum occurs (Suchy et al.,

2019). A certain degree of error may also be associated with

spring bloom start dates. This could be due to several factors

(e.g., data gaps, different algorithms or models to retrieve

chlorophyll data) and different methods and metrics (Ferreira

et al., 2014). Although the technique employed in this study

allowed us to obtain spring bloom onset dates that reasonably

agreed with previous estimates from other studies, we recognize

that the method used may have missed the primary bloom onset

in some cases, for example, across the off-shelf bioregions where

fall blooms were, on average, more prominent than spring peaks.

The importance and impacts of both spring and fall bloom

characteristics on the food web should be considered with more

attention in future studies by employing a specific algorithm to

retrieve metrics and map phytoplankton phenological changes.

Nevertheless, the method employed to retrieve the bloom onset

dates combined with the 300 m spatial resolution of the Sentinel-

3A highlighted differences among bioregions while giving, for

the first time, a high-resolution and large-scale picture of the

spring phytoplankton bloom onset.

Finally, another concern/limitation is associated with the

time series length (2016-2020). The extent to which this 5-year

coverage may account for longer-term chlorophyll-a variability

is unknown. A significantly longer time series (>20 years) would
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have allowed us, for example, to discriminate periods based on

anomalies of critical environmental variables (e.g., Sea Surface

Temperature – SST) or specific climate indices (e.g., NPGO).

Such discrimination would have led to climatologies being useful

for retrieving time-resolved bioregions under different

environmental conditions. However, as the first step, the

climatological bioregionalization performed in this study

identified specific regions reflecting the dominant seasonal

cycle shapes, thus laying the foundations for future and target

ecosystem investigations.
6 Conclusion and outlook

Several biogeographic marine classifications have emerged in

the past decades, considering different approaches and associated

spatial scales and scopes (e.g., fisheries, environment, and

conservation management). Within this context, on a global scale,

our area of interest intersects, for example, with three broad

provinces (i.e., Eastern Pacific subarctic gyres [PSAE], Alaska

coastal downwelling [ALSK], and Coastal Californian current

[CALC] – more details in Longhurst, 2010) or two large near-

surface marine ecosystems (i.e., offshore northern Pacific and

coastal areas – see Zhao et al., 2020), depending on the

biogeographic classification considered. Our partitioning provided

a higher level of spatial details and, as such, did not correspond with

those obtained from global biogeographic classifications. This is

normal as these global biogeographic classification systems provide

a broad perspective, and their representation of Northeast Pacific

coastal and shelf seas do not capture the dynamics of the coastal

oceans of BC and SEA, which are geomorphologically and

oceanographically complex (e.g., shallow and deep waters, straits,

fjords). The complex marine ecosystems of Canada’s Pacific have

also been partitioned at a regional scale into four major marine

biogeographic units through a national science advisory process

that considered oceanographic processes and bathymetric

similarities (DFO, 2009). However, a critical factor in

implementing a biogeographic framework based primarily on

empirical evidence (i.e., datasets analysis and expert opinions) is

the difficulty of incorporating new data and new insights as they

arise. As a result, it may take time to redefine these units spatially by

scaling them down (or up) into smaller (or larger) units that are still

ecologically meaningful. For instance, in our bioregionalization, the

large DFO Offshore Pacific biogeographic unit has been objectively

subdivided into four bioregions (#2, 4, 5, 7). In addition, the datasets

employed may lack completeness (i.e., data gaps) and consistency

due to sampling in different seasons and years. In this regard, our

goal was to provide a regional biogeochemical partitioning that

minimizes subjectivity and can be refined and continuously

updated as more Sentinel-3 data becomes available to address

future bioregions change due to different environmental conditions.

Overall, this study was built on previous works that used

remotely sensed chlorophyll-a data to achieve bioregionalization
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based on the analysis of phytoplankton biomass patterns (e.g.,

D’Ortenzio and Ribera d’Alcalà, 2009). To the best of our

knowledge, this is the first bioregionalization of oceanic

regions across the coastal oceans of BC and SEA using highly

resolved chlorophyll-a satellite data and an objective

classification approach. In particular, the ten bioregion-

dependent phytoplankton seasonal cycles were consistent with

recognized oceanographic conditions in the study area and thus

valuable for deciphering their complexity and highly dynamic

nature. The latter was emphasized by the spring bloom timing

that differed markedly among bioregions and inter-annually due

to different environmental conditions. Bioregions have been

shown to capture spatiotemporal variability in bloom onset

dates, making the differences displayed very compact

and objective.

By highlighting the crucial role of physical forcing in

regulating phytoplankton dynamics in a very narrow

latitudinal range, the findings of this study strengthen the view

that the coastal oceans of BC and SEA cannot be considered

homogeneous entities. Therefore, the current research results

support biotic data-based regionalization as a framework to

improve our knowledge of phytoplankton dynamics and thus

promote future comparative analyses among bottom-up versus

top-down controls within the coastal oceans of BC and SEA.

Looking to the future, when more high-resolution data are

available, the application of the method, as expressed above,

should consider variability (stability) in the spatial distribution

of bioregions. Indeed, objectively defining the latter with satellite

data can help dynamically identify changes in bioregion

boundaries. Tracking such changes can be potentially helpful

and vital for the phenological analysis of phytoplankton and

zooplankton, which are essential information in fisheries

management (Platt et al., 2007; Suchy et al., 2022). In this

connection, the recent Sentinel-3 (2016 – ongoing) mission

will ensure continuity and consistency of observations,

supporting operational applications and monitoring purposes

across the target area. Moreover, depending on the application

field, more input variables (e.g., Sea Surface Temperature, Mixed

Layer Depth) could be considered for a specific partitioning. In

this regard, the method developed in this work is flexible in

terms of input variables and can be employed using different

spatial and temporal resolutions. We suggest that such a

bioregionalization could be used to optimize fisheries

management models by integrating bioregion dynamics. There

are also applications to understanding population-specific and

life-history experiences of higher trophic levels (e.g., fish, marine

mammals) related to spatial habitat (bioregion) use. Beyond

management applications, the provided bioregionalization can

help optimize sampling strategy and identify target areas for the

deployment of observation systems. Overall, the proposed

regionalization may have a practical and extensive

implementation, ranging from ecosystem modeling to

environmental monitoring and management.
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From an operational point of view, this work revealed how

using the 300 m resolution from the OLCI sensor and the

proposed methodology allowed delineating bioregion

boundaries with much higher precision than previously

possible. Accordingly, the spatial resolution of OLCI Sentinel-3

has proven to be more than adequate to characterize the

bioregionalization of dynamic marine areas spanning from

strictly coastal waters and inlets to the open ocean. It is also

worth mentioning that the massive amount of remote sensing

data used for this work was well beyond the limited memory

capacity of a stand-alone computer. The utilization of a cloud

computing platform allowed for the storage of the data and the

automatization of its processing. Recently, the development of

satellite technology and cloud computing platforms have

combined to make the collection of spatially comprehensive

environmental data and its efficient use attainable (Groom et al.,

2019). The ability to parallelize tasks and quickly scale hardware

resources can optimize computation time and costs, providing

secure and flexible computing capabilities in utilizing massive

high-dimensional remote sensing data. This study supports the

view that in a “remote sensing big data era”, cloud computing

platforms optimized for data-intensive loads and real-time

processing are needed to manage environmental monitoring

effectively (Ma et al., 2015).

Finally, although our work dealt with the coastal oceans of BC

and SEA, the same methodological approach could be applied to

allow amore precise regionalization of other coastal oceans, aiding

the interpretation of oceanic processes and, specifically,

phytoplankton dynamics and productivity. Considering rapid

climate change and its predicted impact on marine biodiversity

and ecosystem functioning (Ainsworth et al., 2011; Cheung et al.,

2021; Friesen et al., 2021), yet limited resources for in situ

observation, there is an urgent need for both alternative

observation strategies and optimization of existing observation

programs through the establishment of representative monitoring

regions. Ocean-surface partitioning using remotely sensed data

presents a valuable tool to address this task.
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