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Outlier detection is the key to the quality control of marine survey data. For the

detection of outliers in Conductivity-Temperature-Depth (CTD) data, previous

methods, such as the Wild Edit method and the Median Filter Combined with

Maximum Deviation method, mostly set a threshold based on statistics. Values

greater than the threshold are treated as outliers, but there is no clear

specification for the selection of threshold, thus multiple attempts are

required. The process is time-consuming and inefficient, and the results have

high false negative and positive rates. In response to this problem, we proposed

an outlier detection method in CTD conductivity data, based on a physical

constraint, the continuity of seawater. The method constructs a cubic spline

fitting function based on the independent points scheme and the cubic spline

interpolation to fit the conductivity data. The maximum fitting residual points

will be flagged as outliers. The fitting stops when the optimal number of

iterations is reached, which is automatically obtained by the minimum value

of the sequence of maximum fitting residuals. Verification of the accuracy and

stability of the method by means of examples proves that it has a lower false

negative rate (17.88%) and false positive rate (0.24%) than other methods.

Indeed, rates for the Wild Edit method are 56.96% and 2.19%, while for the

Median Filter Combined with MaximumDeviation method rates are 23.28% and

0.31%. The Cubic Spline Fitting method is simple to operate, the result is clear

and definite, better solved the problem of conductivity outliers detection.

KEYWORDS

CTD (conductivity-temperature-depth), outlier detection, cubic spline fitting,
independent points, optimal number of iterations
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1 Introduction

Oceanographic observations are the basis for assessing the

physical and biochemical environment in the ocean, and accurate

and reliable observations are crucial (Zhang et al., 2017; Chen et al.,

2019; Liu et al., 2020). Marine science (including climate change

studies, physical oceanography studies, ocean model development,

and monitoring and prediction of marine ecological disasters)

strongly relies on high-quality observed data (Davis et al., 2019;

Roemmich et al., 2019; Yu et al., 2020; Zou et al., 2020). The quality

of observation data is affected by a variety of factors such as

instrument errors, equipment failures, external disturbances,

transcoding errors, communication errors and serious errors. In

addition, observed data may come from different countries

(institutions), cruises, instruments, formats, and collection

methods. Bit data are highly heterogeneous (Balmaseda et al.,

2013; Palmer et al., 2017; Boyer et al., 2018). Even though the

observed data are collected by the same type of instrument, there are

still differences between them in consideration of sensors, sampling

resolution or calibration procedures (Xu and Su, 1999; Thomson

and Emery, 2014; WU et al., 2019). Due to these factors,

observational errors are prevalent in oceanographic observation

data and are difficult to detect and eliminate. And if issues related to

data quality are not properly addressed, oceanographic data cannot

be utilized in data management and scientific applications properly

(Tan et al., 2021). Therefore, it is crucial to detect bad data

accurately and effectively through quality control to ensure the

overall reliability of in situ observations (Chen et al., 2019; Liu

et al., 2020).

The Conductivity-Temperature-Depth (CTD) sensor is the

most basic instrument used in ocean observation (Bushnell,

2020), and the amount of CTD data is also the most abundant

(Good et al., 2013). Previous researchers have done plenty of

work on the quality control of CTD data (Boyer et al, 1994;

Gouretski and Cheng, 2020; Gourrion et al., 2020; Wong et al.,

2021; Brunton and Kutz, 2022). The key submodules of CTD

data quality control that have been widely used in previous

studies include range check, continuity check, statistical feature

check, vertical gradient check et cetera, and the spikes check

which is addressed in this paper (Tan et al., 2021). Points with

gradients greater than a chosen threshold are usually labeled as

‘spikes’ (Sy, 1983; Xu and Su, 1999; Gouretski, 2018), and the

choice of a threshold is generally determined by statistical

methods. The quality control of Sea-Bird series CTD data is

basically carried out in accordance with the processing steps of

SBE (Sea-Bird Electronics) Data Processing-Win32 software.

Through hysteresis correction and thermal effect correction,

large data ‘spikes’ caused by asynchrony between various

sensors can be eliminated (Lueck, 1990; Morison et al., 1994;

Mensah et al., 2018). The statistical PauTa criterion method has

been used to find small random errors, for instance, in normally

distributed data, values beyond the ±3s range will be treated as
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bad data (Sea-Bird Electronics, 2013; Liu et al., 2016; Yang et al.,

2017). However, statistical methods are not appropriate for all

cases. If the CTD observation data do not approximately obey

the Gaussian distribution, the PauTa criterion won’t be effective

(Tan et al., 2021). Finally, the selection of the threshold needs

constant trial according to the quality of the original data (Sea-

Bird Electronics, 2013). So, the results have great uncertainty

and often lead to a higher false positive and negative rate.

According to the continuity of seawater, the marine elements

at the same location change continuously. Based on this physical

constraint, a fitting function can help construct the marine

elements, and the difference between the observed value and

the fitted data larger than the given threshold will be

discriminated as outliers (Tan et al., 2021). The cubic spline

fitting function has become an extremely important numerical

fitting method due to its good stability and smoothness, and it

has achieved good application results in data analysis (Jiang

et al., 2018; Jin et al., 2018; Zong et al., 2018; Wang et al., 2019;

Xu et al., 2021). Based on the above situation, this paper aims to

propose an outlier detection method based on Cubic Spline

Fitting. We apply it to the analysis of 20 CTD conductivity

profile data, and compare it with the two common outlier

detection methods to verify the feasibility of the method.

This paper is organized as follows. The second part

introduces the data used and describes the operation steps of

the Wild Edit (WE) method, the Median Filter Combined with

Maximum Deviation method (MFMD) and the Cubic Spline

Fitting method (CSF). In the third part, we compare and analyze

the processing results of the three methods, and conclusions are

drawn in the fourth part.
2 Data and methods

2.1 Data description

The 20 CTD profiles used in this paper were observed in the

East China Sea (25°N-32°N, 121°E-128°E) with the SBE 911plus

CTD system. The observation system is equipped with two

temperature and conductivity sensors at the same time, and

the sampling frequency is 24Hz. The temperature sensor has a

resolution of 0.0002°C and an accuracy of 0.001°C. The

conductivity sensor has a resolution of 0.0004 mS/cm and an

accuracy of 0.003 mS/cm. The pressure sensor has a resolution of

0.06895 dbar (0.001% FS(Full-Scale)) and an accuracy of 1.034

dbar (0.015%FS).

Each of the 20 CTD profiles has two temperature

(Figures 1A, C) and conductivity (Figures 1B, D) profiles,

relative to the sensor couples. It can be seen from Figure 1

that one set of conductivity data has obvious bad data

(Figure 1B), while the other conductivity profiles and the

temperature profile don’t have errors (Figures 1A, C, D).
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2.2 Methods

The common CTD outlier detection methods include the

WE method used in the SBE Data Processing software (Sea-Bird

Electronics, 2013), and the MFMD method proposed by

Alexander Sy (Sy, 1983). This section describes the operation

steps of these two methods and the CSF method.

For simplicity, CTD profile data are expressed as (d1, t1, c1),

(d2, t2, c2), …, (dm, tm, cm), where d denotes water depth, t

denotes temperature, c denotes conductivity, and the subscript

m represents the length of the profile data. The 20 conductivity

profiles with obvious outliers are denoted by C01-C20.

2.2.1 Wild edit method

WE is a CTD outlier detection method adopted in SBE Data

Processing software (Sea-Bird Electronics, 2013). The main steps

are as follows:
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(1). Divide the conductivity data c (c1, c2,…, cm) into several

data blocks and each data block contains a certain

number (k) of data, where k should not be too small.

If the data number of the last block is less than k, use the

previous data block to supplement it. Finally, a data

block sequence B (B1, B2,…, Bn) is formed, where n=⌈m/

k⌉.

(2). Calculate the average (M1) and standard deviation (S1)

of B1, and temporarily mark the conductivity data in B1
whose absolute value of the difference from the average

value M1 is greater than s1 times S1. Here, s1 is a user-

defined variable, usually s1≥2 according to the 3s
criterion.

(3). Exclude the temporarily marked conductivity data, then

calculate the average M2 and standard deviation S2 of

the remaining data in B1, and discriminate the original

B1 data as outliers whose absolute value of the difference

from the average M2 is greater than s2 times S2, and use
A B

DC

FIGURE 1

The 20 CTD conductivity and temperature profiles treated in this work. A, C and B, D represent two sets of temperature and conductivity data,
respectively.
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Fron
custom defaults instead. Here, s2 is similar to s1, usually

s2≥3.

(4). Steps (2) and (3) are sequentially performed on the data

blocks B2 to Bn.
If there are still outliers after the above steps are performed,

one can repeat steps (1) to (4) by continuously changing k, s1

and s2 until better results are reached. In this process, it can be

checked by plotting figures.

2.2.2 Median filter combined with maximum
deviation method

This outlier detection method in data processing is

proposed by Sy (1983). Due to the differences in the density,

extent, size, and position of the ‘spikes’ in the profile, the

removal of ‘spikes’ is a complicated process. Especially in the

narrowly spaced peaks or in the regions of strong gradients,

which usually cause considerable difficulties. The method of

Median Filter Combined with Maximum Deviation (MFMD)

can effectively reduce the omission of information and eliminate

as many as possible errors, and ensure that not too many good

data are lost in the strong gradient area. But the selection of the

maximum deviation value is highly subjective (Sy, 1983). The

steps of the MFMD method are as follows:
(1). Read the conductivity data c (c1, c2,…, cm), and select a

window with a length of Q=2*L+1, where L is the width

of the ‘spike’, and such that the number of outliers

cannot exceed L within the window. In this paper, given

the CTD data sampling frequency of 24Hz, we take Q as

25, so that L=12.

(2). Customize the maximum deviation DELTA. In this

paper, we define the maximum deviation as the sum of

the mean value and the standard deviation of the

forward differential conductivity data. It can be

described as E(Dc) +
ffiffiffiffiffiffiffiffiffiffiffiffi

D(Dc)
p

, where D represents the

forward difference operator, E and D represent the mean

value and the variance of the forward differential

conductivity data c.

(3). First, ensure that the L data at the top and bottom of the

profile are good, and start from the L+1th datum. Take L

data before and after the L+1th datum, that is, (c1,…, cL+1,

…, c2L+1), which forms the first discriminant window, and

the median of the data in the calculation window is

recorded as M. Then calculate the absolute difference

between the L+1th datum and the Lth datum. If the

absolute difference is greater than DELTA, mark the L

+1th datum as an outlier and replace it with the medianM.

Otherwise, the window will directly slide backward by one

data, that is, (c2,…, cL+2,…, c2L+2), which forms a new

window. Then, calculate the median of the data M in the

new window, and calculate the absolute difference between
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the L+2th datum and the L+1th datum. If the absolute

difference is greater than DELTA, mark the L+2th datum

as an outlier and replace it with M. Otherwise, the window

will directly slide backward by one data again, until the new

window contains the last profile data.

(4). If there are still outliers after performing the above

steps, one can try to change the window size Q or the

maximum deviation DELTA. Then continue to perform

steps (2) and (3) until better results are obtained.
2.2.3 Cubic spline fitting method
In CTD profile data (d1,t1,c1), (d2,t2,c2), …, (dm,tm,cm),

conductivity c changes with water depth d. So, we can

construct a cubic spline fitting function to fit the conductivity

data based on the Independent Points Scheme (IPS) and Cubic

Spline Interpolation (CSP) method (Jin et al., 2018). Select a

certain number of water depth points (d'1,d'2,…, d'n) as

independent points (IP) on the conductivity curve, where

n<<m, d'1=d1 and d'n=dm. That is, the number of IP is much

smaller than that of water depth points, but the IP must include

the first and last depth points. We assume that yi (i=1,2,…,n) are

the fitted conductivity data based on the IP, then a cubic spline

interpolation function can be constructed to represent the fitting

result of the entire conductivity profile data:

y xð Þ =o
n

i=1
fx,iyi       xi ≤ x ≤ xn (2:1)

where xi (i=1,2,…,n) are IP, which can be selected according

to the IPS (Guo et al., 2017; Pan et al., 2017; Zhang et al., 2018). x

is any depth between x1 and xn. fx,i represent the interpolation

coefficients, once the IP are determined, the interpolation

coefficients can be calculated (Wang et al., 2019). yi (i=1,2,…,

n) are assumed fitted conductivity data corresponding to IP, and

are initially unknown quantities. After corresponding

interpolation coefficients fx, i are obtained, the fitted

conductivity data yi can be calculated by the least squares

method. Finally, we can get the fitting result y(x), which is used

as an important criterion for outlier detection. Operation steps

are as follows:

(1) Selection of IP

Since the cline generally exists in oceanic profile data, in

order to make the selected IP more representative, we select IP in

the strong gradient area and other areas respectively, instead of

uniformly selecting IP in the entire section. In general, the

conductivity in the strong gradient area increases or decreases

continuously, rather than the disorderly oscillation of the

conductivity in other areas. For simplicity, the region in which

the interval between local extreme points is greater than 24

(sampling frequency) is regarded as a strong gradient region in

this paper.
frontiersin.org

https://doi.org/10.3389/fmars.2022.1030980
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Yu et al. 10.3389/fmars.2022.1030980
First, the local extreme points of the conductivity data are

calculated. In the strong gradient area, one in six data points is

used as IP. While in other areas, one in 72 data points is used as

IP. Thus a (x1, x2, …, xn) IP sequence is formed, where n<<m,

x1=d1, xn=dm.

(2) Cubic spline fitting

Please refer to Appendix A of Wang et al. (2019) for the

computation of the spline interpolation coefficients fx,i of eq

(2.1). It should be noted that the IP selected by Wang et al. are

uniformly distributed, namely hi=xi+1−xi and ai+1 =
hi

hi+hi+1
, i=1,2,

…,n−1, are invariants, and ai+1(i=1,2,…,n−1)= 1/2. However, in

this paper, due to the existence of strong gradient areas in the

conductivity data, the IP we selected are not uniformly

distributed. Therefore, hi and ai+1 are variables in this paper.

For the specific derivation process, we further refer interested

readers to Wang et al. (2019) and the Supplementary Material of

this paper.

After the interpolation coefficients are calculated, there are n

variables in Eq (2.1), yi (i=1,2,…,n), andm groups of observation

data ci (i=1,2,…,m), m ≫ n, yi can be obtained by the least

squares method, then substituted into equation (2.1) to get the

fitting result y(x).

(3) Discrimination of outliers

The fitting residual R1 is obtained by computing the

difference between the fitted data y(x) and the original data c.

The maximum fitting residual is recorded as R1max, and the

maximum fitting residual point and the points with fitting

residual |R1|≥1 mS/cm are marked as outliers and get eliminated.

The position information of IP is then updated, step (2) - the

cubic spline fitting - is repeated on the new conductivity data

and new residuals R2 and R2max are obtained. The new
Frontiers in Marine Science 05
maximum fitting residual point and points with fitting residual

|R2|≥1 mS/cm are marked as outliers and eliminated.

Repeat steps (2) and (3) for r times, with r greater than or

equal to the maximum possible number of outliers, to obtain the

maximum fitting residual sequence (R1max, R2max, R3max,…,

Rrmax). With the continuous detection and elimination of

outliers, the maximum fitting residual value continues to

decrease. After repeated execution of r’ (r’<r) times, if the

cubic spline fitting is continued, there will be good points that

are misjudged as outliers, and the maximum fitting residual

value will increase instead of keeping decreasing. Therefore, the

number of iterations corresponding to the minimum value in the

maximum fitting residual sequence are taken as the optimal

number of iterations. And all outliers detected within the

optimal number of iterations are all outliers in the profile data.
3 Results

First, the WE method is applied to C01-C20, using s1 = 3,

s2 = 6. The initial block size is recorded as BS1, the number of

cycles is 30, and the block size is increased by BS2 each

time (Figure 2).

For cases C02-C05, C13, C15, C17, and C18, since there are

many outliers and the distribution of data is relatively

concentrated, it is necessary to ensure that there are more

good points than outliers in each block when blocks are

divided by selecting a large value for BS1 (Figure 2). But it

also brings another problem. When we select a large block in a

region with a large gradient, the normal variation range is also

large, which makes it impossible to accurately detect outliers

(Figure 3). Therefore, for case C20, although there are many

outliers, most of them are in the region with large gradient. So, a
FIGURE 2

The initial block size BS1 (black dot) and the increment BS2 (red dot) of each cycle for C01-C20.
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small block size is selected. For cases C01, C06-C12, and C19,

there are few outliers, and they are relatively scattered. So a small

blocks size is selected. But there are also outliers that cannot be

accurately detected in areas with large gradient changes. Even

though the outliers of cases C14, C16, and C19 are all detected,

other cases have mult iple outl iers that cannot be

detected (Figure 3).
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In addition, regardless of whether there are outliers in the

block, it is inevitable that some good data will be misjudged as

outliers, which results in a high false positive rate. This situation

exists in C01-C20 (Figure 3).

The WE method is a statistical method based on the PauTa

criterion. The results are uncertain and have high false negative

and positive rates because the threshold have to be adjusted

many times for each case based on experience.

We then applied the MFMD method, and the maximum

deviation of each case is shown in Figure 4. Among them, the

maximum deviations of C03, C07, and C20 are the largest, i.e.

0.54 mS/cm, 1.01 mS/cm and 0.69 mS/cm respectively. Because

there are obvious outliers in the three cases (Figure 1B), the

maximum deviation is significantly larger than others, the latter

being below 0.19 mS/cm.

The detected outliers of C01-C20 by the MFMD method are

shown in Figure 5. For C03, C05, C07 and C20, there are obvious

outliers that have not been detected. For C01, C02, C06, C12,

C13 and C17, although most outliers are detected, there are still

underreports for outliers with small deviations. On the other

hand, all the outliers in other cases have been detected. Except

for C07, C15, C18 and C20, many cases have a high false positive

rate. Especially C08, C09, C10, C14 and C16, which have fewer

outliers actually. But the good points with the same number of

outliers are misjudged as outliers.

The MFMD method detects most outliers, but for outliers

only slightly differing from good data, it is necessary to set a

stricter threshold. If this is not done, the method will cause a

higher false positive rate. It is difficult to balance the false

negative and positive rate. There is also the uncertainty in the

results due to the different threshold selections.

Finally, the CSF method is applied. The optimal number of

iterations and corresponding maximum fitting residuals for each
FIGURE 3

The detected outliers of C01-C20 by the WE method (black
points are the original data, and red points are the detected
outliers).
FIGURE 4

Maximum conductivity deviation of C01-C20.
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case are shown in Figure 6. Among them, the optimal number of

iterations for C05 is 64 at most, because the number of outliers of

C05 is the largest among all the cases. The optimal number of

iterations for C11, C13 and C20 is 27, 32 and 25, respectively,

and the optimal number of iterations of other cases is basically

below 20. Most of the best fit residuals are in the range of (0.06-

0.11) mS/cm. The average number of optimal number of
Frontiers in Marine Science 07
iterations for the 20 cases is 17, and the average maximum

fitting residual is 0.1 mS/cm.

The detection results are shown in Figure 7. Except for C05,

C06, C17 and C20, which have a few undetected outliers, the

outliers in other cases were detected. There is no false report in

C01, C02, C12, and C18, while other cases have few good points

that are misjudged as outliers.

Compared with the other two methods, the CSF method can

automatically determine the optimal number of iterations, which

is simple and effective. It reduces the false negative and positive

rate, and the uncertainty of the results is avoided, even though

also this method has a certain degree of omission and

misjudgment, which may be induced by the original difference

between the two conductivity sensors.

The statistical results show that the WE method, the MFMD

method and the CSF method have detected 1077, 490 and 492

outliers in these 20 cases respectively. The number of outliers

detected by the WE method is significantly higher than the

number of outliers detected by the other two methods (Figure 8).

The total number of outliers detected by the WEmethod and the

MFMDmethod are basically the same, but in about half of the 20

cases, there is a big difference in the number of outliers identified

by the two methods, such as C02, C04, C06, C11, C15, etc., while

in the other half of the cases they are basically the same, such as

C01, C03, C08, C12, C16 etc.

Since the data observed by the second conductivity sensor at

the same time are good (Figure 1D), the latter can be used as an

important reference for the comparison of the three methods.

We calculate the difference between the data observed by the

faulty (Figure 1B) and better working (Figure 1D) conductivity

sensor as the discriminant threshold of the outliers, and the

relationship between them is shown in Figure 9. When the

discriminant threshold is 0.08 mS/cm and 0.12 mS/cm, the rate
FIGURE 5

The detected outliers of C01-C20 by the MFMD method (black
points are the original data, and red points are the detected
outliers).
FIGURE 6

Optimal number of iterations and corresponding maximum fit residuals for cases C01-C20.
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of change in the number of outliers is about 5% and 1%. In a

word, when the discriminant threshold is in the range of (0.08-

0.12) mS/cm, the number of outliers keeps stabilized to a

minimum value, thus representing the true outliers.

In order to compare the three methods more clearly, we take

the differences between the faulty (Figure 1B) and better working

(Figure 1D) conductivity sensor, which is larger than 0.1 mS/cm,

as the real outliers. According to the threshold, the number of
Frontiers in Marine Science 08
real outliers is 481 (Red point in Figure 9), while the number of

the entire C01-C20 dataset is 40275.

Among the three methods, as shown in Figure 10 and Figure

11, the WE method missed 274 real outliers and misjudged 870

good points as outliers, the false negative and positive rates are

56.96% and 2.19%. The MFMD method missed 113 real outliers

and misjudged 122 good points as outliers, the false negative and

positive rate are 23.28% and 0.31%. The CSF method missed 86

real outliers and misjudged 97 good points as outliers, the false

negative and positive rate are 17.88% and 0.24%.
4 Conclusion

At present, the detection of outliers in CTD data is mostly

based on statistical methods. The outliers are detected by setting

a threshold. Values greater than the threshold are treated as

outliers, but there is no clear specification for the selection of

threshold. The results are uncertain due to the selection of

different thresholds, which generally leads to high false

negative and positive rates.

In order to solve the above problems, we proposed an outlier

detection method in CTD conductivity data, based on the

physical constraint of seawater continuity. Curves of physical

ocean parameters such as conductivity and temperature at the

same location should be continuous and smooth. It is thus

possible to construct fitting functions for these measurements

and then compare them to the fitting curve. So, we construct a

cubic spline fitting function based on the independent points

scheme and the cubic spline interpolation to fit the conductivity

data. The maximum fitting residual points will be flagged as

outliers. The fitting stops when the optimal number of iterations

is reached, which is automatically obtained by the minimum
FIGURE 7

The detected outliers of C01-C20 by the CSF method (black
points are the original data, red points are the detected outliers).
FIGURE 8

The number of outliers detected by the three methods (the black, blue and red lines represent the number of outliers detected by method WE,
MFMD and CSF respectively).
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value of the sequence of maximum fitting residuals. Verification

of the accuracy and stability by means of examples shows that

this method has lower false negative rate of 17.88% and false

positive rate of 0.24%, while the corresponding Wild Edit

method values are 56.96% and 2.19% and Median Filter

Combined with Maximum Deviation method are 23.28% and

0.31%. During this process, we also give the reasonable range of
Frontiers in Marine Science 09
conductivity outliers detection threshold (0.08-0.12) mS/cm and

the optimal conductivity outliers detection threshold 0.1 mS/cm.

Compared with the Wild Edit method and Median Filter

Combined with Maximum Deviation method through a series of

comparative experiments, the Cubic Spline Fitting method is

simple to operate, effective and the result is clear and definite.

This method better solved the problem of conductivity outliers
FIGURE 9

The number of outliers detected by different thresholds applied to the difference between the conductivity data observed by the faulty and
better working conductivity sensor.
A

B

C

FIGURE 10

The outliers detected by the three methods in 20 cases. (A-C) are the distribution of outliers detected by the WE method, the MFMD method
and the CSF method respectively. Green dots, black dots and red dots are real outliers, missed real outliers, and misjudged good data,
respectively.
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detection, thus it represents is a reliable outlier detection method

for CTD data quality control.
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FIGURE 11

The false negative and positive rate of the three methods (the black, blue and red dots represent the method WE, MFMD and CSF respectively).
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