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The in-band full-duplex underwater acoustic communication (IBFD-UWAC)

mode has twice the information throughput of the traditional half-duplex

communication mode, significantly increasing the communication efficiency.

Extracting the weak desired signal from the high-power self-interference signal

without distortion remains a challenging problem in implementing IBFD-

UWAC systems. This paper proposes a spatial-digital joint self-interference

cancellation (SDSIC) method for IBFD-UWAC. We first perform spatial self-

interference cancellation (SSIC) and propose an improved wideband constant-

beamwidth beamformer to overcome the problem of direction- and array-

dependent interference in IBFD-UWAC systems. Convex optimization is used

to maintain a constant beam response in the main flap and cancel the self-

interference signal from a fixed direction, thus increasing the signal-to-

interference ratio of the desired signal. Subsequently, we perform digital self-

interference cancellation (DSIC) on the residual self-interference signal, and

propose a variable-step-size least-mean-squares algorithm based on the

spatial noise threshold. This algorithm modifies the least-mean-squares step-

size adjustment criterion according to the noise level after SSIC and the desired

signal, resulting in better DSIC. A series of simulations are implemented in a

hardware-in-the-loop platform to verify the practicality and real-time

performance of the proposed SDSIC method. The results show that the self-

interference signal power can be reduced by 41.5 dB using the proposed

method, an improvement of 13.5 dB over the conventional SIC method.

KEYWORDS

underwater acoustic, full duplex communication, self-interference (SI) cancellation
(SIC), beamforming, VSS-LMS algorithm
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1 Introduction

Recently, considerable attention has focused on underwater

communication. Although there are numerous communication

network protocols, mature land-based wireless network

protocols often fail in underwater communication networks

due to the long transmission delays, limited bandwidth, and

the large spatial and temporal variability of the underwater

acoustic channel (Yin, 2016; Song et al., 2019; Zhao et al.,

2021). The scarce spectrum resources of the underwater

acoustic channel also limit the frequency efficiency of

underwater communication networks (Pan et al., 2012; Yan

et al., 2021). Therefore, improving the spectrum efficiency and

system information throughput of underwater acoustic

communication (UWAC) networks under severe bandwidth

limitations is an urgent problem. In-band full-duplex (IBFD)

UWAC technology aims to achieve simultaneous transmission

and reception of signals in the same frequency band from both

sides of the communication. Compared with the traditional half-

duplex mode, this increases the frequency efficiency by a factor

of two, and increases the security of the communication system

(Qiao et al., 2018a; Kolodziej et al., 2019). In engineering

applications, IBFD-UWAC systems are typically used as relay

nodes that receive data from one party while forwarding it to

another party when the far-end desired signal is buried in high-

power self-interference (SI) and communication cannot be

achieved. To realize IBFD-UWAC, it is necessary to cancel the

local high-power near-end SI signals (Sabharwal et al., 2014;

Shen et al., 2020) and increase the signal-to-interference noise

ratio (SINR) of the weak desired far-end signals to enable real-

time communication between the two sides (Zhang et al., 2016;

Zhao, 2021). Therefore, self-interference cancellation (SIC) is a

critical technical issue. Spatial SIC (SSIC) is the first stage of the

SIC process in IBFD-UWAC systems. The SSIC process does not

attempt to perfectly cancel SI, but instead seeks to reduce SI by a

sufficient amount to prevent the receiver’s dynamic range from

being swamped. After the SSIC process, a residual interference

signal (RIS) remains. Digital SIC (DSIC) is needed to cancel the

RIS (Everett et al., 2016; Satyanarayana et al., 2019).

For the SSIC method in full-duplex communication, a two-

transmitter, three-receiver antenna system has been designed to

provide 50 dB additional isolation, compared with a single-

transmitter, single-receiver system, by adjusting the amplitude

and phase of the transmitting and receiving antennas (Snow

et al., 2011). Additionally, a compact switched-array

reconfigurable antenna array has achieved a 65 dB passive SIC

based on 10-cm transmitter and receiver antenna isolation

(Ahmed and Eltawil, 2015). Vallese et al. (2017) proposed a

joint transceiver–receiver beamforming algorithm for co-time,

co-frequency full-duplex wireless communication systems, with

SIC effects of 65.5 dB and 89.8 dB at transmitter signal-to-noise
Frontiers in Marine Science 02
ratios (SNRs) of 30.0 dB and 60.0 dB, respectively. Everett et al.

(2014) terminated the passive SIC effects in the radio carrier

frequency range of 2.4–2.48 GHz at different distances. They

obtained 27.9 dB and 24.5 dB interference cancellation effects at

50 cm and 35 cm, respectively, using an omnidirectional

transmitting antenna. An additional 17 dB interference

cancellation effect with a 90°-beamwidth transmitting antenna

and 50 cm between the receiving and transmitting antennas was

achieved by combining the directional antenna, absorbing

medium, and antenna polarization. This resulted in

interference cancellation of more than 70 dB and showed that

passive cancellation performance is affected by the number of

reflected paths (Everett et al., 2014). Choi et al. (2010) placed two

transmit antennas half a wavelength away from a single receive

antenna to achieve mutual cancellation. They conducted

experiments at 2.4 GHz using a 7-inch antenna, and found

that this configuration provided 26 dB of interference

cancellation (5 MHz). The combination of noise cancellation

and DSIC produced an overall SIC of 60 dB, but the results were

not satisfactory for signal bandwidths over 100 MHz (Choi et al.,

2010). Nawaz and Tekin (2016) designed and implemented a

2.4-GHz bipolar micro-bandwidth patch antenna, and evaluated

its isolation performance. The results showed that the antenna

could achieve 40 dB of interference cancellation. Cacciola et al.

(2016) completely embedded the transmitting and receiving

arrays in a metallic cavity and mounted them flush on the

ground to reduce the interaction with nearby objects and

antennas. This method obtained interference cancellation of

more than 49 dB. Makar et al. (2017) proposed a toroidal

hybrid T-shaped structure with a length of 35.6 mm that

obtained an SIC effect of at least 35 dB in a multipath

environment with near-omnidirectional transmitting and

receiving antennas.

However, the above SSIC methods have been developed in the

field of radio communication. In the engineering implementation

of underwater communication, the equipment used for SSIC, such

as acoustic baffles, has different apertures corresponding to

different absorption frequencies, which attenuate the sound

power by reflecting the sound within them. Qiao et al. (2013)

used the vector hydrophone zero-point offset feature to reduce the

received SI signal power. The full-duplex UWAC system

developed by Li et al. (2015) uses a transmitting transducer with

directivity (Zhao et al., 2021) to obtain an interference cancellation

effect of about 25 dB. While acoustic baffles are inconvenient in

engineering applications because of their weight and volume,

directivity transducers are hardware-dependent. frequencies and

attenuate the sound power by reflecting sound in them. They have

limited cancellation capability and less flexibility, so the

cancellation of local SI by array signal processing technology in

wideband communication systems is worthy of study, but no SSIC

scheme based on array signal processing has yet been proposed for
frontiersin.org
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IBFD-UWAC systems. This paper proposes an improved constant

beamwidth beamforming (ICBBF) algorithm.

For DSIC, Qiao et al. (2018b) proposed a maximum-

likelihood algorithm with sparse constraints for estimating the

sparse SI channels, achieving an SIC effect of 43 dB. This is a

better cancellation effect than the least-squares algorithm. In the

same year, Qiao et al. (2018a) considered the high probability of

non-crossover regions for the transceiver signals during normal

IBFD-UWAC, and proposed a DSIC algorithm for

asynchronous full-duplex communication systems. This

algorithm used non-crossover regions to collect the nonlinear

distortion components combined with a sparse adaptive channel

estimation algorithm for SIC. Their experimental results show

that the method can effectively eliminate the nonlinear

distortion caused by the power amplifier (PA). Shen et al.

(2020) used the PA output channel signal as a reference and

applied the dichotomous coordinate descent recursive least-

squares (DCD-RLS) algorithm (Zakharov et al., 2008), which

has a convergence rate similar to that of classical RLS. The

complexity can be effectively reduced with the same numerical

stability. Experiments show that the DCD-RLS algorithm

achieves 46 dB cancellation, while an additional 23 dB SIC

performance is obtained when the PA output channel signal is

used as the reference signal. Note that nonlinear devices other

than amplifiers have a limiting effect on this method, such as

preamplifiers (Liu et al., 2009).

The literature discussed above is focused on the

convergence speed of the algorithm and the cancellation

effect of the DSIC process, with little consideration of the

impact of algorithm complexity in real time. The real-time

implementation of IBFD-UWAC systems would allow both

parties to communicate without delay and with no need to wait

for the algorithm process, which is of great significance. In

addition, the signal-to-interference ratio (SIR) of the signal is

still low after the SI signal is canceled by SSIC or the analog

domain, leaving the RIS. In IBFD-UWAC systems,

the performance of interference cancellation depends on the

accuracy of interference propagation channel estimation, the

desired signal can have an impact on the self-interference

channel estimation process, resulting in a lower bit error rate

(BER) performance (Qiao et al., 2018a). During the SI channel

estimation process, previous studies do not consider the impact

of the arrival of the desired signal, causing a reduction in

BER performance.

Based on the above, this papermakes the following contributions.
Fron
• For SIC in IBFD-UWAC systems, this paper proposes a

spatial-digital joint SIC (SDSIC) method that achieves

better cancellation than the previous SIC.

• We propose an SSIC method using an ICBBF based on

convex optimization theory for IBFD-UWAC systems.

This SIC method prevents the distortion of the distant
tiers in Marine Science 03
desired signal and suppresses the direction- and array-

dependent interference.

• For DSIC, a variable-step-size least-mean-square

algorithm based on the space domain noise threshold

(SNT-VSS-LMS) is proposed. This method has a faster

convergence speed and better cancellation effect than the

general VSS-LMS method.
2 System model
The modulated signal x[n] is transmitted by a digital-to-

analog converter (DAC). After passing through a low-pass filter

(LPF) and PA, the signal is transmitted by the transducer, and

the transmitted signal rn(t) is received by the array after passing

through the SI channel hSI[n] , while the remote desired signal rm
(t) is received by the array. Thus, the array received signal xm(t)

is obtained as

xm(t) = rnm(t) + rfm(t) + nm(t) (1)

Where, m=1,2,3,⋯,M , rnm(t) is the local SI signal

received by array element m, rfm(t) is the desired signal

received by array element m, and nxtm(t) is the ambient

noise received by array element m. The purpose of SIC is to

reconstruct the SI signal so that rn(t) can be subtracted from

the received signal to obtain the pure desired signal. After

being received by the array, the signals from different

directional sources have different time delays. The purpose

of SSIC is to use these time delays to increase the SINR. The

received signal is acquired by an analog-to-digital converter

(ADC) after a low-noise amplifier (LNA) and passed

through the beamformer to obtain the RIS after the SSIC

process (① in Figure 1). In the DSIC process (position ② in

Figure 1), the RIS is compared with the reference

beamformer. The RIS is passed through a linear filter

together with the reference signal to complete the DSIC

process. To consider the effect of the nonlinear distortion of

the PA on the estimation process of the SI channel, y0PA½n� is
passed through an adaptive filter together with the RIS to

obtain the estimated SI channel ĥ SI and the reconstructed SI

signal ytASIC[n] , where yASIC[n] is related to ĥ SI as follows.

The error output of the filter e(n) is the signal after DSIC,

which is the desired signal to be demodulated. The error

output can be written as

e(n) = rAB(n) − y0PA ⊗ ĥ SI (2)

where⊗ denotes the convolution operation. The reference signal

vector y0PA and the tap weights of the linear filter are

y0  PA = y0  PA½n�, y0  PA½n − 1�,…, y0  PA½n − L + 1�� �
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ĥ SI = ~hSI½n�, ~hSI½n − 1�,…, ~hSI½n − L + 1�
h i

(3)

where L is the number of tap weights of the linear filter. The

DSIC performance in the IBFD-UWAC system depends on

approximation with yASIC(t) and yPA(t) . The above DSIC

process is position 173 in the system model of Figure 1.
3 Fundamentals

3.1 Spatial self-interference cancellation

Beamforming is a common interference cancellation

technique that is widely used in radio and underwater

acoustics. This paper focuses on the IBFD-UWAC system.

After receiving the signal, beamforming is performed in the

spatial domain for SIC and to increase the SIR of the received

signal. For UWAC systems, the acoustic waves are spatially

sampled by M array elements, and the output signal y(t) from

the system at time t is the instantaneous linear combination of

the spatial samples xm(t) , that is,

y(t) = o
M

m=1
xm(t)w

�
m (4)

where wm denotes the weight coefficient of array element m and *

denotes the complex conjugate. Let the input signal be the impulsive

complex plane wave ejwt , which has angular frequency w, and let

the arrival angle be q∈[−p/2,p/2t]qq∈[−p/2,p/2] . Assume that the

signal phase received by the first array element is 0, and the signal
Frontiers in Marine Science 04
received by the first array element is x0(t)=e
jwt . The signal received

by array element m is xm(t)=e
jwt−tm , where the time delay in the

wave from the first hydrophone to the m-th hydrophone is tm ,

which a function of the arrival angle q. The beamformer output can

be expressed by

y(t) = ejwto
M

m=1
e(−wtm)w �

m (5)

where t0=0 and j =
ffiffiffiffiffiffi
−1

p
. The response of the beamformer is

Pw , q = o
M

m=1
e(−wtm)w �

m = wHa(w , q) (6)

where the vector w contains the complex conjugate coefficients

of the M sensors and H denotes the conjugate transpose, i.e.,

w = ½w1,w2,w3 ⋯wM �T (7)

in which T denotes the transpose. The vector a(w,q) is the array
response vector, also known as the guide vector, i.e.,

a(w , q) = ½1, e−jwt1 , e−jwt2 ⋯ e−jwtM−1 � (8)

The distance between each array element is d=l/2 , and so

wtm=(2pc/l)(mdsin q/c)=mpsin q . The narrowband

beamformer response is written as

P(w , q) = o
M

m=1
e(−jmp sin q)w �

m (9)

Note that the SSIC method uses a frequency-domain wideband

beamformer to convert the data from the time domain to multiple
FIGURE 1

SDSIC system model in IBFD-UWAC.
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sub-bands in the frequency domain through a Fourier transform.

Each sub-band satisfies the narrowband condition to finish the

beamforming process. Finally, the output of the beamformer is

transformed to the time domain using an inverse discrete Fourier

transform. For the problem of an inconsistent response at each

frequency point, one method involves receiving the data of each

frequency of the signal with different sizes of sub-arrays (Goodwin

and Elko, 1993; Liu et al., 2021), but this requires a complex hardware

structure and cannot achieve a constant beamwidth for the whole

frequency band. More recently, researchers have designed different

weighting vectors for the various sub-band frequencies, resulting in a

constant beamwidth at these central frequencies. There are spatial re-

sampling methods (Krolik and Swingler, 1990; Li et al., 2017), fitting

methods based on Fourier transforms (Liu et al., 2007; Chan and

Chen, 2007; Liu and Weiss, 2008), and Bessel function algorithms

(Liu et al., 2005), among others. Furthermore, in the practical

application of IBFD-UWAC systems, it is often necessary to design

a special response beamformer according to the array shape (Roe

et al., 1990; Fan and Liang, 2013). This processmainly keeps themain

flap beam response consistent and suppresses direction- and array-

dependent interference. In practical applications, if there are multiple

desired signals at unknown angles in the far field, the beamformer

should be designed such that the beam response of the side flaps can

discriminate the multiple desired signals in different directions, which

is critical for a full-duplex communication network. To solve the

above problems, an ICBBF based on convex optimization theory is

proposed in this paper. The proposed beamforming method

constructs a “zero trap” for direction- and array-dependent

interference source directions while maintaining the frequency

invariance of the beam response of the main flap. We design the

convex optimization process as follows. It is worth noting that the

beamformer avoids significant amplitude cancellation of signals from

other angles and retains the signal from other directions. The SSIC

method designed in this paper uses a convex optimization method to

cancel the SI signals of direction- and array-dependent interference in

the IBFD-UWAC system. We design the specific convex

optimization process as follows. Step 1: Apply Newton’s iteration

method to produce a beamformer according to the array structure,

where the desired signal source angle is 0°, and divide the signal into

several sub-bands. Perform the following steps at each sub-band

frequency. Step 2: Take themain flap response at the center frequency

of the beamformer designed above as the desired response pdesired(q)
for the convex optimization process, and minimize the two-

parameter response of the optimized beamformer response pMF(q)
in themain flap angle interval qMFwith pdesired(q) . Step 3: Use convex
optimization theory to constrain the beam response pSF(q) in the side
flap angle interval qSF to be below the set value xSF and the beam

response pZF(q) in the zero-trap interval qZF below the set value xZF .
Step 4: Use an inverse fast Fourier transform to restore the signal and

obtain the signal after SSIC. According to the above steps, we

construct the convex optimization equation as
Frontiers in Marine Science 05
min
wHB

  pMF(q) − pdesired(q)k k2
s : t : wHBk k2≤ 1

wT
HB~a(fk, qSF)

�� �� ≤ xSF

wT
HB~a(fk, qZF)

�� �� ≤ xZF

wT
HB~a(fk, qd) == 1

(10)

To facilitate the calculation using the SeDuMi toolbox, we

transform Eq. (10) to

min ϵm

s : t : wT
HB~a(fk, qd) == 1

pMF(qMF) − pdesired(qMF)k k2≤ ϵm

wT
HB~a(fk, qSF)

�� �� ≤ xSF

wT
HB~a(fk, qZF)

�� �� ≤ xZF
wHBk k2≤ 1

(11)

where a new set of nonnegative variables is introduced: ϵm ,

m=1,2,⋯,M .

We set b=[0,−11×M,01×N,]
T,y=[1,ϵ1,⋯,ϵM,wHB1,⋯,wHBN]

T

and solve for the optimal weight vector at each frequency

point, i.e., the weighting factor for each array element wHB . In

SeDuMi, the standard convex cone problem is defined as

max   bTy subject to

c − ATy ∈ K
(12)

where y contains the expected weights, A is an arbitrary

coefficient matrix, b and c are arbitrary vectors, and K is a

set of symmetric cones. The dimensions of A, b, and fc are

matched and the q-dimensional second-order cone is

defined as

Qq
cD¼

x1

x2

" #
jx1 ∈ R, x2 ∈ Cq−1, x1 ≥ jjx2jj

( )
(13)

The equation constraint can be expressed as f0gD¼ fx =

Cjx = 0g. The final problem then has the form

max   bTy subject to

c − ATy ∈ 0f gq1�R  q2
+ � Q  q3

c (14)

This can be solved using the SeDuMi toolbox, where Eq. (14)

has q1 equation constraints, q2 linear constraints, and q3 second-

order cones. The first equation in Eq. (11) can be expressed using

a zero cone as

1

aH(qd)wHB

" #
=

1

0

" #
−

0 0T1�M 0T1�N

0 0T1�M −aH(qd)

" #
y

D¼
c1 − AT

1 y ∈ 0f g
(15)
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The inequalities in Eq. (11) can be expressed using second-

order cones as

ϵm + 1

2pdesired qmð Þ − 2aH qmð ÞwHB

ϵm − 1

2
664

3
775

=

1

2pdesired qmð Þ
1

2
664

3
775 −

0 −tT(m) 01�N

0 01�M 2aH qmð Þ
0 −tT(m) 01�N

2
664

3
775yD¼c1+m

− AT
1+m, y

∈ Q3
1+m,m = 1, 2,⋯,M (16)

where t(m)=[t1,t2,⋯,ti,⋯,tM]T and ti = f
0 i ≠ m

1 i = m
g.

xSF
aH qiSFð ÞwHB

" #

=
dS
0

" #
−

0 01�M 01�N

0 01�M −aH(qiSF)

" #
yD¼

c1+M+s − AT
1+M+sy

∈ Q2
s , s = 1, 2,⋯, S (17)

xZF
aH qiZFð ÞwHB

" #

=
nz

0

" #
−

0 01�M 01�N

0 01�M −aH(qiSF)

" #
yD¼

c1+M+S+z

− AT
1+M+S+zy

∈ Q2
z , s = 1, 2,⋯,Z (18)

1

wHB

" #
=

1

0

" #
−

0

0N�1

01�M 01�N

0N�M −IN

" #
y

D ¼    cM+S+Z+2 − AT
M+S+Z+2y ∈ Q1+N

M+S+Z+1

(19)

where IN is and N-dimensional unit vector. We set c = ½cT1 , cT2 ,
⋯, cTM+S+Z+2� and AT=[A1,A2,⋯,AM+S+Z+2]

T , where ci , Ai(i=1,2,

⋯,M+S+Z+2) are given by Eqs. (15)–(19). The final conversion

to the standard second-order cone problem is as follows.

max bTy

s : t : c − ATy ∈ 0f g � Q1
3 �⋯�QM

3 � Q = QM+1
2

�⋯�QM+S
2 � QM+S+1

2 �⋯�QM+S+Z
2 � QM+S+Z+1

N+1

(20)

We obtain the final optimal solution of y, where M+2 to M

+1+N are the optimal weights of the array wHB . After the above

convex optimization process, ICBBF is able to suppress the
Frontiers in Marine Science 06
signal in the specified direction according to the values of qZF ,
qMF , and qSF in the convex optimization process. The 2-norm

between pMF(q) and the desired beam response pdesired(q) is

minimized, thus preventing distortion of the distant

desired signal.
3.2 DSIC principle

The DSIC process is performed based on an adaptive filter.

The amplifier signal collected locally y0PA½n�] is reconstructed

into a signal vector at time n by L−1 delay units, each of which

has a corresponding tap weight coefficient w[n] . The overall

weight coefficient is

W = w0½n�,w1½n�,w2½n�,⋯,wL−1½n�½ �T (21)

The output signal of the filter yASIC[n] slowly approaches rAB
[n], with the adaptive filter acting as a channel estimator. The

offsetting effect depends on the magnitude of the error between

the SI channel hSI[n] and W, and the DSIC method is essentially

an optimization of the adaptive filter algorithm to achieve the

fastest convergence speed and the smoothest steady-state effect.

The conventional LMS method is a stochastic gradient descent

algorithm that includes filtering and adaptive processes based on

the following procedure: (1) The input signal x(n) is the input of

the LMS adaptive filter. The output signal is y(n)=wT(n)⊗x(n) ,

where w(n) is the weight vector. Let the expected output

response of the LMS adaptive filter be d(n) . Then, the error

between the expected output response of the filter and the output

signal y(n) is

e(n) = d(n) − y(n)

= d(n) − xT (n)⊗w(n)

= d(n) − wT (n)⊗ x(n)

(22)

(2) From the above errors, the mean square error is obtained

as

E e2(n)
� �

= E d2(n) − 2d(n)xT (n)w(n) + wT (n)x(n)xT (n)w(n)
� �

= E d2(n)
� �

− 2E d(n)xr(n)w(n)½ � + E wT (n)x(n)xT (n)w(n)
� �

(23)

(3) We define

RT
xd = E d(n)xT (n)

� �
Rxx = E x(n)xT (n)

� � (24)

and deduce that

E e2(n)
� �

= E d2(n) − 2RT
xdw(n) + wT (n)Rxxw(n)

� �
(25)

(4) The LMS algorithm uses the gradient of the mean

square error
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E[e2(n)] to find the minimum value:

∇(n) = ∇E e2(n)
� �

=
∂ E e2(n)½ �
∂w1(n)

,
∂ E e2(n)½ �
∂w2(n)

,…,
∂ E e2(n)½ �
∂wM (n)

� �T (26)

(5) The weights of the LMS algorithm are updated according

to

w(n + 1) = w(n) − m∇̂ (n) = w(n) + 2me(n)x(n) (27)

The conventional LMS algorithm causes the steady-state

effect and convergence speed to be mutually constrained because

of the invariance of its step size. In contrast, the core of VSS-LMS

is the use of different step size adjustment criteria. The filter is

assigned a more significant step size when the power of the

interference in the filter is significant, resulting in a faster

convergence speed, and the step size is adaptively reduced to

ensure that the filter has a better steady-state effect when the

system is close to the steady state. In contrast, in the IBFD-

UWAC system, SSIC ensures that most SI signals are canceled.

Suppose there is an overlap between the desired signal and the SI

signal. In this case, an error is introduced to the filter when

estimating the SI channel, which reduces the estimation

accuracy. Thus, this paper proposes an SNT-VSS-LMS

algorithm and sets an expectation threshold based on SSIC

and the real-time state error. The step adjustment criterion is

designed to minimize the influence of the desired signal in the SI

channel estimation and reduce the influence of the desired signal

on the filter performance under low-SINR conditions. In

contrast, the step size in the filter changes according to

parabolic constraints. The step adjustment criterion is

designed for the RIS of the IBFD-UWAC system, and can be

described as follows:
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a. If the power of the SI signal after SSIC is sufficiently high

that the BER performance cannot be improved, the filter

applies the maximum step size in DSIC.

b. If the SI signal after SSIC no longer affects the BER

performance, the filter uses the minimum step size in

DSIC to ensure optimal steady-state results.

c. Between these two cases, the filter step size is constrained

by the parabolic function to achieve the optimal SIC effect.

In the IBFD-UWAC system, the energy range for the

arrival of the desired signal is predicted because the

desired signal after SIC must have a certain SINR that

guarantees the performance conditions of the

communication BER. The SNT-VSS-LMS algorithm with

the step-size adjustment criterion based on a parabolic

function allows the step size to be adjusted using the

relationship between the instantaneous state error and

the threshold value, as described in Eq. (28).

m(n) =

mmin   0 <   se(n)j j  < sv

( sej j−sv
gvsdj j−sv

)2 � mmax   + (1 − ( sej j−sv
gvsdj j−sv

)2)� mmin   sv <   se(n)j j  < gvsd

mmax   gvsd <   se(n)j j

8>><
>>:

(28)
where se(n) is the square root of the error variance in the

instantaneous update state at time n and sv is the SINR of the

desired signal that guarantees the BER performance. This is

calculated as follows:

sv =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s 2
n · 10

SINRknown
10

q
(29)

where s 2
n is the noise floor of the SI signal after SSIC, SINRknown

is the SINR of the desired signal that guarantees the BER

performance condition, sd is the square root of the
TABLE 1 Specific flow of the SNT-VSS-LMS algorithm.

1) Setting of initial values:

Initial filter weight value w(0), initial output signal value y(0), initial step size m(0), instantaneous state error se(0), far-end desired signal arrival threshold sv (obtained by
Eq. (29)), and desired signal variance sd(0)

2) Parameters of the proposed algorithm are set according to the actual situation: Determine a, b, compensation factor bv, maximum step length mmax, and minimum
step length mmin

3) Iterative update process: a) Output signal y(n) = u(n)*w(n) of adaptive filter, in which input signal u(n) is the RIS after spatial-domain SI suppression

b) Calculate estimation error e(n) = d(n)–y(n)

c) Calculate error variance in instantaneous state and variance of desired signal in instantaneous state

d) Collect the background noise under the experimental conditions, using the noise level sn obtained by SSIC to obtain sv, and set the compensation factor bv according
to the experimental conditions

e) Adjust step size according to the above step-size adjustment criterion

f) Update equation of weight vector

w(n + 1) = w(n) + ~m(n)e(n)u(n)

4) Calculate average error M-NMSE
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instantaneous desired signal variance, gv is a compensation

factor, and a, b are parameters controlling the shape of the

modified sigmoid function. The specific flow of the SNT-VSS-

LMS algorithm is described in Table 1.

Unlike the traditional VSS-LMS algorithm, we consider the

influence of the arrival of the desired signal on the RIS channel

estimation process. The SNT-VSS-LMS algorithm adaptively

adjusts the step size by examining the relationship between se(n)
and sv,gvsd in the convergence process according to Eq. (28), i.e.,

when se(n) is less than sv , the main error of the SI channel

estimation process depends on the desired signal, so the step size is

reduced to mmin ; when se(n) is greater than gvsd , the main error of

the SI channel estimation process depends on the RIS and the step

size is adjusted to mmax for faster convergence. When se(n) is in the
intermediate state, the step is constrained using the parabolic

function. In this way, the SNT-VSS-LMS algorithm obtains better

steady-state results and faster convergence. Compared with the

traditional VSSLMS algorithm, our proposed algorithm determines

the step value referring to the SI signal after SSIC, which can

minimize the impact of the desired signal while ensuring the

convergence speed and steady-state effect.

Figure 2 shows a flowchart of the proposed SDSIC method.

After SSIC, the RIS is subjected to DSIC to complete the SIC

process, resulting in the distant desired signal to be demodulated.

To evaluate the performance of our proposed algorithm, we

examine the results of simulations and experiments in the

next section.
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4 Simulation analysis

4.1 SSIC simulation

To illustrate the SIC effect and the signal restoration effect,

the simulation experiments use a high-power single-frequency

SI signal. The desired signal is an LFM signal. To make the

experimental scenario closer to that of engineering applications,

the SI signal and the desired signal overlap. We collected

simulation data from an anechoic pool. The frequency of the

SI signal is 4 kHz, and the LFM frequency range is 3–5 kHz. The

direction of the signal is 70°, the number of array elements is

M=12 , and the distance between each array element is

d=0.185 m.

Figure 3 shows the beam response of the beamformer with

the minimum variance distortion less response (MVDR)-

MAILLOUX algorithm (Mailloux, 1995). This algorithm uses

the MVDR with some virtual interference sources in a preset

angle range to accomplish a more extensive range of zero

trapping. The MVDR-MAILLOUX beamformer achieves

excellent cancellation from 65–75°, but the beam responses are

significantly different at each frequency point around the desired

direction of 0°, and the lowest frequency point of the main flap

widths is 19.5°. The maximum frequency distortion reaches 4.2

dB in the range [-5°, 5°]. In actual applications, the array will

drift due to waves and other environmental factors, and the

position is not fixed. Thus, the guiding vector will be
FIGURE 2

Flowchart of the SDSIC method.
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mismatched, and there will be frequency distortion when the

signal is restored. This will result in a loss of frequency

characteristics from the far-end desired signal after restoration,

which will have a specific impact on the BER performance of the

communication system. To solve this problem, it is necessary to

make the spectrum of the base array signal distortion less after

passing through the beamformer, and the beam response of each
Frontiers in Marine Science 09
frequency point should be the same. As the beamformer should

have approximately the same primary flap beam response at

each frequency point, the “constant-beamwidth” beamformer is

of considerable interest (Krolik and Swingler, 1990).

Figure 4 shows the beam response of the adaptive

beamformer based on the LMS algorithm. We can see that the

main flap width of the lowest frequency point response of the
FIGURE 4

Beam response of the adaptive beamformer based on LMS algorithm.
FIGURE 3

Beam response of the MVDR-MAILLOUX beamformer.
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beamformer optimized by the LMS adaptive algorithm is 19°.

The maximum value of the primary flap frequency distortion is

2.9 dB in the range [-5°, 5°]. The constant-beamwidth

beamformer exhibits an excellent ability to restore the signal.

However, the amplitude of the array drift is large, and the beam

response needs to be kept consistent within a specific

angle range.

Figure 5 shows the beam response of the constant-

beamwidth beamformer based on Newton’s iteration method.

The maximum frequency distortion is 0.4 dB in the range [-5°,

5°] and 2 dB in the range [-10°, 10°]. The beam response of this

method controls the main flap within a specific range, which

solves the problem of array drift, i.e., the mismatch of the

guiding vector.

However, the beam response of this beamformer is below

-40 dB for the rest of the side flaps beside the interference source,

and the width of the main flap is too large. Additionally, the

beamformer’s angle resolution decreases. The simulation results

of the proposed SSIC method are given below. According to the

experimental data, the parameters of the convex optimization

process described in Section 3.1 are set as follows: qMF=[−5°,5°] ,

qSF=[−90¸irc,−8°]∪[8°,90°] , qZF=[65°,75°] . In the simulation,

xSF=10−15/20 , xZF=10−60/20 , and qd=0° is the desired signal

source direction. After solving the convex optimization problem,

the obtained beam response is shown in Figure 6. The main flap

width of the lowest frequency point response of the proposed

method is 10°, and the maximum frequency distortion in the

range [-5°, 5°] is 1.9 dB, and so the main flap width has been

reduced by achieving a consistent main flap beam response and
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the beamformer’s resolution has been enhanced. Moreover, the

beamformer cancels signals around the 70° direction and

preserves signals from other directions, which is of great

significance for constructing a full-duplex UWAC network. In

subsequent simulations, we performed the SSIC process with the

ICBBF based on convex optimization.

In the SSIC simulation experiments, the distance between

each array element was set to 0.185 m, the number of array

elements was fixed at 12, and the sampling frequency was 50

kHz. The desired signal had a direction of 0° and the SI signal

had a direction of 70°. Note that, because the beamformer

weights the data of each array element to obtain the new data,

we compared the far-end desired signal with the SI signal after

the beamformer. To determine the SIC effect, the non-

overlapping part of the signal was used to calculate the

cancellation effect:

zBF = 10� lg  (s 2
1 =s 2

2 ) − 10� lg  (s 2
3 =s 2

4 ) (30)

where s1 is the standard deviation of the non-overlapping

part of the desired signal after beamforming, s2 is the standard
deviation of the non-overlapping part of the desired signal from

the reference array, s3 is the standard deviation of the non-

overlapping part of the SI signal after beamforming, and s4 is the
standard deviation of the non-overlapping part of the SI signal

from the reference array.

The purpose of the above equation is to keep the amplitude

of the non-overlapping part of the desired signal consistent

before and after beamforming. Figure 7 shows the normalized

spectrum of the signal after SSIC and the signal received by the
frontiersin.
FIGURE 5

Beam response of the constant-beamwidth beamformer based on Newtonian iteration.
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reference array.

The simulation results show that the SI signal is cancelled by

31.5 dB after SSIC. Next, the RIS was subjected to DSIC.
4.2 DSIC for RIS

In the DSIC simulation experiments, the local SI signal and

the desired signal were wideband LFM signals. For the VSS-LMS
Frontiers in Marine Science 11
algorithm, we set c=0.003 ; for the SNT-VSS-LMS algorithm,

gv=0.8 , mmax =0.003 , mmin =0.0005 . The SNT-VSS-LMS

algorithm obtains sv =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s 2
n · 10

20
10

q
with SINRknown=20 dB, and

the SNR of the SI signal is SNRSI=30 dB. Therefore, the step size

starts to decrease, and when the NMSE reaches -10 dB, the step

size is adjusted to the minimum mmin =0.0005 . As can be seen,

the SNT-VSS-LMS algorithm starts to reduce the step size before

the cancellation is complete, preventing “over-cancellation”

of the SI signal and reducing the influence of the desired
FIGURE 7

Spectrum of the signal after SSIC (after normalization).
FIGURE 6

Spectrum of the signal after the constant-beamwidth beamformer based on Newtonian iteration.
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signal on the filter steady state. To better demonstrate the

superiority of the SNT-VSS-LMS algorithm, we simulated the

case in which the desired signal completely overlaps with the SI

signal. The NMSE curves are shown in Figure 8.

Figure 8 shows the NMSE curves for DSIC using the SNT-

VSS-LMS, VSS-LMS, and LMS algorithms in the case of an

overlap between the desired signal and the SI signal. The SNT-

VSS-LMS algorithm produces the best results when the filter

cancellation is close to the steady-state and the fastest

convergence rate for the cancellation iterations in the initial

stages when the SI signal energy is high. We also show the BER

under different interference-to-signal ratios (ISRs) in Figure 9 to

illustrate the effect of SIC. The simulation analysis of the BER

under a 10-dB SNR is carried out below. The ISR varies in the

range [12, 22], and the BER is obtained at 2-dB intervals.

Figure 9 compares the BER performance of the three

schemes under an SNR of 10 dB. As most of the RIS in the

iterative process overlaps with the desired signal in the

simulation considered in this paper, the LMS algorithm has a

slow convergence speed. Indeed, the convergence time is longer

than the desired signal arrival time, so demodulation without

complete cancellation will significantly reduce the BER

performance. The VSS-LMS and SNT-VSS-LMS algorithms

achieve good BER performance because of the faster

convergence speed. Although VSS-LMS has a reasonable

convergence speed, it cannot adaptively judge the relationship

between the RIS energy and the desired signal, resulting in poor

steady-state performance and high BER.When the ISR is above a

certain threshold, the BER increases with increasing ISR. This is

because the energy of the SI signal increases, and when the ISR is

less than a certain threshold, the BER increases instead. When
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the ISR is small, the desired signal worsens the filter steady state,

this decreasing the BER.
5. Anechoic pool experiment

To prevent multipath effects from creating uncertainty in the

direction of the signal source, the experiments were performed

in an anechoic pool. The results are shown in Figure 10.

The simulations were implemented in the Simulink ®

platform based on a hardware-in-the-loop framework, where

the real-time implementation of the IBFD-UWAC system has

more practical application value. In the experiments, the array

element spacing was 0.185 m, the number of array elements was

fixed to 12, and the sampling frequency was 50 kHz. The desired

signal source had a direction of 0° and the SI signal had a

direction of 70°.

The locally transmitted signal was an LFM signal plus

Gaussian white noise, and the far-end desired signal at a

distance of 20 m was an LFM signal. The aim of this

experiment was to verify the cancellation effect of the

proposed SDSIC method. The ICBBF described in Section 3.1

was used to cancel the SI signal at 70° degrees and enhance the

desired signal at 0°.

Figure 11 compares the cancellation effects of the SDSIC and

traditional SIC methods. The right side of Figure 11 shows a

time-frequency diagram of the signal after the SDSIC method

and the signal without SIC. In general, SSIC reduces the burden

of SIC in the analog and digital domains and improves the upper

limit of SIC under the same hardware conditions. This figure

shows that using the traditional SIC scheme can cancel up to
FIGURE 8

NMSE curves of DSIC using various algorithms.
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36.2 dB of the SI signal, whereas the proposed SDSIC method

can cancel up to 56.4 dB. The scheme and algorithm proposed in

this paper are therefore highly effective. In a second experiment,

the local transmitting signal was a 3–5 kHz LFM signal, and the

far-end desired signal at a distance of 20 m was a direct-sequence
Frontiers in Marine Science 13
spread spectrum signal in the same frequency band. This

experiment was conducted to verify the cancellation effect of

the proposed SDSIC method. Note that, in the IBFD-UWAC

system, the SIC process takes a certain amount of time, and the

two sides can communicate stably only after the SI signal has
FIGURE 10

Schematic diagram of the experimental scenario.
FIGURE 9

BER in simulations.
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been canceled to a certain degree. Compared with the DSIC

method, the SDSIC method first filters the received signal in the

spatial domain, which reduces the width of the main flap while

achieving a consistent main flap beam response, and accurately

cancels the signal in the set direction (qZF = [65°,75°]). This

improves the resolution of the beamformer. The parameters of

the signals in this experiment are listed in Table 2.

As shown in Figure 12, both SDSIC and DSIC reach a steady

state, although the SDSICmethod has a better cancellation effect.

The right side of Figure 12 shows a time-frequency diagram of

the signal after the SDSIC method and the signal without SIC.

The SSIC effect reaches 20 dB, and the SNR of the canceled

signal SNRRIS = 27 dB. The noise energy of the current signal s2
n

is obtained from the RIS, and the expected SINR of the desired

signal SINRknown = 18 dB. The DSIC of the RIS was completed by
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the SNT-VSS-LMS algorithm using the step-size adjustment

criterion of Eq. (28), and the expected threshold value based

on the spatial domain noise sv was obtained from Eq. (29). We

set c = 0.005 in the VSS-LMS algorithm and gv = 0.8, mmax =

0.005, mmin = 0.0001 in the SNT-VSS-LMS algorithm. The

NMSE curves obtained from the RIS after applying the LMS,

VSS-LMS, and SNT-VSS-LMS algorithms are shown

in Figure 13.

The SNT-VSS-LMS algorithm proposed in this paper has the

fastest convergence speed, and the best steady-state effect after

applying the DSIC process to the RIS. This algorithm can adjust

the step size in real time according to the variance of the

instantaneous state error. At first, the step size is set to 0.005

to achieve the fastest convergence speed when the SI signal is

canceled by 24 dB (i.e., the NMSE result of the signal is close to

SNRSI–SINRknown = 9 dB), and then the step size is adjusted to

prevent the SI signal from being over-canceled, which ensures

the best steady-state effect. Figure 13 verifies the effectiveness of

the algorithm and its superior performance compared with the

VSS-LMS algorithm. The VSS-LMS technique gives a poorer

steady-state effect because of its inability to determine adaptively

where the desired signal is coming from and lack of optimization

of the convergence speed. In summary, the proposed SNT-VSS-

LMS algorithm produces an excellent DSIC effect for the RIS.

Next, we consider the BER performance of the IBFD-UWAC

system. Note that, during the anechoic pool trial, the PA of the

far-end transmitting ship was kept at its maximum value. When

the two sides communicate, the arrival time of the far-end
TABLE 2 Parameters of the spread spectrum communication signal.

Chip duration 0.8 s

M sequence spread spectrum order 6

Single spread spectrum symbol
duration

50.4 ms

Communication band 3–5 kHz

Sampling frequency 50 kHz

Communication rate 19.8 bps (synchronous head is not
included)

Channel coding None
FIGURE 11

Comparison of cancellation effects between SDSIC method and traditional DSIC method.
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desired signal is not known, so the SIC algorithm requires a fast

offset speed to ensure that the communication information is not

lost. We now illustrate the offset effect of each SIC method under

the different arrival times of the desired signal. In the
Frontiers in Marine Science 15
communication experiment, we transmitted the SI signal

locally without interruption, the desired signal was transmitted

randomly, and we selected the data with different desired signal

arrival times for subsequent processing to obtain the BER curve
FIGURE 13

Comparison of cancellation performance between LMS, VSS-LMS, and SNT-VSS-LMS.
FIGURE 12

Cancellation effect of SDSIC method and traditional DSIC method.
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with respect to time. The results are shown in Figure 14, where t

in the BER curve is the time from the start of the SIC process.

From Figure 14, a slower arrival of the desired signal results in a

lower BER, because the SIC process takes some time. The proposed

SDSIC significantly improves the BER performance after 2 s, but we

cannot complete the communication before 2 s because the SSIC

process also takes some time. When the desired signal arrives

slowly, both SDSIC and DSIC have BERs of less than 10-3 after

offset, but SDSIC achieves better BER performance. Moreover,

SDSIC has a faster SIC speed when the desired signal arrives early.
6. Conclusion

This paper has described a new SIC method for the unique

problems of IBFD-UWAC systems. The proposed SDSIC

method, including an SSIC method that is applicable to the

IBFD-UWAC, uses a beamformer based on convex optimization

theory to cancel the SI signal accurately, and can ensure perfect

restoration of the distant desired signal. In addition, for the RIS

after SSIC, we have proposed an SNT-VSS-LMS algorithm that

modifies the step-size adjustment criterion of the traditional

VSS-LMS algorithm. This algorithm initially cancels most of the

RIS with a rapid convergence rate, and then sets the expected

threshold based on the noise floor of the RIS and the SINR under

which the far-end desired signal satisfies the performance

condition of the communication BER. The expected threshold

value of the DSIC process is intended to minimize the impact of

the desired signal for the SI channel estimation process, resulting

in a smaller mean square error and the optimal steady state. An

experimental verification of the proposed SDSIC method was
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conducted in an anechoic pool using an IBFD-UWAC system.

The traditional SIC method can cancel up to 28 dB of the SI

signal, while the SDSIC method proposed in this paper cancels

up to 41.5 dB, significantly improving the upper limit of SIC in

IBFD-UWAC systems. In addition, the proposed SNT-VSS-LMS

algorithm performs optimally in terms of both convergence

speed and steady-state effect. The anechoic pool experiments

verify the real-time effectiveness of the proposed method. The

algorithm proposed in this paper is easy to implement and has

low complexity, allowing it to be implemented in engineering

applications. The proposed algorithm could be directly ported to

a field-programmable gate array, with toolboxes such as HDL

Coder in MATLAB® used to realize the production of

engineering prototypes.

Future work will investigate analog-domain SIC. Previous

studies suggest that analog-domain SIC will be limited by the

parameters of hardware circuits, e.g., PA, ADC sampling

accuracy. Further research should investigate strong analog-

domain SIC methods and attempt to combine them with SSIC

methods. In this paper, DSIC was applied to the RIS signal after

SSIC, and the experiments were performed in an anechoic pool. For

environments with complex channels (e.g., marine environment),

the published literature shows that the convergence process of LMS

filters under fast time-varying channels can have a serious impact

on the demodulation of information corresponding to the time

variation. Thus, it would be worthwhile investigating an efficient

DSIC scheme under fast time-varying channels.

Finally, the balanced relationship between analog-domain

SIC and SSIC/DSIC should be considered, and the channel

characteristics in the context of engineering applications should

be further investigated to obtain the best SIC performance.
FIGURE 14

BER versus number of iterations for DSIC, SDSIC, and signal without SIC.
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