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Cross-modal matching of
monosyllabic and bisyllabic items
varying in phonotactic
probability and lexicality

Kauyumari Sanchez*

Department of Psychology, California Polytechnic State University Humboldt, Arcata, CA, United States

In two experiments, English words and non-words varying in phonotactic
probability were cross-modally compared in an AB matching task. Participants
were presented with either visual-only (V) speech (a talker’s speaking face)
or auditory-only (A) speech (a talker’s voice) in the A position. Stimuli in the
B position were of the opposing modality (counterbalanced). Experiment 1
employed monosyllabic items, while experiment 2 employed bisyllabic items.
Accuracy measures for experiment 1 revealed main effects for phonotactic
probability and presentation order (A-V vs. V-A), while experiment 2 revealed
main effects for lexicality and presentation order. Reaction time measures for
experiment 1 revealed an interaction between probability and lexicality, with a
main effect for presentation order. Reaction time measures for experiment 2
revealed two 2-way interactions: probability and lexicality and probability and
presentation order, with significant main effects. Overall, the data suggests that
(1) cross-modal research can be conducted with various presentation orders, (2)
perception is guided by the most predictive components of a stimulus, and (3)
more complex stimuli can support the results from experiments using simpler
stimuli, but can also uncover new information.
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Introduction

Speech perception is a multimodal process (see Rosenblum, 2019 for a review). Under
normal circumstances, these streams of complementary information are integrated to
facilitate perception. For instance, a visible speaking face increases spokenword recognition
under adverse auditory conditions, such as when perceiving speech in a noisy environment
(e.g., Sumby and Pollack, 1954; Grant and Seitz, 2000; Bernstein et al., 2004; Kim and Davis,
2004), when listening to someonewith an accent (Arnold andHill, 2001), andwhen listening
to a dense message (Reisberg et al., 1987). Under abnormal circumstances, different speech
modalities will also become integrated, such as evidenced by McGurk and MacDonald
(1976) seminal study demonstrating the McGurk effect and the research that has followed
along this line (see Rosenblum, 2019 for a review). us, speech perception is not solely
an auditory phenomenon and in fact, there is mounting evidence in neuroscience research
that suggests a cross-modal relationship between the senses in human and animal research
across a variety of speech and non-speech situations (see Rosenblum et al., 2017).
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Investigations of cross-modal speech information have revealed
that the visual and auditory sensory modalities carry information
about both the linguistic message and indexical properties of
the speaker (e.g., Lachs and Pisoni, 2004), though the linguistic
research is emphasized here. However, important questions remain
and the current study aims to address the following questions:
(1) Can cross-modal speech research be conducted with various
presentation orders? (2) What component(s) of a speech stimulus
guides perception? and (3) should speech researchers be more
cautious in overinterpreting the results obtained from relatively
simple stimuli and deliberately follow up their research with more
complex stimuli?

Cross-modal research

Concerning question one, can cross-modal speech research
be conducted with various presentation orders, studies have
historically made methodological decisions that have led to a
singular presentation order, where visual stimuli serve to prime
auditory stimuli, but not the other way around (e.g., Buchwald
et al., 2009; Kim et al., 2004; Sanchez et al., 2013). Within this
research, insofar as linguistic information is concerned, cross-modal
studies have found that when presented with speech information in
one modality, that information can be used to prime information
presented in a different modality (Buchwald et al., 2009; Kim
et al., 2004) and facilitate the perception of a message (e.g., target
words) presented in a different modality (e.g., Buchwald et al., 2009;
Sanchez et al., 2013). For example, Kim et al. (2004) found that
visual speech items could reliably prime auditory speech or text
based targets in both a lexical decision task and a word naming task,
supporting the idea that auditory and visual speech are processed
similarly (e.g., Auer, 2002; Mattys et al., 2002; Rosenblum et al.,
2017). However, it should be noted that Kim et al. only found
reliable priming for words, but not non-word items. Kim et al.
indicate that it is possible that non-word items were not able to
be primed due to the fact that the lists presented to participants
contained word and non-word items intermixed, which may have
led to words competing in non-word trials. It should also be noted
that Kim et al. always had visual items as primes and not targets,
because lip-reading is such a demanding task oen accompanied by
many errors.

As an extension of Kim et al. (2004); Buchwald et al. (2009),
investigated the role of lexical access on cross-modal priming using
monosyllabic words. Due to the inĘuence of lexical frequency
and neighborhood density, recognition of words vary in speed
and accuracy within auditory-only (e.g., Luce and Pisoni, 1998;
Vitevitch and Luce, 1999) and visual-only contexts (e.g., Auer,
2002). In line with the auditory-only (e.g., Luce and Pisoni, 1998;
Vitevitch and Luce, 1999) and visual-only research (e.g., Auer,
2002), Buchwald et al. found that high frequency words from
sparse neighborhoods (e.g., “easy” words have little competition)
were responded to faster and more accurately than low frequency
words from dense neighborhoods (e.g., “hard” words compete with
each other), suggesting that lexical access may be an important
determiner for recognition, however, non-words were not used.
Like Kim et al., visual items always served as primes to auditory
targets, though the targets were presented in noise that challenged

the identiĕcation of the target item. In addition, Buchwald et al.
found that the visual primes did not have to come from the same
speech event as the auditory targets, as accuracy and reaction time
did not differ betweenmatch andmismatched primes and targets (in
the mismatch trials, the prime and target were of different gendered
talkers), suggesting that lexical inĘuences and priming effects are
not rigidly instance speciĕc (e.g., episodic).

In a related vein, Sanchez et al. (2013) tested whether a word’s
lexical characteristics would impact word identiĕcation from a
familiar or unfamiliar talker in a cross-modal experiment. In
the training or familiarization phase of Sanchez et al. (2013), a
single talker’s words were presented auditorily-only, and varied
in lexical frequency (high, medium-high, medium-low, and low,
see Goldinger, 1998). Later, in a lip-reading (visual-only) task,
participants were presented with two talkers, the familiar talker
from the training phase and an unfamiliar talker. Both talkers in
the lipreading phase uttered old words (i.e., words that had been
presented during the voice familiarization phase) and new words.
It was found that old words were lipread more accurately than new
words, and high frequency words were lipread more accurately than
low frequency words (Auer et al., 2000; Auer, 2002; Buchwald et al.,
2009). Importantly for cross-modal speech perception, words were
more accurately recognized when spoken by the familiar talker than
the unfamiliar talker—even though the familiarity of the talker was
trained in a different sensory modality. ese results are in line with
past research (e.g., Buchwald et al., 2009; Rosenblum et al., 2007)
suggesting that both talker and lexical knowledge may be carried in
auditory and visual modalities. In addition, this study demonstrates
that cross-modal matching can reliably occur to visual lipread
speech as the target stimulus. However, questions remain whether
cross-modal matching can successfully occur without training.

Past research has revealed a lexical inĘuence on cross-modal
speech perception. For example, Kim et al. (2004) found that visual
words (but not non-words) can facilitate the perception of auditory
words. Similarly, Buchwald et al. (2009) showed that neighborhood
density of a word presented cross-modally impacts perception
with high frequency “easy” words from sparse neighborhoods as
easier to perceive than low frequency “hard” words from dense
neighborhoods, and that the visual primes and auditory targets do
not have to come from the same speech event. In addition, Sanchez
et al. (2013) demonstrated that visual lipread speech can successfully
serve as target stimuli in a cross-modal experiment and that high
frequency words are more accurately identiĕed as compared to
low frequency words. Although this seems to suggest that cross-
modal research can be conducted with various presentation orders,
where visual or auditory stimuli can serve as targets and primes
interchangeably, the current research speciĕcally aims to test this
notion in an untrained sample.

Speech components guiding
perception

Concerning question two, what component(s) of a speech
stimulus guides perception, in the present study, we highlight
the role of phonotactic probability, which is the likelihood of
a particular phoneme or sequence of phonemes occurring at a
given location within a word (using real words and non-words),
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while controlling for neighborhood density and lexical frequency
to explore the relationship between audio and visual speech
information. Motivation to investigate the role of phonotactic
probability and lexicality is drawn from the work of Vitevitch and
Luce (1999) as they provide a relevant framework to compare their
audio-only experiments and results to our study, which uses the
same general methodology and stimuli, but adapted to include
auditory and visual speech. In addition, we are able to position
the question of the nature of visual speech within a formalized
model, speciĕcally Grossberg’s adaptive resonance theory (ART)
(Grossberg, 2013, 2021).

Vitevitch and Luce (1999) conducted a series of experiments
aiming to address the competitive and facilitatory effects of lexical
and sublexical processing in spoken word recognition using words
and non-words. Phonotactic probability wasmanipulated because it
provides a means to highlight the constituent parts, or the relevant
groupings of information when it comes to speech recognition. is
is not to say that lexicality or phonotactic probability represent
“critical units” of speech. In fact, within ART, the speech unit
question is a moot point, as “all possible grain sizes are emergent
products of resonant brain states” (Goldinger and Azuma, 2003).
e current investigation however ĕnds cause to explore the impact
of phonotactic probability to compare and extend the work of
Vitevitch and Luce and interpret visual-only speech data within the
ART framework, which has not been conducted to the knowledge
of the author.

Within ART, sensory (bottom-up) information is perceived and
recognized based on the observer’s prior learning or knowledge,
expectations, and experiences (e.g., top-down processing). In
essence, a stimulus in theworld is akin to a vibrating tuning fork.e
vibrations from the external tuning fork causes the tuning fork(s) in
the observer’s mind (created from previous experiences/learning)
to also vibrate or resonate depending on whether the observer
has a similar tuning fork within their mind. Within ART, in
general, the most predictive units (e.g., familiar items compared
to unfamiliar items) will have the greatest resonance and thus
impact perception and recognition (Grossberg, 2021; Goldinger
and Azuma, 2003). When a stimulus from the world interfaces
with the top-down knowledge of the observer, the stimulus’s
features (in the form of items/feature clusters) are activated in
working memory and subsequently activate list chunks in short-
term memory. Chunks can be of varying size depending on
the input, and can include, but are not limited to lexical and
sublexical units and reĘect the prior learning (e.g., prototypes)
that emerge from the resonance between the stimulus from the
outside world and the observer’s mind. Within this framework,
a hierarchy between the contents in the chunk is not assumed,
nor is it a requirement for a sublexical unit to play a role in the
activation of a lexical unit (or vice versa). However, as chunks
compete with one another for dominance (via lateral inhibitory
links), longer list chunks outcompete smaller list chunks via
masking and inhibition. A feedback system begins when a stimulus’s
features activate list chunks, however, an identical match between
the stimulus and the prototypes in the observer’s mind is not
necessary for resonance to occur. Small mismatches are resolved via
competitive and cooperative levels, though resonance is disrupted
for large mismatches. e resonance state that emerges between
bottom-up and top-down interactions, rather than simply activation

of information in one’s mind, is considered the percept of the
observer and is thus what is acted upon.

erefore, when presented with a speech token, the token’s
status as a word compared to a non-word, the typicality of the
token’s constituent parts (e.g., phonotactic probability), and the
complexity of the token (e.g., monosyllabic compared to bisyllabic),
are all predicted to impact the resonance state within ART. When
considering the token’s lexicality, words are predicted to be quicker
to achieve a resonance state and thus, faster reaction times are
expected when responding to word stimuli compared to non-
words, given that legitimate word stimuli are more likely to activate
previously stored information in one’s mind compared to a non-
word, where arguably no previous experience exists.

However, given that identical matches are not necessary for
resonance to occur, the similarity of the non-word token to stored
instances and its constituent parts in the observer’s mind, may yet
lead to resonance, though at a slower rate. When considering non-
words, the constituent parts, in the current case we speciĕcallymean
the phonotactic probability of the token, bears more weight in the
activation of the resonance state than for words. For our purposes,
and also as used by Vitevitch and Luce (1999), the phonotactics
of the tokens are all valid in English (the language used in the
respective experiments), though they vary on whether they are
highly probable, and thus predictable in English, compared to low
probability phonotactics. us, for non-words, resonance should
still occur within the observer, as the observer arguably has stored
instances of the various phonotactics upon which resonance is
able to occur, even if they are sometimes infrequently experienced.
However, in the non-word case, tokens composed of highly probable
phonotactics are predicted to be quicker to achieve a resonance state
and result in faster reaction times because there are more instances
of these highly probable instances to support resonance to occur, as
compared to less probable phonotactics, where resonance relies on
fewer instances to support resonance.

However, words may not necessarily be immune to the
impacts of its constituent parts, at least when comparing one
word to another. In fact, Vitevitch and Luce (1999) found that
when comparing words against words, words were responded to
differently depending on the particular word’s phonotactics. ey
found that participants responded to words with low phonotactic
probability faster than those words with high phonotactic
probability, while responding to non-words in a reverse manner,
as expected by ART (i.e., faster for high probability non-words
compared to low). Vitevitch and Luce (1999, and also see Luce
and Pisoni, 1998; Vitevitch and Luce, 1998) suggest that for words,
the lack of competition for low phonotactic probability words
allows for resonance to occur faster than for high phonotactic
probability words, as the many stored instances might have many
similar competitors, where the competition slows down the
resonance state.

Simple and complex stimuli

Concerning question three, should speech researchers be more
cautious in overinterpreting the results obtained from relatively
simple stimuli and deliberately follow up their research with
more complex stimuli, the current study aims to ĕrst examine
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monosyllabic stimuli and then replicate and extend the research
by using bisyllabic stimuli as the complexity and composition of a
word may be highlighted when using bisyllabic compound words
of various phonotactic probabilities, as compared to monosyllabic
words. Use of temporally longer stimuli provides the ability to test
whether, in some circumstances, the constituent parts of a wordmay
bearmoreweight in perception. Longer stimuli requiremore time to
unfold, and thus may lead to processing of sub-lexical components,
like phonemes, to inform behavior (Vitevitch and Luce, 1999).
However, ART1 contends that larger chunks (e.g., whole words)
should outcompete smaller chunks (e.g., phonemes, syllables,
smaller words), and should in fact mask and inhibit the smaller
chunks, so that the perceptual experience is of the whole word and
not a collection of parts (Grossberg, 2021; Goldinger and Azuma,
2003). is would suggest that for real words, the constituent parts
of the word should not play a big role on the resonance state and that
words composed of high or low phonotactic probabilities should be
equivalent. For example, upon the presentation of a word composed
of highly probable phonotactics (e.g., “pancake”, both “pan” and
“cake” are composed of phonemes that are highly probable), as
compared to a word composed of less probable phonotactics (e.g.,
“logjam”, both “log” and “jam” are low phonotactic probability
units), one’s perceptual experience is of the whole word (“pancake”
and “logjam”). Notwithstanding, when comparing the speed of
perception between real words, and thus resonance, it is possible that
the constituent parts that inform the whole word may vary in the
speed at which resonance occurs. In this case, as Vitevitch and Luce
(1999) suggest, high probability components may result in more
competition than low probability components and thus, words with
high probability components may achieve resonance at a slower rate
than words with low probability components. However, differences
should emerge in the opposite direction when comparing words
to non-words composed of different phonotactic compositions.
For example, non-word items composed of highly probable units
(e.g., /ɹɑɪɹmɑɪd/, both /ɹɑɪɹ/ and/ mɑɪd/are composed of phonemes
that are highly probable) should be faster to perceive than items
composed of low probability phonotactics (e.g., /D3

∫ ∫
3d ź/, both/

D3
∫
/ and/

∫
3d ź/are low phonotactic probability units) and is

predicted by ART.
In addition, the nature of the signal (e.g., audio-only, visual-

only) may also impact the resonance state. However, thus far, this
issue has not been investigated. Yet, there is some indication that
at least one difference may stem from the speed at which auditory-
only or visual-only information creates the resulting resonance
state. It is assumed that auditory-only information would result
in a faster resonance state compared to visual-only information.
Grossberg (2021, p. 428–429) suggests that humans learn the
associative link between speech sounds and speech movements

1 Although this study positions itself with respect to ART as an explanatory model,

other models of speech include, but are not limited to (see Dahan and Magnuson, 2006

for a review): the Cohort model (Gaskell andMarslen-Wilson, 1997), the TRACEmodel

(McClelland and Elman, 1986), and the Neighborhood Activation Model (NAM; Luce

and Pisoni, 1998). In their review of these theories of spoken word recognition, Dahan

and Magnuson indicate that the ART framework holds promise for progressing our

knowledge of spoken word recognition in a way that the others do not.

(motor commands) via an imitative map. Although ART does
not assume that the underlying speech information is in the
form of gestures, as per the Motor eory (see, e.g., Liberman
et al., 1967; Liberman and Mattingly, 1985; For a review, see
Galantucci et al., 2006) ART does account for both auditory
and visual speech as they are directly coupled and inĘuence and
shape each other. us, when presenting stimuli comparing audio
to visual or visual to audio, it is expected that stimuli in an
audio format will achieve resonance faster than visual-only, as it
is likely for the observer to have more matches in their mind
similar to the stimulus than for visual-only. Although resonance
can certainly be achieved with visual-only stimuli, the potential for
ambiguity is likely to lead to a slower resonance state. However,
the current study is presenting stimuli comparisons of audio to
visual and visual to audio, in which case, it is expected that the
pattern of results would be similar in nature, though the audio to
visual is expected to demonstrate faster reaction times than video
to audio.

e current study aims to address the role of lexicality,
phonotactic probability, and word complexity (e.g., length) on
cross-modal speech perception in a same-different task that
varies the presentation order of stimuli. Experiment 1 presents
monosyllabic items, while experiment 2 presents bisyllabic items.
ese experiments are aimed to widen the scope of current speech
theories, to include visual based data and will highlight Grossberg’s
adaptive resonance theory (ART).

Experiment 1

Method

Participants
Participants were 67 native English speakers (52 females)

enrolled at Cal Poly Humboldt participating for class credit. All
participants (Mean age = 20 years) reported having good hearing
and normal or corrected-to-normal vision.

Materials and stimuli
Nine different speakers (ĕve female) were audio-visually

recorded uttering the stimulus lists from Vitevitch and Luce (1999)
three times and the single best token per speaker was used in the
experiment. One female speaker’s recordings were used only in the
practice trials and were not used in the full experiment. ese lists
contained both monosyllabic and bisyllabic items. Note that the
word items were also used in Vitevitch and Luce (1999), while the
non-words were also used in Jusczyk et al. (1994). Experiment 1
used only themonosyllabic items.emonosyllabic items varied on
lexicality (140 words, 240 non-words) and phonotactic probability,
where half of the items were high on phonotactic probability in
English, and the other half were low on phonotactic probability
in English.

Two measures of phonotactic probability, segment frequency
and biphone frequency, were calculated in Vitevitch and Luce
(1999) and are reported here. Segment frequency refers to the
frequency with which a given segment occurs in a given position
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for English words. Biphone frequency is a measure that is
correlated with segmental transitional probability (Gaygen, 1998).
Biphone frequency refers to the probability of co-occurrence
between segments.

Segment and biphone probability were calculated from log-
frequency weighted counts of 20,000 words from an online version
ofMerriam-Webster’s (1967) Pocket Dictionary (Vitevitch and Luce,
1999). us, words classiĕed as high in phonotactic probability
are (1) items that have high segment positional probabilities and
(2) have a high probability phonotactic pattern of biphones with
high probability initial consonant–vowel and vowel–ĕnal consonant
sequences. Words classiĕed as low in phonotactic probability have
low values on the aforementioned features. Table 1 shows the
average segment and biphone probabilities for word and non-word
items for high and low probability stimuli lists used in Vitevitch and
Luce (1999) and the current study’s experiment 1.

In addition, Vitevitch and Luce (1999) controlled the stimuli
for frequency-weighted similarity neighborhoods, isolation points,
and word frequency. A neighbor was set at a Levensthein distance
of 1. Frequency-weighting of the neighborhood was computed
via summed log frequencies of neighbors for words and non-
words, following Luce and Pisoni (1998). e mean log-frequency
weighted neighborhood density values for high density words was
56 and for low density words was 40. e mean log-frequency
weighted neighborhood density values for high density non-
words was 45 and for low density non-words was 13. Isolation
points for the words were also calculated (Luce, 1986; Marslen-
Wilson and Tyler, 1980). High probability/density words had mean
isolation points of 2.98 phonemes, and low probability/density
words had mean isolation points of 2.93 phonemes (there were no
statistical differences in the isolation points for these two groups
of words). All non-words had isolation points at the ĕnal segment.
Finally, frequency of occurrence Kucera and Francis (1967) was
also calculated. For words, high probability/density words had an
average log word frequency of 2.68 and low probability/density
words had an average log word frequency of 2.59 (there was no
signiĕcant difference in the log word frequency of these two groups
of words).

All speakers recorded for this experiment were native to Central
California, with a mean age of 23 years. Each speaker was recorded
on a Sony Nex-7 E 18-55mm F3.5-5.6 OSS, which captured the
speaker from the top of the head to the shoulders. ese recordings
were edited to isolate the individual tokens uttered. e audio
tracks were removed from the video ĕles and amplitude adjusted
to be equivalent using the sound editing soware (Audacity 2.1.3
[Computer Soware], 2017).

TABLE 1 Average segment and biphone probabilities for word and
non-word items for high and low probability stimuli lists used in
Experiment 1 (from Vitevitch and Luce, 1999).

High probability list Low probability list

Segment Biphone Segment Biphone

Word 0.2013 0.0123 0.126 0.0048

Non-word 0.1926 0.0143 0.0543 0.0006

Design
A two presentation order (A-V, V-A) by two phonotactic

probability (high, low) by two lexicality (word, non-word) within
subjects design was implemented. e two levels of presentation
order were presented within-subjects and refer to the order in which
stimuli were presented in the matching task: audio-video (AV) or
video-audio (VA). e two levels of lexicality refers to the word or
non-word status of the stimulus items.e two levels of phonotactic
probability are high and low. e operational deĕnition of these
two levels differ based on the lexicality of the stimulus item: for
words, high phonotactic probability items are found frequently in
English while low phonotactic probability have a lower frequency of
occurrence in English; for non-words, the phonotactic probability
of a non-word refers to the transitional phonotactic probabilities
computed based on the phonotactic probabilities of lexical items in
English, as per Psychology Soware Tools (2012).

Procedure
Participants engaged in the experiment in isolation, in

individual experimental rooms at Cal Poly Humboldt. Participants
were instructed that they would be presented with recordings
of a speaker saying word or word-like items. On each trial,
participants were presented with the auditory or visual display of
the speaker uttering a stimulus word or non-word. Participants
were then presented with the same word or non-word in the
other modality.

Participants were asked to decide whether or not the audio
recording matches the visual recording or whether the video
recording matches the audio recording by responding with their
right hand on the keyboard number pad (1 = match, 2 =
mismatch). Participants were instructed to respond as quickly
as possible. e experimental stimuli were presented using the
program E-Prime (Psychology Soware Tools, Pittsburgh, PA)
with Beyerdynamic (DT 770 Pro) headphones. Each participant
was presented with the recordings made of a single speaker,
randomly assigned.

Participants engaged in this task over four blocks, where
presentation order and lexical type was consistent within a block,
and alternated from one block to another. For the ĕrst two
blocks, presentation orders (A-V or V-A) were the same and
then the order switched for the last two blocks, counterbalanced
between participants. Lexicality always varied per each block, so
that word blocks would follow non-word blocks, and vice versa,
counterbalanced between participants. For example, a participant
might experience the following order: e.g., V-A word block,
V-A non-word block, A-V word block, A-V non-word block.
Blocks in which stimuli were words consisted of 70 items, while
blocks in which the stimuli were non-words consisted of 140
items. Half of the stimuli in each block matched and varied
on both levels of phonotactic probability equally. Mismatching
trials also varied on both levels of phonotactic probability. On
mismatching trials, foils in position B were of the same phonotactic
probability as the item in position A and were paired based on
the same initial phoneme and (when possible) the same vowel.
Rationale for implementing blocked lists based on lexicality was
based on the results obtained from Kim et al. (2004) where
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non-word items failed to be primed due to the intermixed
lists when engaging in a cross-modal task. us, the current
experiment aims to replicate the methods used in Vitevitch
and Luce’s (1999) experiment 1, where lists were blocked based
on lexicality.

Experiment 1: results and discussion

Reaction times two standard deviations above and below the
mean were eliminated from the analyses (Ratcliff, 1993). Using
this criteria, 4.74% of the data was removed. All data were
analyzed using R (Development Core Team, 2009) and the R
packages lme4 (Bates and Maechler, 2009) and languageR (Baayen,
2009; cf. Baayen, 2008). Logistic mixed effects models were ĕt
by hand, using model comparison and included comparison
to a control model. All models started with the highest level
interaction (a possible 3-way interaction between presentation
order, phonotactic probability, and lexicality). Non-signiĕcant
interactions and main effects (provided they were not part of a
larger interaction) were removed until only signiĕcant terms were
present. e dependent (predictor) variables were accuracy and
reaction time (Z-scored). All analyses were conducted on correct
responses to “match” trials, following the analyses conducted in
Vitevitch and Luce (1999). e ĕxed effects in our model were our
independent variables (i.e., phonotactic probability, lexicality, and
presentation order) which were allowed to interact. All analyses
had random intercepts of Subject and Item (Baayen et al., 2008;
Clark, 1973). e ĕnal and reduced model contained a maximal
random effect structure (Barr et al., 2013). In all cases, the
reduced ĕnal models performed better than the control models
(e.g., values for AIC and BIC were signiĕcantly lower for the
reduced ĕnal models). All analyses adopted a p-value criterion of
p < 0.05.

Accuracy analyses

e reduced ĕnal model using accuracy as the dependent
variable did not contain any signiĕcant interaction terms or a
main effect for lexicality and they were subsequently removed from
the reduced ĕnal model. A signiĕcant main effect of phonotactic
probability indicated that items of high probability (M = 0.76) were
responded to less accurately (β =−0.19, Std. error= 0.07,Z-value=
−2.70, p < 2.00E-16) than items of low probability (M = 0.79). e
accuracy results will be also considered together with the reaction
time results.

In addition, a signiĕcant main effect of presentation order
indicated that participantswere less accurate (M= 0.71) onVA trials
(β = −0.89, Std. error = 0.11, Z-value = −10.19, p < 2.00E-16)
compared to AV trials (M = 0.84). is result suggests that when
the visual stimulus precedes the auditory stimulus, there is greater
potential for ambiguity and thus negatively impacts accuracy. is
ĕnding is consistent with previous research (e.g., Sanchez et al.,
2013) and is in line with what would be predicted by ART.

Reaction time analyses

e reduced ĕnal model using reaction time (Z-scored per
participant to control for the impact of individual differences on
processing speed and variability, as recommended by Faust et al.,
1999) as the dependent variable contains one interaction term
and all independent variables as main effects. Figure 1 displays
a signiĕcant two-way interaction between phonotactic probability
and lexicality (β = 0.17, Std. error = 0.04, t-value = 4.20, p =
5.23E-05). Follow-up simple contrasts were conducted using the
emmeans R package (Lenth, 2021). When considering items with
low phonotactic probability, words and non-words signiĕcantly
differed, with words (M = −0.38) predicting faster reaction times
(β = −0.32, Std. error = 0.04, Z-ratio = −7.49, p < 0.0001) than
non-words (M =−0.07). Similarly, for items with high phonotactic
probability, words and non-words signiĕcantly differed, with words
(M =−0.37) predicting faster reaction times (β =−0.15, Std. error
= 0.04, Z-ratio=−4.20, p= 0.0001) than non-words (M=−0.21).
For non-words, high and low phonotactic probability signiĕcantly
differed, with high probability phonotactics (M=−0.21) predicting
faster reaction times (β = −0.15, Std. error = 0.02, Z-ratio =
−5.95, p< 0.0001) than low probability phonotactics (M =−0.07).
However, for words, high (M = −0.37) and low (M = −0.38)
phonotactic probability did not signiĕcantly differ (β = 0.02, Std.
error = 0.03, Z-ratio= 0.79, p= 0.83).

Interestingly, these results are more in line with Vitevitch
and Luce’s (1999) experiment 2 results than their experiment 1,
which the current study aimed to extend by using cross-modal
presentations of stimuli. Vitevitch and Luce’s experiment 1 presented
participants with two different blocks of trials, where each block
represented either word items or non-word items counterbalanced
between participants. In the current study, we too present different
blocks of trials according to different levels of lexicality, but the
inclusion of the presentation order variable (e.g., A-V or V-A)
resulted in four different blocks of alternating lexicality. Although
no signiĕcant effects were observed of Vitevitch and Luce’s accuracy
measure, their reaction time measure resulted in a signiĕcant
interaction between phonotactic probability and lexicality, where
high and low phonetic probability differed for both words and
non-words in an opposite direction. Speciĕcally, low phonotactic
probability items were responded to faster for words compared
to high phonotactic probability items, while low phonotactic
probability itemswere responded to slower for non-words compared
to high phonotactic probability items. Due to the blocked trials of
lexicality, Vitevitch and Luce argued that participants emphasized
different components of the stimuli to make matches based on
the stimuli in the given block, where participants could emphasize
the word status of the items in the word blocks and emphasize
more granular components, like phonotactic probability of the
items in the non-word blocks, resulting in opposite effects for
different levels of phonotactic probability for word and non-
words.

However, in Vitevitch and Luce’s (1999) experiment 2, lexicality
was not blocked, but instead intermixed. e motivation to test an
intermixed list compared to a blocked list was to induce participants
to make matches highlighting the smaller components of the
stimuli (e.g., phoneme level differences, phonotactic probability)
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FIGURE 1

Experiment 1 used monosyllablic tokens. Reaction time data (z-scored) revealed a significant interaction between the variables (phonotactic)
probability and lexicality. Error bars indicate 95% confidence interval.

rather than the larger components (e.g., word level) present in
the stimuli. For their accuracy measure, a main effect of lexicality
was observed, where words were responded to more accurately
than non-words. For the reaction time measure, a signiĕcant
interaction between phonotactic probability and lexicality was
observed. Although high and low levels of phonotactic probability
items were responded to at a similar speed for words, they varied
for non-words; low phonotactic probability items were responded
to slower for non-words compared to high phonotactic probability
items. is pattern of results mirrors the results of the current
study. It is possible that the inclusion of the visual stimulus in the
current experiment unintentionally induced participants to make
same-different judgements highlighting phoneme level differences
rather than the wordness of the stimuli. is could be due to the
fact that when a visual stimulus unfolds, each movement of the
articulators slowly reveals the identity of the speech component
(e.g., phoneme/viseme, syllables, etc.). Notwithstanding, we ĕnd
that our results are in line with the predictions made by ART;
when longer list chunks are present, in this case word items, the
smaller constituent parts (e.g., phonemes) are masked, thus no
effect for phoneme level differences are found at the word level.

However, when longer list chunks are not available, as in the case
for non-words, items composed of highly probable phonotactics
achieve resonance at a quicker rate than items composed of less
probable phonotactics.

In addition to the interaction, signiĕcant main effects were
observed for phonotactic probability, lexicality, and presentation
order. For phonotactic probability, items with highly probable
phonotactics (M = −0.28) were responded to faster (β = −0.15,
Std. error = 0.02, t-value = −5.95, p = 2.82E-08) than items with
low probability phonotactics (M = −0.19). is result is consistent
with the prediction made by ART, as typically, the most common
items are expected to achieve resonance faster than less common
items.However, in light of the accuracy results, this suggests a speed-
accuracy trade-off may occur when considering the constituent
parts of a stimulus.

For lexicality, word items (M=−0.37) were responded to faster
(β =−0.32, Std. error = 0.04, t-value=−7.49, p= 4.62E-11) than
non-word items (M = −0.15). e word advantage compared to
non-words is in line with the prediction made by ART. Words are
expected to result in faster reaction times because they are able to
achieve resonance quicker than non-words, given that presented
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word items have a higher likelihood of existing within a participant’s
mind, via previous experience, as compared to a non-word.

In addition, for presentation order, V-A trials (M=−0.05) were
responded to slower (β = 0.52, Std. error = 0.04, t-value= 13.55, p
< 2.00E-16) than A-V trials (M = −0.46). is result is consistent
with the accuracy result and again suggests that the ambiguity of
the visual stimulus in the “A” position results in signiĕcantly slower
resonance than when an auditory stimulus is in the “A” position.

Overall, the results of our experiment 1 are consistent with
the results obtained in Vitevitch and Luce’s (1999) experiment
2, though the current experiment aimed to model Vitevitch and
Luce’s experiment 1. With respect to ART, the interaction of
phonotactic probability and lexicality for reaction time indeed
suggests that when larger chunks of information are present,
as in the case of words, that those larger chunks dominate
the resonance state. However, in non-word instances, the
constituent parts of the item are responsible for the resonance
state, where highly probable phonemes are more likely to achieve
resonance at a faster rate (due to more stored instances) than less
probable phonemes.

Experiment 2

e results of experiment 1 represent a simple test of the
relationship between phonotactic probability and lexicality in a
cross-modal matching task, as the stimuli were composed of
monosyllabic items. A stronger test, using more complex stimuli,
such as bisyllabic stimulimay presentmore validation. Experiment 2
was designed to replicate and extend experiment 1 by examining the
role of longer, more complex bisyllabic stimuli and the relationship
between phonotactic probability and lexicality in a cross-modal
matching task.

Method

Participants
94 participants (67 females) English ĕrst language speakers

enrolled at cal poly humboldt, participated for class credit. All
participants (Mean age = 21 years) reported having good hearing
and normal or corrected-to-normal vision.

Materials and stimuli
Experiment 2 used the bisyllabic words and non-words from

Vitevitch and Luce (1999). e recording procedure was identical
in all respects to that used for creating the monosyllabic stimuli in
experiment 1. 120 words and 120 non-words were recorded. Four
types of bisyllabic items were used: high-high, high-low, low-high,
and low-low. e ĕrst and second syllable could each independently
have a high or low phonotactic probability, as calculated in Vitevitch
and Luce.

Design
A 2 presentation order (A-V, V-A) by 4 phonotactic probability

(high-high, high-low, low-high, low-low) by 2 lexicality (word,

non-word) within subjects design was implemented. e two levels
of presentation order reĘect the modality order of the stimulus
presentations: audio-video (A-V) and video-audio (V-A). e four
levels of phonotactic probability in this study are: high-high,
high-low, low-high, and low-low. e two levels of lexicality are
represented by real English words and non-words that are plausible
English words.

Procedure
e procedure for experiment 2 followed the procedure

employed in experiment 1, but used bisyllabic items.

Experiment 2: results and discussion
All data were analyzed in the same fashion as the experiment 1

data. Reaction times two standard deviations above and below the
mean were eliminated from the analyses (Ratcliff, 1993). Using this
criteria, 4.56% of the data was removed.

Accuracy analyses
e reduced ĕnal model using accuracy as the dependent

variable did not contain any signiĕcant interaction terms nor a
main effect for phonotactic probability and they were subsequently
removed from the reduced ĕnal model. A signiĕcant main effect
of lexicality indicated that words (M = 0.86) were responded to
more accurately (β = 0.45, Std. error = 0.08, Z-value = 5.84, p =
5.24E-09) than non-words (M = 0.80). In addition, a signiĕcant
main effect of presentation order indicated that participants were
less accurate (M = 0.77) on V-A trials (β = −1.07, Std. error =
0.09, Z-value=−12.12, p< 2.00E-16) compared to A-V trials (M=
0.89). ese results are consistent with our monosyllabic data from
experiment 1.

Reaction time analyses
Table 2 displays the summary of the reduced ĕnal model

using reaction time (Z-scored per participant, as recommended by
Faust et al., 1999) as the dependent variable. Two signiĕcant
two-way interactions and all three independent variables
are signiĕcant as main effects in the model; given that all
independent variables are part of an interaction, the interactions
will be emphasized.

Figure 2 displays a signiĕcant two-way interaction between
phonotactic probability and lexicality. Follow-up simple contrasts
were conducted using the emmeans R package (Lenth, 2021). When
considering items with low-low phonotactic probability, words
and non-words signiĕcantly differed, with words (M = −0.44)
predicting faster reaction times (β = −0.77, Std. error = 0.05,
Z-ratio = −15.36, p < 0.0001) than non-words (M = 0.32). For
items with low-high phonotactic probability, words and non-words
signiĕcantly differed, with words (M = −0.52) predicting faster
reaction times (β = −0.61, Std. error = 0.04, Z-ratio = −13.81,
p < 0.0001) than non-words (M = 0.09). For items with high-
low phonotactic probability, words and non-words signiĕcantly
differed, with words (M = −0.50) predicting faster reaction times
(β = −0.62, Std. error = 0.04, Z-ratio = −14.62, p <0.0001)

Frontiers in Language Sciences 08 frontiersin.org

https://doi.org/10.3389/flang.2025.1488399
https://www.frontiersin.org/journals/language-sciences
https://www.frontiersin.org


Sanchez 10.3389/flang.2025.1488399

TABLE 2 Experiment 2: fixed effects for model of reaction time (Z-scored).

Estimate Std.Error t-value P-value

(Intercept) 0.14 0.038 3.66 0.000353 ∗∗∗

PresentOrderVA 0.43 0.039 11.13 <2.00E-16 ∗∗∗

ProbabilityLow-High −2.42E-01 4.13E-02 −5.863 2.31E-08 ∗∗∗

ProbabilityHigh-Low −2.37E-01 4.40E-02 −5.375 2.48E-07 ∗∗∗

ProbabilityHigh-High −3.73E-01 4.32E-02 −8.643 3.71E-15 ∗∗∗

LexicalityWord −7.72E-01 5.03E-02 −15.36 <2.00E-16 ∗∗∗

PresentOrderVA: ProbabilityLow-High 2.37E-02 3.33E-02 0.713 0.48

PresentOrderVA: ProbabilityHigh-Low 6.69E-02 3.39E-02 1.975 0.05

PresentOrderVA: ProbabilityHigh-High 8.67E-02 3.54E-02 2.449 0.02 ∗

ProbabilityLow-High:
LexicalityWord

1.58E-01 5.03E-02 3.139 1.98E-3 ∗∗

ProbabilityHigh-Low:
LexicalityWord

1.50E-01 5.63E-02 2.667 8.39E-3 ∗∗

ProbabilityHigh-High:
LexicalityWord

2.65E-01 5.23E-02 5.074 8.89E-07 ∗∗∗

A positive coefficient in the Estimate column indicates slower reaction time, while a negative coefficient indicates faster reaction time. ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.

FIGURE 2

Experiment 2 used bisyllabic tokens. Reaction time data (z-scored) revealed a significant interaction between the variables (phonotactic) probability
and lexicality. Error bars indicate 95% confidence interval.
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than non-words (M = 0.12). For items with high-high phonotactic
probability, words and non-words signiĕcantly differed, with words
(M = −0.52) predicting faster reaction times (β = −0.51, Std.
error = 0.04, Z-ratio = −13.08, p < 0.0001) than non-words
(M = −0.01). For non-words, items with high-low and low-
low phonotactic probabilities signiĕcantly differed, with high-low
probability phonotactics (M= 0.12) predicting faster reaction times
(β = −0.23, Std. error = 0.04, Z-ratio = −6.02, p < 0.0001) than
low-low probability phonotactics (M = 0.32). In addition, for non-
words, items with high-high and high-low phonotactic probabilities
signiĕcantly differed, with high-high probability phonotactics (M
= −0.12) predicting faster reaction times (β = −0.13, Std. error
= 0.04, Z-ratio = −3.11, p = 0.02) than high-low probability
phonotactics (M= 0.12). However, for non-words, items with high-
low (M = 0.12) and low-high (M = 0.09) phonotactic probabilities
did not signiĕcantly differ. No signiĕcant differences were found
between any level of phonotactic probability for word items.

e bisyllabic interaction between phonotactic probability and
lexicality are in line with the monosyllabic interaction observed
in experiment 1. e importance of the constituent parts of the
item (i.e., phoneme level differences, phonotactic probability) was
only found to be of importance for non-word items. is pattern
of results is in line with the predictions made by ART. In ART,
in general, larger chunks (e.g., words) are expected to dominate
the resonance state and out-compete subcomponents of an item
(e.g., phonemes), so that when presented with items like “pancake”
and “logjam” the whole word is experienced and not a series of
high or low probability pieces. However, for non-words, where
the largest chunk available reĘects the phonotactics a person has
accumulated over time, highly probable phonotactics are expected
and were found to achieve resonance quicker than less probable
phonotactics. is is demonstrated in the results by all non-word
items with a highly probable phonotactic component (i.e., low-
high, high-low, and high-high) being responded to signiĕcantly
faster than items composed of only low probability phonotactics
(i.e., low-low). In line with Vitevitch and Luce (1999), items
with mixed probabilities (i.e., low-high, high-low) were not found
to be different from one another. However, high-high was not
found to be signiĕcantly faster than low-high, though high-
high was found to be signiĕcantly faster than high-low for non-
words.

To account for why high-low items were responded to slower
than expected for non-words, it is possible that the way an item
begins sets the observer’s expectations in a way that can either help
or hinder the resonance process. In fact, ART fully acknowledges
the impact of expectations and context playing important roles in
the resonance process (Grossberg, 2021; Goldinger and Azuma,
2003; Vitevitch and Luce, 1999). In the case of non-words where
the constituent parts are emphasized, high probability items are
expected to achieve resonance at a faster rate than low probability
items because the abundance of relevant traces thatmatchwithin the
mind of the observer are easier to access; conversely, the relatively
sparse number of relevant traces available for low probability items
are more challenging to access. is prediction was borne out
through the data from experiment 1, which used monosyllabic
stimuli. Now, in the case of experiment 2, which uses bisyllabic
stimuli, when an item begins with a high probability component

it is possible that high probability components are expected to
follow, but when a low probability component follows, one’s
expectation is violated in a negative way, and the search of
relevant memory traces is disrupted, resulting in a slower time
to achieve resonance (compared to high-high). In contrast, for
low-high phonetic probability cases, one’s expectation is violated
in a positive way, and the search of relevant memory traces is
facilitated, resulting in a faster time to achieve resonance, equal
to that observed in a high-high case. Two instances of high
phonotactic probability components (i.e., high-high) did not result
in an increased speed beneĕt compared to a single instance of a
high phonotactic probability component present in the second half
of the stimulus.

Figure 3 displays a signiĕcant two-way interaction between
phonotactic probability and presentation order. Follow-up
simple contrasts were conducted using the emmeans R package
(Lenth, 2021). When considering items with low-low phonotactic
probability, presentation orders signiĕcantly differed, with V-A
trials (M = 0.15) predicting slower reaction times (β = 0.43,
Std. error = 0.04, Z-ratio = 11.13, p < 0.0001) than A-V trials
(M = −0.27). For items with low-high phonotactic probability,
presentation orders signiĕcantly differed, with V-A trials (M =
0.01) predicting slower reaction times (β = 0.46, Std. error =
0.03, Z-ratio = 13.10, p < 0.0001) than A-V trials (M = –.43).
For items with high-low phonotactic probability, presentation
orders signiĕcantly differed, with V-A trials (M = 0.06) predicting
slower reaction times (β = 0.50, Std. error = 0.04, Z-ratio =
−12.91, p < 0.0001) than A-V trials (M = −0.43). For items with
high-high phonotactic probability, presentation orders signiĕcantly
differed, with V-A trials (M = 0.01) predicting slower reaction
times (β = 0.52, Std. error = 0.04, Z-ratio = 13.40, p < 0.0001)
than A-V trials (M = −0.50). For A-V trials, items with low-high
and low-low phonotactic probabilities signiĕcantly differed, with
low-high probability phonotactics (M = −0.43) predicting faster
reaction times (β = −0.16, Std. error = 0.03, Z-ratio = −5.54, p
< 0.0001) than low-low probability phonotactics (M = −0.27).
However, for A-V trials, items with high-low (M = −0.43) and
low-high (M = −0.43) phonotactic probabilities and high-low (M
= −0.43) and high-high (M = −0.50) phonotactic probabilities
did not signiĕcantly differ. In addition, for V-A trials, items
with low-high (M = 0.01) and low-low (M = 0.15) phonotactic
probabilities signiĕcantly differed, with low-high probability
phonotactics predicting faster reaction times (β =−0.14, Std. error
= 0.03, Z-ratio = −4.42, p < 0.0001) than low-low probability
phonotactics. However, for V-A trials, items with high-low (M =
0.06) probability phonotactics did not signiĕcantly differ from any
phonotactic level, and low-high (M =.01) and high-high (M =.01)
phonotactic probabilities did not signiĕcantly differ.

Concerning the interaction between phonotactic probability
and presentation order, it is possible that the use of bisyllabic
stimuli allowed for different expectations to play a role in the
results. Although overall comparisons made from audio-only to
visual-only (A-V) trials were signiĕcantly faster than comparisons
made from visual-only to auditory only (V-A) trials, variations
occurred when accounting for phonotactic probability. For A-V
trials, low-low probability items were responded to signiĕcantly
slower than all other levels of phonotactic probability, and all other
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FIGURE 3

Experiment 2 used bisyllabic tokens. Reaction time data (z-scored) revealed a significant interaction between the variables (phonotactic) probability
and presentation order. Error bars indicate 95% confidence interval.

levels of phonotactic probability were found to be equivalent to
each other. However, for V-A trials, a different pattern emerged
that may be attributed to the initial visual stimulus creating
a situation where observers processed the visual stimulus in a
way that emphasizes the component parts (e.g., phoneme/viseme,
syllables, etc.). Although low-low was signiĕcantly slower than low-
high and high-high, and low-high was not found to be different
from high-high, as in the phonotactic probability by lexicality
interaction, here, high-low again seems to behave in a way that
is contrary to expectation. In the present case, high-low was
not found to be different from any other level of phonotactic
probability. Again, it is possible that the violation of expectation
from high to low creates a negative disruption, leading to a slower
resonance state.

General discussion

e present study aimed to address three main questions
by extending Vitevitch and Luce’s (1999) unimodal study with
a cross-modal implementation: (1) Can cross-modal speech

research be conducted with various presentation orders? (2) What
component(s) of a speech stimulus guides perception? and (3)
should speech researchers be more cautious in overinterpreting
the results obtained from relatively simple stimuli and deliberately
follow up their research with more complex stimuli? With respect
to the ĕrst question, the data from both experiments suggest
yes. e results from experiments 1 and 2 suggest that cross-
modal matches can occur successfully in both A-V and V-
A directions. Although previous cross-modal studies have been
reluctant to use a visual target (e.g., Buchwald et al., 2009; Kim
et al., 2004), the current investigation is in line with the work
of Sanchez et al. (2013), in supporting the idea that meaningful
cross-modal research can occur using a visual target. When
presented with a visual-only stimulus ĕrst, a perceiver may be
able to call upon tacit knowledge of the ways that phonemes
are typically sequenced (e.g., phonotactic probability) in their
language to reduce the number of possible interpretations of that
visual-only stimulus, greatly increasing the chance of correctly
determining whether the second (audio-only) stimulus matches
or not. is interpretation is borne out by the overall pattern
of results across experiments and by recent neurophysiological
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evidence suggesting that late-stage integration processes in the
posterior superior temporal sulcus may serve to constrain lexical
competition during audiovisual spoken word recognition (Peelle
and Sommers, 2015). In addition, this proposal is consistent with
studies that have demonstrated that the same processes of perceptual
similarity involved in the recognition of auditory words also play
a role in visual-only spoken word recognition (e.g., Feld and
Sommers, 2011; Strand and Sommers, 2011) and that perceptions
of audio-only and visual-only words lead to similar changes in
speech productions of observers (Miller et al., 2010, 2013; Sanchez,
2011).

With respect to question two, the results from our study are
in line with the predictions made by ART: resonance occurs based
on the most predictive units available and that no unit is special.
In both experiments 1 and 2, we ĕnd that when word sized
units are available, they will be used in perception, and when
word sized units are not available, then smaller components (i.e.,
phonemes) will be used in perception. When the smaller units
differ, where some are highly probable compared to less probable,
the more probable (e.g., predictive) the unit, the quicker resonance
is achieved.

With respect to question three, the results of the current study
suggest that more complex stimuli should be used to support studies
using simpler stimuli, but also to potentially reveal more. e
stimulus complexity increased from experiment 1 to experiment
2 by employing a bisyllabic items (instead of monosyllabic items)
while varying lexicality and phonotactic predictability and served
as a replication and extension of experiment 1. As in experiment
1, experiment 2 also ĕnds an interaction between phonotactic
probability and lexicality. Speciĕcally, the perception of non-words
were subject to differences based on phonotactic probability, where
items with higher probability components were responded to
faster than items with low probability components, while word
items were not perceived differently regardless of the phonotactic
probability inherent in the words. However, in experiment 2,
the bisyllabic nature of the stimuli revealed that indeed, items
composed of low-low phonotactic probability are responded to
the slowest, but that items composed of high-high probabilities
was not necessarily the fastest, and that items with high-low
probabilities might result in a processing disadvantage compared
to high-high.

In addition, in experiment 2, we ĕnd a signiĕcant interaction
between phonotactic probability and presentation order, which
was not observed for experiment 1. e use of bisyllabic stimuli
revealed that for words and non-words, items composed of low-
low phonotactics were generally responded to at a slower rate than
all other levels of probability, though in the V-A condition, items
composed of high-low phonotactic probabilities were not found to
be different from any other level. is suggests that again, high-low
probabilities may result in a processing disadvantage.

However, it should be noted that there are limitations to the
current study that provide opportunities for future research. An
overwhelming number of studies, including this one, uses English
language stimuli and English ĕrst language participants and may
not be reĘective of non-English speakers as noted by Blasi et al.
(2022). us, we recommend future studies employ a diverse set of
language stimuli and participants. In addition, the stimuli presented

to participants reĘected single tokens selected from a given set
of speakers which may not reĘect the variability one experiences
in the natural world. In fact, Magnotti et al. (2020) ĕnds that
participants presented with a single talker’s visual recording of an
utterance and combined with the auditory recording of several
different acoustic utterances in aMcGurk experiment demonstrated
a surprising range of successful McGurk integration rates that
cautions researchers in overgeneralizing research based on single
tokens. Moreover, experimental design choices were made for the
current study due to past research that has found that cross-modal
priming is hindered when words and non-words are intermixed
(Kim et al., 2004). is led to the current study’s experimental
procedure to be designed on Vitevitch and Luce’s (1999) experiment
1 which employed a same-different matching task where speech
tokens varied by lexicality (word or non-words) and phonotactic
probability (high or low). Words and non-words were presented in
different blocked lists where half of the stimuli matched with equal
values of high and low probability items (as in the current study).
As such, a design with a mixed list presentation of words and non-
words, as per Vitevitch and Luce’s experiment 2 was not pursued,
nor was a lexical decision task employed (experiments 3 and 5 from
Vitevitch and Luce) due to inherently requiring a mixed list as well
(as participants would need to respond to words and non-words
equally in a block). In addition, a shadowing task (experiments 4 and
6 fromVitevitch andLuce)was also not employed; to date shadowing
tasks on visual only stimuli have currently only been conducted
on real words where participants are provided with support in the
lipreading task by being presented with two possible words (e.g.,
“cabbage” and “camel”) that precedes a video of a speaker silently
uttering one of the two possible words (Miller et al., 2010, 2013;
Sanchez, 2011).

Notwithstanding, our study supports the validity of using
different presentation orders in cross-modal research which may
encourage researchers to address novel ways to conduct cross-
modal research. In addition, the results of our study are in line
with Grossberg’s adaptive resonance theory (ART) framework, as
the most predictive components of the stimuli guided perception.
Finally, this study suggests that more complex stimuli can support
the results from experiments using simpler stimuli, but can also
uncover new information.
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