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of Cognitive Science, Johns Hopkins University, Baltimore, MD, United States, 4Department of

Psychological and Brain Sciences, Johns Hopkins University, Baltimore, MD, United States

Introduction: Cognitive control processes have been extensively studied in

spoken word production, however, relevant investigations of written word

production are scarce. Using data from a group of post-stroke individuals we

studied, for the first time, the neural substrates of cognitive control in written

word production. We addressed three questions: Are control mechanisms:

(1) shared by language and non-language domains; (2) shared by lexical and

segmental levels of word production within the word production system; (3)

related to both interference and facilitation e�ect types?

Methods: To address these questions, for each participant we calculated

cognitive control indices that reflected the interference and facilitation e�ects

observed in written Blocked Cyclic Naming (written language production)

and Simon (visuo-spatial processing) tasks. These behavioral cognitive control

indices were studied both on their own, as well as in relation to the distribution

of structural (gray matter) lesions.

Results: For Question 1, we provide strong evidence of domain-specific

control mechanisms used in written word production, as, among other findings,

distinct regions within Broca’s Area were associated with control in written

word production vs. control in visuo-spatial processing. For Question 2, our

results provide no strong evidence of shared control mechanisms for lexical

and segmental levels of written word production, while they highlight the role

of BA45 in instantiating control mechanisms that are specific to the two levels.

For Question 3, we found evidence that BA45 supports distinct mechanisms

associated with facilitation and interference, while orbital frontal cortex supports

control process(es) associated with both.

Discussion: These findings significantly advance our understanding of the

cognitive control mechanisms involved in written language production, as well

as of the role of Broca’s Area in cognitive control and language production more

generally.
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1 Introduction

The specific contribution of Broca’s Area (BA44/45) to language processing is still

a matter of on-going debate. Broca’s original proposal was that this area supported

speech production and that damage to the region was associated with deficits affecting

articulatory planning (Broca, 1861; Mohr et al., 1978; Berker et al., 1986). Since then,

Broca’s Area has also been implicated in multiple core language functions, including

syntactic processing (Grodzinsky, 2000; Kaan and Swaab, 2002; Ben-Shachar et al., 2003),

phonological processing (Paulesu et al., 1993; Buckner et al., 1995; Zatorre et al., 1996),

and semantic processing (Kapur et al., 1994; Martin et al., 1995). In other words, Broca’s
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Area has been implicated both in lower-level language processes

(e.g., speech articulation) as well as higher-level language ones

(e.g., syntactic processing). While the region could support

multiple language processes, it is also possible that it supports a

function shared by different language processes, or that this region

instantiates multiple functionally distinct components, some of

which are language specific, and others than are shared across

domains, including language (Fedorenko and Blank, 2020). One

hypothesis is that cognitive control might constitute such a

shared cognitive process/system (Goghari and MacDonald, 2009).

In the research we report on here, we specifically investigated

the neurocognitive control mechanisms involved in written word

production, with a particular focus on evaluating the possible

role of substrates within left frontal cortex, including BA44/45.

The investigation of these issues in individuals with post-stroke

language deficits provides the opportunity to not only evaluate

relevant behavioral effects that can be amplified by brain damage,

but to also examine the differential distributions of lesions across

the relevant neural substrates.

1.1 Cognitive control

Broadly defined, cognitive control refers to the ability to detect

and resolve cognitive conflict and the ability to maintain active

relevant representations and bias/facilitate the activation needed to

achieve task goals. This is a function that is assumed to be necessary

across multiple cognitive domains and modalities (Botvinick et al.,

2001;Miller and Cohen, 2001). In the context of language, cognitive

control is thought to be needed whenmultiple linguistic options are

available and selection among them is necessary. For example, in

sentence processing whenmultiple syntactic structures are available

to express an idea to be communicated (e.g., Novick et al., 2005,

2014; Patra et al., 2023) or in word production when multiple word

candidates are available to express semanticmeanings (e.g., Damian

et al., 2001; Crowther andMartin, 2014; Schnur, 2014; Nozari et al.,

2016). The focus of this study is on written word production. In

that context, it has been proposed that a number of mechanisms

are involved in optimizing the selection of the intended word target

and its constituent letters.

We will not adopt a specific proposal of cognitive control

in word production; however, the following represent the types

of mechanisms and processes that are often included in these

discussions. It has been proposed that in the course of word

production the activation levels of the relevant items (i.e., the

level of conflict among activated items) is assessed relative to a

difference criterion, according to which an item is selected only

if its activation differs from that of the other activated items

by a certain amount (Nozari and Hepner, 2019b). To achieve

this, conflict-monitoring mechanisms operate over selection during

word production (Botvinick et al., 2001; Nozari et al., 2011;

Nozari and Hepner, 2019b). These monitoring mechanisms can,

in turn, engage other mechanisms that may be external to the

representational mapping system to help the process of meeting the

difference criterion (Oppenheim et al., 2010; Nozari and Hepner,

2019b) and, hence, selection. These additional mechanisms include

working memory to maintain active the specific task goals and

other relevant task information (Belke, 2008; Crowther andMartin,

2014), top-down biasing mechanisms which, given the task goals

and knowledge of the target items, operate so as to bias (i.e., send

additional activation to) the anticipated target (Belke, 2008), and

inhibitory control mechanisms that serve to suppress competing

items by inhibiting or reducing their activity (McClelland and

Rumelhart, 1981; Berg and Schade, 1992; Miyake et al., 2000;

Nozari, 2019). The nature and timing of the interactions amongst

these mechanisms to optimize production are complex and the

subject of active ongoing research and debate (Costa, 2019; Nozari

and Hepner, 2019a,b; Oppenheim and Balatsou, 2019; Roelofs,

2020; Oppenheim and Nozari, 2021; Oppenheim, 2024). It is

beyond the scope of this paper to review this work, however, we

will refer to the possible specific contributions of these mechanisms

to written word production in the following sections.

1.2 The question of the domain specificity
of cognitive control mechanisms

It has been found that, for both language and non-language

domains, prefrontal cortices may be broadly involved in the

selection of the relevant item(s) among competing alternatives,

which are themselves stored in other, usually posterior, areas of

the brain (Cohen and Servan-Schreiber, 1992; Miller and Cohen,

2001). This is accomplished via white matter connectivity between

anterior and posterior brain regions (e.g., Harvey and Schnur,

2015).

With regard to language processing specifically, there is a

great deal of converging evidence supporting the hypothesis that

Broca’s Area, and other left Inferior Frontal Gyrus (LIFG) regions,

such as BA47, are involved in cognitive control in the context

of high-conflict situations during both word production and

comprehension (Thompson-Schill et al., 1997, 1998; Devlin et al.,

2003; Zhang et al., 2004; Badre et al., 2005; Moss et al., 2005; de

Zubicaray et al., 2006; Schnur et al., 2009). For example, in a seminal

study, Thompson-Schill et al. (1997) showed the involvement

of LIFG in cognitive control during lexical semantic processing.

In this study, a group of healthy adults performed three tasks

during fMRI scanning, One task was a production task in which

participants were asked to generate verbs in response to visually

presented nouns that either induced low competition (e.g., KITE,

which evokes the verb fly) or high competition (e.g., WHEEL,

which evokes several different verbs, such as turn, spin or roll).

The other two tasks were comprehension tasks. All three semantic

retrieval tasks showed effects of cognitive control demands in

overlapping regions in the LIFG, specifically in BA44, with higher

brain activity for the high cognitive control demand conditions

compared to the low cognitive control demand conditions.

The LIFG has also been associated specifically with control in

response selection in a number of domains. For example, there

is evidence that the LIFG supports the selection of information

from the phonological system (e.g., Marian et al., 2014; Attout

et al., 2022), as well as the selection of motor responses for

spoken production (Tremblay and Small, 2011). In terms of

non-linguistic processes, the LIFG has been linked to cognitive

control in a large range of functions such as in retrieval from
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long-term (Sohn et al., 2003), and short-term memory (Zhang

et al., 2004), and in non-verbal, body movement (Di Russo et al.,

2006), etc. However, the extent to which these frontal regions

instantiate the same or different mechanisms across language

and non-language domains is still a matter of intense debate

(Fedorenko et al., 2013; Kan et al., 2013; Caplan, 2014; Fedorenko,

2014). Different sources of evidence, including neurostimulation

(specifically, Transcranial Magnetic Stimulation; TMS) studies in

healthy individuals support the hypothesis of at least some domain-

specificity of cognitive control mechanisms. For example, it has

been found that when participants had to perform lexical and

perceptual selection tasks, stimulation over the anterior LIFG

increased reaction times for the lexical, but not the perceptual non-

lexical tasks (Devlin et al., 2003; Whitney et al., 2011). On the other

hand, some fMRI activation studies have shown overlap in areas

involved in control during response selection for both syntactic

comprehension and perceptual processing tasks (January et al.,

2009; Ye and Zhou, 2009), providing support for domain-general

cognitive control.

There is also a question regarding the degree of specificity of

control processes within the language domain. For example, in

word production, which is the focus of the current investigation,

there are selection demands at the different levels of processing,

which may or may not have their own selection mechanisms. Most

models of single word production (across both the spoken and

the written modalities) assume semantic, lexical and segmental

levels of representation and processing (Figure 1) (e.g., Dell, 1986;

Roelofs, 1992; Levelt et al., 1999; Rapp and Goldrick, 2000). During

word production, there is a “meaning-driven” processing stage

(Figure 1—Stage 1), during which the activation of a set of relevant

semantic features or nodes serves as the basis for activation at the

lexical level, including activation of the target lexical item. The

second stage is “form-based” (Figure 1—Stage 2), during which

activation from the lexical level serves as the basis for activation

at the segmental level. The segments correspond to the word’s

constituent graphemes and phonemes, for written and spokenword

production, respectively.

The handful of studies that have specifically investigated

the cognitive control processes involved in selection at lexical

and segmental levels of processing have examined spoken word

production. These studies have reported evidence that more

anterior parts of the LIFG support selection at the lexical level,

and more posterior parts support selection at the segmental (i.e.,

phonological) level (Schnur et al., 2009; Klaus and Hartwigsen,

2019). In other words, the evidence to date suggests that cognitive

control mechanisms within the word production system may be

level-specific, at least in the spoken modality. No studies have

investigated how the LIFG supports cognitive control in written

word production.

1.3 Investigating cognitive control in
word production

As mentioned, the need for cognitive control depends on

the degree of conflict within a system. Behaviorally, high conflict

levels result in slower response times and higher errors rates,

referred to as interference effects. Conflict in word production

has been extensively studied using the Blocked Cyclic Naming

(BCN) paradigm. In the BCN paradigm, sets of pictures are named

multiple times (e.g., a set of five pictures is presented once and then

it is repeated with the items presented in different orders for some

number of cycles—with each repetition of the set corresponding

to a cycle). The critical manipulation is the “naming context” in

which these sets of pictures are presented, where context refers to

the number of features that are shared by the items in a set. In

homogeneous or related contexts, one or more features is shared

across items, whereas in heterogenous or unrelated contexts, items

do not share features. This paradigm has been used to study control

mechanisms at the lexical level via the naming of sets of items that

share a semantic category (e.g., Brown, 1981; Belke et al., 2005;

Schnur et al., 2009) (e.g., naming horse, in the context of zebra,

lion, giraffe) compared to naming items in the context of unrelated

items (naming horse in the context of bed, car, glass). Control

mechanisms have also been studied at the segmental level via the

naming of items that share phonological or orthographic segments

(e.g., pig in the context of fig, pin and tin, compared to pig in the

context of glass, bed, mat) (e.g., Meyer, 1991; Damian, 2003; Schnur

et al., 2009; Breining et al., 2016; Wang et al., 2018; Breining and

Rapp, 2019).

The basic finding from BCN is that items that are repeatedly

named in related contexts are named more slowly and/or with

more errors, compared to items named in unrelated contexts. This

effect is attributed to the exacerbation of the competition/inhibition

between items with shared features that is caused by their

repetition. According to spreading activation principles, activation

spreads more between related than unrelated items. Therefore,

when naming an item in a related context, activation spreads

to related items (including the other items in the related set) at

every naming trial. With multiple repetitions of related items,

the activation levels of all related items increase, creating greater

selection difficulty. Some models of word production, propose

that, under these conditions, control mechanisms detect conflict

and work to facilitate selection. For example, one proposal is

that a booster mechanism is triggered to help distinguish among

the active response options and eventually select the target item

for production (Dell et al., 1997). In terms of neural substrates,

this selection mechanism has been proposed to be instantiated

in the LIFG (Oppenheim et al., 2010). Thus, BCN can be

used to manipulate and examine various aspects of the naming

context in order to better understand the control mechanisms that

are deployed.

1.4 Interference and facilitation e�ects
in selection

It is worth noting, however, that interference is not the only

type of effect observed with the BCN paradigm. Indeed, in addition

to the interference effects that have formed the focus of most

investigations, facilitation effects are also commonly reported in the

BCN paradigm specifically from the first to the second presentation

(i.e., cycle) of items (Belke et al., 2005; Damian and Als, 2005;
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FIGURE 1

A representation of the “two-stage” model of single word naming, with three levels of representation: Semantic, Lexical and Segmental. Stage 1

involves the mapping from the Semantic to the Lexical level (i.e., meaning-driven stage), while Stage 2 represents the mapping from the Lexical to

the Segmental level (i.e., form-based stage). For purposes of illustration, the units at the Segmental level are orthographic units (i.e., letters) but they

would be phonological units (i.e., phonemes) in spoken production. Also, for simplicity of illustration, not all relevant segments of the four lexical

items are represented. Note also that there is debate regarding whether or not the lexical level corresponds to amodal representations (lemmas;

Levelt et al., 1999) and/or modality-specific phonological and orthographic lexemes (Caramazza, 1997).

Schnur et al., 2006; Navarrete et al., 2012). The basis for these

facilitation effects is not well understood.

A pervasive finding across a wide range of paradigms is

that naming an item after processing a related (or identical)

item leads to faster responses for the later item (Sperber et al.,

1979; Huttenlocher and Kubicek, 1983; Hartsuiker et al., 2005).

One explanation of this facilitation effect is that it is the result

of what is referred to as “priming” of the later item (the

target) by the earlier one (the prime). As a consequence of

the spreading activation principles discussed above, the more

the prime and the target share features, the greater the pre-

activation of the target by the prime and, therefore, the faster

the naming of the target. Given that the BCN paradigm involves

the repetition of items that are highly related, we might expect

that, in addition to the interference effects described above,

there should also be facilitatory priming effects. Additionally,

Belke (2008) proposed an account of facilitation effects in BCN

that does not rely on spreading activation. According to Belke

(2008), the facilitation is the result of a top-down modulation

mechanism which, given the task goals and the knowledge of

the items involved, operates so as to bias (i.e., send additional

activation) to the anticipated target. However, after the second

cycle, when activation has significantly increased for all related

items, this top-down mechanism may not be as effective, and

a net effect of interference is observed. While facilitation effects

are widely observed in studies that use BCN, very little work

has been done to understand the mechanisms that give rise to

the seemingly contradictory effects of facilitation and interference

during word naming.

Key questions include whether or not the same or different

processing mechanisms give rise to the facilitation and interference

effects that are observed and if they arise from shared or distinct

neural substrates. While there is evidence that the LIFG plays

an important role in this top-down “boosting” mechanism (Belke

and Stielow, 2013; Belke, 2017; Nozari and Pinet, 2020), very

few studies have directly examined this issue in the context of

the BCN paradigm (e.g., de Zubicaray et al., 2006; Riès et al.,

2015).

1.5 The current study

Despite the long line of research on word production and

Broca’s Area, as the brief review above reveals, key issues remain

unresolved. Furthermore, almost all studies investigating cognitive

control in word production and its relationship to Broca’s Area

have focused on spoken production, with sparse research directed

at understanding the control mechanisms that support selection in

written production.

The current study focuses on written word production and

addresses important gaps in our understanding of cognitive control

and how it relates to Broca’s Area by investigating three questions:

(1) Are control mechanisms shared by language and non-language

domains or are they domain-specific? (2) Are control mechanisms

within the word production system shared by lexical and segmental

levels of word production, or are they level-specific? and, (3) Do

interference and facilitation effect types arise from the same control

mechanisms, or are these mechanisms effect-type specific? In this

study of individuals with post-stroke aphasia we will bring to bear

both behavioral and neuroimaging data on these three questions.

The behavioral language data consist of interference and facilitation

effects observed in written BCN. For question (1), given that

writing is a highly visuo-spatial task, we also examine data from

a non-verbal visuo-spatial processing task. The neuroimaging data

consist of measures of gray matter lesion location and extent.

The empirical logic is similar for all three questions,

since all three questions are associated with the same two

classes of hypotheses about cognitive control mechanisms:

shared mechanisms hypotheses, and independent mechanisms

hypotheses. In terms of behavioral evidence, shared mechanisms

hypotheses predict correlated behavioral effects, while independent

mechanisms hypotheses predict an absence of correlation. With

regard to domain specificity (Question 1), the prediction of the

shared mechanisms hypothesis is that any interference effects that

are observed should be correlated across language and visuo-

spatial tasks. With regard to level specificity (Question 2), the

shared mechanisms hypothesis predicts that lexical and segmental

facilitation and/or interference effects observed in BCN should

Frontiers in Language Sciences 04 frontiersin.org

https://doi.org/10.3389/flang.2024.1398125
https://www.frontiersin.org/journals/language-sciences
https://www.frontiersin.org


Neophytou et al. 10.3389/flang.2024.1398125

be correlated. And, finally, with regard to effect-type specificity

(Question 3), the shared mechanisms hypothesis predicts that

facilitation and interferences effects should be correlated at each

level. The independent mechanisms hypotheses predict an absence

of the respective correlations for each of the three questions.

To evaluate these predictions, for each participant, we computed

the magnitude of interference and/or facilitation effects for

language and non-language tasks. Within the language domain,

we examined effects arising at different levels of written word

processing by manipulating lexical and segmental similarity in the

BCN paradigm.

In terms of the neural data, the basic prediction of the

shared mechanisms hypotheses is that the relevant behavioral

effects should be associated with the same neural substrates,

while the independent mechanisms hypotheses predict that the

relevant behavioral effects should be associated with distinct neural

substrates. With regard to domain specificity (Question 1), the

shared mechanisms hypothesis predicts an association between

neural substrates and the behavioral effects indexing the different

processing domains (i.e., interference effects in language and

spatial tasks). With regard to level specificity (Question 2), the

shared mechanisms hypothesis predicts that there will be an

association between neural substrates and the behavioral effects

indexing different levels of word production (i.e., interference

and/or facilitation effects at lexical and segmental levels). Finally,

with regard to effect-type specificity (Question 3), the shared

mechanisms hypothesis predicts an association between neural

substrates and the behavioral effects for facilitation and interference

effect types overall (across lexical and segmental levels). In contrast,

independent mechanisms hypotheses predict dissociations between

the relevant behavioral effects and lesioned substrates for each

question of interest. To evaluate these predictions, we examined

73 parcels within the left hemisphere that corresponded to those

regions for which at least four individuals in our participant group

had substantial damage. We carried out regression analyses to

evaluate the strength of the association between extent of damage

and magnitude of the relevant behavioral effects.

Briefly, on the basis of the analysis of the behavioral effects

(Analysis 1) and of the relationships between the distribution

of neural damage and interference and facilitation effects across

language and non-language domains (Analyses 2 and 3), we

found evidence of the role of left frontal regions, including

Broca’s Area, in instantiating domain-specific control mechanisms

involved in written word production but not visuo-spatial

processing. These domain-specific mechanisms recruited distinct

and nonoverlapping regions of frontal cortex. With regard to

written word production, the rostral part of BA45 in Broca’s Area

was found to support both level-specific and effect-type specific

mechanisms, while the Orbital gyrus was found to support both

interference and facilitation effects in written word production.

2 Materials and methods

2.1 Participants

We considered participants from previous aphasia/dysgraphia

studies in our lab and those currently enrolled in a local aphasia

center for participation in this study. To determine the eligibility

of those who expressed interest, we administered a screening

test and/or we consulted their previous testing results. Exclusion

criteria were: (a) Below normal semantic processing, to rule out the

possibility of naming difficulties stemming from impairments in

the semantic system; (b) Difficulty with peripheral motor processes

in writing and speaking; (c) Severe comprehension deficits that

may affect the ability to understand task instructions. The final

set of participants consisted of 19 individuals (10 female) at

the chronic (minimum 3 years) post-stroke stage. Mean age was

63.3 years (SD = 13.3). Appendix A reports demographic data

for the stroke participants. Prior to their stroke, 15 individuals

were right-handed and four were left-handed. For writing, n =

12 used their premorbidly preferred hand, the others used the

opposite hand. Their performance on a range of tasks assessing

their language and cognitive skills is reported in Appendix A.

Overall, the testing indicates good performance on the picture-

based comprehension test (Pyramids and Palm Trees; Howard

and Patterson, 1992) and difficulty in one or more of the

language tasks.

In order to assess whether the experimental tasks/paradigms

that we used generated the expected behavioral effects of

interest, we also included a small group of neurologically healthy

control individuals. The healthy control group consisted of

nine individuals (six female), age-matched to the stroke cohort

(mean age = 61.1, SD = 7.3), with no history of psychiatric

or neurological disorders. All healthy control individuals were

right-handed. All participants provided consent for research

using procedures consistent with the Declaration of Helsinki

and approved by the Johns Hopkins University Institutional

Review Board.

2.2 Behavioral data

2.2.1 Written blocked cyclic naming task
Cognitive control demands in written word production were

assessed using a version of the BCN paradigm in which, as

described earlier, small sets of pictures are named repeatedly. The

parameter choices of the experimental paradigm (i.e., number

of items per set, cycles per block and sets per condition, as

well as stimuli presentation parameters) were based on the work

of Nozari et al. (2016). The BCN paradigm usually involves

multiple sets of 5 or 6 items, repeated in cycles. However, similar

to Nozari et al. (2016), the current study used pairs of items,

rather than sets, to avoid effects of working memory demands on

performance. The effectiveness of this paradigm was evaluated by

Nozari et al. (2016) who replicated basic BCN effects reported in

previous studies.

Given that the goal of the task was to specifically investigate

the cognitive control mechanisms involved in written picture

naming, we wanted to minimize any effects related to deficits

arising from lexical or segmental representation/mapping processes

themselves. Therefore, for each stroke participant we selected 24

items that they could accurately name and spell. To identify these

items, each participant performed a pretest. The items used in

the pretest consisted of a set of 18 lexically (semantically) related
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pairs and a set of 18 segmentally related pairs. Lexically related

items were related in meaning (e.g., dog/cat)1 while segmentally

related items shared orthographic and phonological rhymes (e.g.,

bear/pear). During testing, items were pseudo-randomly shuffled

so that no two consecutive items were segmentally or lexically

related.2 Participants were first familiarized with the names of the

items so that they would name the pictures using the “intended”

names. During the familiarization phase, participants saw each

line drawing along with its label, the experimenter read the

name and the participant repeated the name. After familiarizing

the participant with all line drawings and their names, the

same line drawings were presented to the participant for both

written and oral naming. This process was repeated twice to

ensure that the 24 items (six pairs of lexically and six pairs

of segmentally related items) we selected for each participant

were items that the participant consistently named and spelled

correctly (see Appendix B, for the stimuli administered to one of

the participants). The healthy individuals were tested on the same

lists of items used with the stroke participants. To ensure that they

could correctly spell all the items in the list they were assigned to,

they were asked to spell to dictation the relevant items prior to the

experimental session.

2.2.1.1 Task design

The task included three experimental conditions: lexically

related, segmentally related and unrelated. The lexical and

segmental relatedness conditions each included six pairs of words

for a total of 12 pairs of words. Unrelated pairs were constructed

by pseudo-randomly shuffling the words in the related pairs such

that the two words in the new, unrelated pair had minimal

semantic similarity and no segmental overlap. Thus, overall, each

participant was tested on a total of 24 pairs of words (12 related and

12 unrelated).

The same black and white line-drawings used for the pretest

were used as experimental stimuli. In total, each participant was

presented with 24 different pictures, corresponding to 24 words

they could consistently name and spell correctly based on the pre-

testing. Pictures were presented on a computer monitor in different

blocks. An example of a block is depicted in Figure 2. Each block

only included one pair of items (similar to Nozari et al., 2016),

and each pair of items was presented five times within the block

for a total of 10 trials per block (i.e., five presentations of each

item in a pair). The order of trial presentation within a block was

pseudorandomized so that the same picture never appeared more

than twice consecutively.3 Since each pair of items was presented

1 Lexically related items were semantically related based on taxonomic

relationships (e.g., dog-cat) rather than thematic relationships (e.g., cow-

milk), since only taxonomically related items have been consistently found

to cause interference e�ects (Oppenheim and Nozari, 2021).

2 Two stroke participants (GWL and RBM) were pre-tested on an additional

set of 30 items, since we were unable to find 24 items that they could

correctly name and spell twice from the original set of 72 items.

3 In the classic design of the BCN task, a cycle has unique items, each

presented once before the next cycle begins. However, given that in the

present study only two items were used in each block and their order was

pseudorandomized, cycles could not be structured in the traditional manner.

Therefore, in the current study, cycle is synonymous to the presentation

FIGURE 2

Example of a lexically related block in the current study. The two

items presented in this block are DOG and CAT. Each item was

presented five times (i.e., five cycles), for a total of 10 trials.

in a different block, there were six blocks of lexically related

items, six blocks of segmentally related items and 12 blocks of

unrelated items. The order of the blocks was pseudo-randomized

such that the same type of condition was never immediately

repeated. In total, there were 240 trials [10 trials per block × (six

segmental relatedness blocks + six lexical relatedness blocks + 12

unrelated blocks)].

2.2.1.2 Experimental procedures

Participants wrote their responses on a Wacom Intuos4

Medium graphic tablet (model: PTK-440) using an inking tablet

pen. Each response was written on a separate piece of paper,

measuring 1.5 × 2 inches, that was attached on the writing surface

of the tablet before the beginning of each trial. By using an inking

tablet pen we recorded both their written responses (on paper

and digitally) as well as information about the location and the

pressure of the pen on the writing surface, separately for each trial.

Information about the location and the pressure of the pen on the

writing surface was recorded using in-house developed scripts in

Matlab (version: 9.11.0; MATLAB, 2021). This information was

then used to calculate reaction times (RTs). RTs were measured

from stimulus presentation on the computer monitor (picture of

the item to be named) to the time the writing surface was touched to

begin the written response. Before the beginning of the experiment,

participants were familiarized with the task with a practice block

(i.e., 10 trials) with two unrelated items that were not included in

the experimental set of 24 items. At the end of the practice block

each participant was asked if they had any questions before starting

the main experiment.

“number “of a given item (e.g., Cycle 2 of item X is the second presentation

of item X, Cycle 3 is its third presentation, up to Cycle 5). This was modeled

after Nozari et al. (2016).
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During the experiment, before each block, participants were

re-familiarized with the items that would be presented in the

upcoming block, to ensure that the intended label would be used,

similar to Nozari et al. (2016). At the beginning of each trial,

participants were asked to place the pen on a marked starting point

on a non-responsive edge of the writing tablet approximately 1

inch to the right or the left of the writing surface, depending on

the hand they were using to write with. Having participants always

start writing from the same point increased accuracy of the reaction

time measurements across trials. Each trial began with a “beep”

at the same time that a fixation cross was presented at the center

of the screen for 3 s, followed by the presentation of the stimulus

picture. Stimulus presentation times varied across participants and

were decided based on their writing speed as assessed in a short pre-

test during the familiarization phase. For healthy controls it was 9 s

for all participants; for the stroke participants it ranged from 9 to

20 s. On every trial, after writing their response, participants were

asked to return the hand holding the pen to the “starting” point to

be ready for the next trial.

2.2.2 Simon task
To examine whether or not cognitive control mechanisms are

domain-specific, we also administered a visuo-spatial task with

significant cognitive control demands—the Simon task (Simon and

Rudell, 1967). In the Simon paradigm, a visual stimulus (e.g., a blue

or red square) is presented on the right or left side of a computer

monitor and participants are instructed to respond with a key-

press with their left hand to one stimulus and with their right

hand to the other. Participants are asked to attend to a specific

stimulus feature (e.g., color), independently of stimulus location

(left or right of screen). For example, they may be asked to respond

with the right hand to a blue stimulus and with the left to a

red one, regardless of location. Cognitive control demands can be

considered analogous to those in word naming in that, in both

cases, multiple responses are available and potentially competing

(left and right button presses in the Simon task vs. multiple words

and segments in word naming) while the correct one must be

selected for production. In the Simon task, the response conflict

arises because the spatial representation of the stimulus (left or

right of screen) is in conflict with the spatial representation of the

response rule (left or right key).

The Simon task has been reliably shown to produce

strong visual-motor compatibility/interference effects, such that

individuals are faster and more accurate on congruent trials (i.e.,

trials in which the stimulus is presented on the same side of the

screen as the response key for the trial) vs. incongruent trials (i.e.,

trials in which the stimulus is presented on the opposite side of the

screen relative to the response key for the trial; Figure 3). Only a

handful of studies with post-stroke individuals have investigated

performance on the Simon task, but all of them have shown the

expected pattern of interference (i.e., longer RTs and/ormore errors

in incongruent trials vs. congruent trials) (Martin et al., 2012;

Nozari, 2019; Obermeyer et al., 2020).

2.2.2.1 Task design

The experiment began with 12 practice trials, at the end of

which each participant was asked if they had any questions before

starting the main experiment. In total, there were 120 trials: 60

congruent trials and 60 incongruent trials. Within each congruency

condition, half of the trials included a blue square and the other half

a red square. Trials were presented in a pseudo-randomized order,

such that no more than two consecutive trials were identical (i.e.,

with respect to congruency and color identity).

2.2.2.2 Experimental procedures

The experiment was presented on a laptop Dell Latitude 5520

computer with a 15.6-in. monitor. The sequence of events and data

collection were controlled using the OpenSesame program (version

3.3.12; Mathôt et al., 2012). Each trial began with a fixation cross

(+) in the center of the screen, that remained visible for 800ms

and was followed by a 250-ms blank interval. At the end of this

interval, a red or blue square appeared on the left or the right side of

the screen and remained on the screen for 1,000ms if there was no

response. Participants were instructed to press the Z key when they

saw a blue square and the M key when they saw a red square. The

relevant keys were marked with stickers in the respective colors.

The timing began with the onset of the stimulus, and a response

terminated the stimulus presentation; there was then a 500-ms

blank interval before the onset of the next trial. RTs (stimulus onset

to response) were collected and responses were marked as correct

or incorrect to assess performance accuracy.

2.3 Neuroimaging data

2.3.1 Image acquisition
Magnetization-prepared rapid acquisition with gradient echo

(MPRAGE) structural scans and DTI scans were acquired on a 3T

Philips Achieva MRI scanner with a 32-channel head coil at the

FM Kirby Research Center for Functional Brain Imaging at the

Johns Hopkins Kennedy Krieger Institute. For MPRAGE, we used

a 3D inversion recovery sequence with the following parameters:

TR/TE/TI = 8.1/3.7/842ms, resolution = 1 × 1 × 1 mm3, FOV =

224 × 224mm, 165 axial slices, flip angle = 8◦, acquisition time =

4min and 31 s.

2.3.2 Lesion overlap
For the stroke participants, MPRAGE scans were used to

identify each individual’s lesion. For each individual, lesion volumes

were extracted in MRIcron by identifying areas with signal

abnormalities, and then warped to MNI space with Statistical

Parametric Mapping software (Friston et al., 2012). Figure 4

presents a lesion overlay map, depicting all participants’ lesions

in MNI space. As evident from the figure, the stroke participants

demonstrated a range of lesions over the left hemisphere, with

the greatest area of lesion overlap in the left inferior and middle

frontal gyrus, the insula, the lateral precentral and postcentral

gyri, the posterior portion of the superior temporal gyrus and the

supramarginal gyrus.

2.3.3 Regions of interest and integrity calculation
Structural T1-weighted scans were used to assess the integrity

of the relevant gray matter regions. For this study, we used
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FIGURE 3

Representation of Congruent and Incongruent trials in the Simon task. If the task instructions are to press the left button when a blue square appears

and the right button when a red square appears, then congruent trials are those in which a blue square appears on the left and a red square appears

on the right. Incongruent trials are those in which a red square appears on the left and a blue square appears on the right.

FIGURE 4

(Panel A) A lesion overlay map, showing all stroke participants’ lesions in MNI space. (Panel B) The same lesion overlay map showing the overlap with

Broca’s Area (BA44/45) in light blue. Colors of the lesion overlay map indicate the number of participants with a lesion in a given voxel.

the parcellation from the Human Brainnetome atlas (Fan et al.,

2016), which divides the brain into 210 cortical regions. For each

participant, the parcellation was transformed in their native space,

to avoid gross distortions that are produced when normalizing

lesioned brains into standard space (Gleichgerrcht et al., 2017).

To achieve this, the enantiomorphic inverse-normalization process

was followed, which allows for the least warping of the focally

lesioned brain (Nachev et al., 2008), and hence, for minimum

distortion. First, a lesion mask was manually drawn on the

participant’s T1-weighted image in MRIcron. Then, using the

Clinical Toolbox (Rorden et al., 2012) in SPM12 (Friston et al.,

2012), the lesionmask was used to substitute the lesion with healthy

tissue from the contra-lesional hemisphere (Nachev et al., 2008).

Finally, using the transformation parameters from the previous

step, the mask with the 210 ROIs was inverse-normalized to each

participant’s T1-weighted scan.

To assess the integrity of the relevant gray matter regions,4 we

used an in-house script using Python (Van Rossum and Drake,

2003) [utilizing functions from packages: “numpy” (Harris et al.,

2020), “nilearn” (Abraham et al., 2014), and “matplotlib” (Hunter,

2007)], to calculate for each participant the percentage of each

ROI that overlapped with the lesion, henceforth referred to as

4 While the main region of interest in the current study was the LIFG, we

studied all regions with substantial damage across individuals.
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Lesion Percentage. Parcels for which fewer than four individuals

had substantial damage (where substantial damage was defined as

more than 10 lesioned voxels), were removed from the analysis. In

total, 73 parcels in the left hemisphere met the selection criteria:

27 in the frontal lobe, 25 in the temporal lobe, 17 in the parietal

lobe and 4 in the occipital lobe. These 73 parcels were used for the

statistical analyses discussed below (see Appendix C for a list of the

73 parcels and their anatomical/cyto-architectonic descriptions).

3 Data analysis

Our statistical analysis can be divided into two sections. Section

A consists of the analysis of the behavioral data from both the stroke

and healthy control individuals to determine if the main behavioral

effects of the stroke group were in the expected direction as those

of the healthy control individuals. This analysis was further used

to calculate, for each participant, the cognitive control indices of

lexical and segmental interference and facilitation for the main set

of analyses. Section B consists of the main set of three analyses that

directly address the three questions of interest.

3.1 Section A

3.1.1 Analysis of main behavioral e�ects
In order to determine if the main behavioral effects were in

the expected direction as the healthy control individuals, we first

ran an analysis with both stroke participants and healthy controls,

separately for each task. All analyses were performed in R (R Core

Team, 2013), using the “stats” package for the linear regression

models and the “lme4” package for the linear mixed-effects models

(LMEM) (v1.1-31; Bates et al., 2015). The variance inflation factor

(VIF) was calculated for all models using the package “car” (v3.1-1;

Fox and Monette, 1992; Fox, 2015).

3.1.1.1 Written blocked cyclic naming task

As discussed, 24 unique items were included, and each of these

unique items appeared both in the context (i.e., within the same

block) of a related pair (either lexically related or segmentally

related) and in the context of an unrelated pair. Each unique

item only appeared in one of the two related conditions, so

the data were organized into two subsets based on relatedness:

Lexical and Segmental subsets. The Lexical subset included all the

trials corresponding to Lexically related items, and the Segmental

subset included all the trials corresponding to segmentally related

items, regardless of context. In other words, each subset included

trials from both related and unrelated contexts, so that we could

investigate the effects of relatedness. For example, if CAT appeared

both with DOG in a lexically related context, as well as with BUS

in an unrelated context then all trials of CAT (both from the

lexically related pair and the unrelated pair) were included in the

Lexical subset.

The statistical analysis of the written BCN data was based on

the data from cycles 1–4, although five cycles were administered.

Analysis of the variability of response latencies across cycles

showed that variability decreased from cycle 1 to cycle 4 and then

significantly increased from cycle 4 to cycle 5 (F = 0.870, p =

0.046), presumably due to observed fatigue. This, along with the

fact that a fifth cycle is rarely if ever included in the BCN task,

motivated us to exclude cycle 5 from analysis. Two sets of models

were used in our statistical analysis of the written BCN data, that

investigated: interference effects across cycles 2–4 and Facilitation

effects in cycles 1–2. To measure lexical and segmental interference

we quantified the effect of Relatedness, comparing performance

on Related trials vs. Unrelated trials. To investigate lexical and

segmental facilitation, we quantified the effect of Cycle, comparing

performance on Cycle 2 vs. Cycle 1. LMEMswere used to separately

evaluate the Lexical and Segmental data. The analyses considered

RTs5 because, while accuracy measurements were also collected, the

errors rates across conditions and individuals low and did not allow

us to statistically evaluate performance based on accuracy. RTs were

measured from the onset of the target to the initiation of a response.

Omissions, error responses in which participants did not correctly

produce the target response, responses of RT <250ms and outliers

of RT greater that 2.5 standard deviations from each condition’s

(lexical relatedness, segmental relatedness and unrelated) overall

mean, calculated for each individual, were removed from further

analysis. Errors and outliers accounted for 8% of the data.6 Across

all analyses, reaction time data were log-transformed, contrasts for

non-continuous variables were sum coded (i.e., the levels of the

independent variable sum to 0, to compare each level to the overall

mean) and continuous variables were mean-centered.

For the analysis of interference effects, the dependent variable

consisted of all RTs from every trial in either the Lexical or

the Segmental data subset, for every individual participant. Fixed

effects were main effects of Relatedness (related vs. unrelated),

Age and Gender, item Frequency,7 Length, Switch/Repeat, Block

number, the interaction of these seven variables with Group (stroke

vs. healthy), as well as main effects of Group, Hand Intactness and

Session number. The Hand Intactness variable indicated whether

or not the hand that the stroke participants used to write in

the experiment was the hand that they also used for writing

premorbidly. The Switch/Repeat variable indicated if, on each trial,

the item was switched or repeated relative to the previous trial.8

Session number indicates if a given trial was administered in the

first or second session, since some stroke participants completed

the task in two different sessions. Block number indicated the

order of the block on which a trial was administered within the

session. Random effects were intercepts and slopes for Relatedness,

Switch/Repeat and Block number by-subject. To determine the

statistical significance of group-specific effects, follow-up analyses

5 The performance of individuals with aphasia on this task is more

commonly assessed based on accuracy but given that we selected items

that each stroke participant could name and spell correctly and was

refamiliarizedwith before testing, the high accuracy valueswe observedwere

not surprising.

6 As a reference, the percentage of error rates reported in, for example,

Schnur et al. (2006), which is the only other study that used the BCNparadigm

in a group of individuals with aphasia, was 28%.

7 Item frequency was indexed using subtitle frequency from the English

Lexicon Project (Balota et al., 2007).

8 This was particularly relevant in this task design as there were only two

distinct items in each block.
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included models specific to each group. The structure of those

models was identical to the models with both groups, except

that the main effect of Group and its interactions with the other

variables were removed.

For the analysis of facilitation effects, the structure of the

models was identical to the models used for the interference

effects except for replacing Relatedness with Cycle. In other

words, relatedness was collapsed in the analysis of facilitation

given that facilitation was measured by comparing RTs from

Cycle 1 vs. Cycle 2.

3.1.1.2 Simon task

For the Simon task, the statistical analysis of the data was

similar to that of the Written BCN task. The major difference

was that in the Simon task we exclusively investigated interference

effects, which are consistently found across studies and different

variations of this task. LMEMs were again used to analyze the RT

data. RTs were measured from the onset of the target. Omissions,

error responses, responses of RT<100ms and outliers of RT greater

that 2.5 standard deviations from each condition’s (congruent and

incongruent) overall mean, calculated for each individual, were

removed from the analysis of RTs. Errors and outliers accounted

for 13.4% of the data. RT data were log-transformed, contrasts for

non-continuous variables were sum coded (i.e., the levels of the

predictor summed to zero) and continuous variables were mean-

centered. RTs were used as the dependent variable. Fixed effects

were main effects of Congruency (congruent vs. incongruent),

subject’s Age and Gender, the interaction of these three variables

with Group (stroke vs. healthy),9 as well as main effects of Group

andHand Intactness. Random effects were intercepts and slopes for

Congruency by-subject.

3.1.2 Calculation of cognitive control indices
Three statistical analyses were performed to address the

questions of interest (see below), and they all utilized cognitive

control indices calculated based on the analysis of the main

behavioral effects from the written BCN and the Simon tasks

discussed above. We calculated five cognitive control indices for

every individual:

1. Lexical interference.

2. Segmental interference.

3. Lexical facilitation.

4. Segmental facilitation.

5. Simon interference.

In this study we used the by-Subject random effect slopes to

calculate cognitive control indices for each individual instead of

the raw RTs, as they allow consideration of effects independently

of the contribution of other variables (such as age and gender)

since those variables were included in the LMEMs. The slopes

were further adjusted to account for overall differences in speed

across individuals, which can be quite prominent in the post-

stroke population.10 These adjusted slopes more objectively reflect

differences in selection effects across individuals compared to the

9 The interaction of Age × Group was subsequently removed because

when it was included the model did not converge.

slopes extracted from the LMEMs. For a detailed description of

the calculation of the individual cognitive control indices, see

Appendix D.11

3.2 Section B

3.2.1 Analysis 1: correlation of behavioral
cognitive control indices

A total of six correlations were performed -two to address

each of the three questions of interest. Spearman correlation

was used for this analysis. For Question 1, which is concerned

with the domain-specificity of cognitive control mechanisms, we

correlated the interference effects across the two cognitive domains,

language and visuo-spatial processing: (i) Segmental Interference

and Simon Interference, as well as (ii) Lexical Interference and

Simon Interference. For Question 2, which is concerned with

the level-specificity of selection mechanisms in written word

production, we correlated the two interference and the two

facilitation effects extracted from the written BCN task with

one another: (iii) Lexical Interference and Segmental Interference

as well as (iv) Lexical Facilitation and Segmental Facilitation.

Finally, for Question 3, which is concerned with the effect-

type specificity of the control mechanisms that give rise to the

effects (interference vs. facilitation) observed in the BCN task,

we correlated interference and facilitation effects for each level

of processing: (v) Lexical Interference and Lexical Facilitation,

and (vi) Segmental Interference and Segmental Facilitation. False

Discovery Rate (FDR) correction for multiple comparisons was

applied across the six correlations investigated.

3.2.2 Analysis 2: identifying cognitive
control-sensitive brain regions

The goal of Analysis 2 was to identify brain regions (parcels)

that exhibited a relationship between their integrity and the

behavioral cognitive control indices. The parcels identified in

Analysis 2 were then further examined in Analysis 3. Simple linear

regressionmodels were used separately for each of the five cognitive

control indices, for each of the 73 parcels of interest. For each

model, the dependent variable was the parcel’s Lesion Percentage,

and the independent variable was the cognitive control index of

interest, with Total Lesion size and Gender included as covariates.

We evaluated the Variance Inflation Factor (VIF) of each of the

models and found that VIFs for each of the independent variables

in each model were at an acceptable level of <3 (James et al.,

2013). Typically, regression analyses evaluating the relationship

10 We also calculated the individual e�ects without adjusting for overall

di�erences in speed, and the correlation between the adjusted and non-

adjusted cognitive control indices ranged between 0.93–0.98. This indicates

that the speed adjustment did not wash out the main e�ects contributing to

the behavioral cognitive control indices.

11 Simon e�ects have shown varying levels of reliability in the past, ranging

from moderate (Paap and Sawi, 2016) to high (Soveri et al., 2018) test-retest

reliability. In the current study, split-half reliability for the Simon Interference

e�ects was 0.98.
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between brain tissue integrity and behavioral measurements assign

the behavioral measurements to the dependent variable, and the

brain integrity measurements as an independent variable. However,

in the current study, the structure of the regression models was

reversed to be able to perform parts of Analysis 3 (see below),

which required having multiple cognitive control indices in a given

analysis simultaneously, and this could only be achieved if the

cognitive control indices were used as independent variables.

3.2.3 Analysis 3: evaluating the specificity of
cognitive control mechanisms

The goal of Analysis 3 was to evaluate the specificity of

the relationships between gray matter integrity and behavioral

cognitive control indices that were identified in Analysis 2. To that

end, different analyses were performed to evaluate specificity across

Domains and specificity across Levels and Effect-types.

A. Domain specificity

To evaluate Domain Specificity, we carried out two analyses.

(1) We evaluated the similarity of the neural distribution of

the relationship between gray matter integrity and behavioral

cognitive control effects for the two cognitive domains (written

word production and visuo-spatial processing) across all parcels.

Specifically, we correlated the significance values (p-values) for

all parcels from Analysis 2 for Simon Interference and Lexical

Interference, and also for Simon Interference and Segmental

Interference. (2) We more stringently evaluated these relationships

in Broca’s Area, the main area of interest in the current study.

We did so by evaluating the statistical significance of these

effects specifically for the five parcels that form Broca’s Area:

BA44d, BA45c, BA45r, BA44op, BA44v, applying a correction for

multiple comparisons.

B. Level and effect-type specificity

Analysis 2 identified 4 brain parcels that were associated with

more than one cognitive control index for Level and Effect-

Type. These associations could be considered to be evidence

of shared mechanisms. However, it is possible that, instead of

a shared mechanism, there are specific mechanisms that are

actually supported by different subregions within a parcel that are

damaged differently across the participants. One way to evaluate

this possibility more stringently is to determine if the two control

indices associated with a parcel each explain unique variance in the

Lesion Percentage of the parcel.12 The analysis approach described

in this section aimed to examine this possibility by evaluating if

one of the processing levels associated with the parcel (e.g., Lexical

level) accounted for unique variance in Lesion Percentage over

and above the variance accounted for by the other processing level

(e.g., Segmental level). An analogous approach was used to evaluate

effect-type specificity.

To make these determinations, we carried out model

comparisons that we refer to as Level Specificity and Effect-Type

12 Amore direct way to evaluate this possibility would be with a more fine-

grained brain parcellation. However, this was not possible, given the relatively

small sample size of this study.

TABLE 1 Parcels identified in Analysis 2 that showed statistically

significant e�ects (p < 0.05) either for both Levels or for both

E�ect-types, and were therefore further investigated in Analysis 3 (Level

and E�ect-Type Specificity analyses) (Note that, on the basis of Analysis 2

results, BA45r was evaluated for both Levels and E�ect-Types).

E�ects for both
levels

E�ects for both
e�ect-types

LI and SI LF and SF LI and LF SI and SF

BA45r X X

BA12/47l X

BA12/47o X

BA11l X

L, lexical; S, segmental; I, interference; F, facilitation.

Specificity Analyses (note: comparable Domain Specificity analyses

were not necessary, because there were no brain regions from

Analysis 2 in which there was an association with Lesion Percentage

and both language and non-language cognitive control indices).

Overall, five different models were used for the model

comparisons (all VIFs were below 5). For all five models, Lesion

Percentage of the parcel was the dependent variable, while the

independent variables were Total Lesion and Gender, as well as the

following key variables of interest:

1. Lexical model: lexical interference+ lexical facilitation.

2. Segmental model: segmental interference +

segmental facilitation.

3. Interference model: lexical interference +

segmental interference.

4. Facilitation model: lexical facilitation+ segmental facilitation.

5. Full model: lexical interference+ lexical facilitation+ segmental

interference+ segmental facilitation.

In general, model comparison evaluates if any additional

variability is explained (i.e., change in R2) when variables of interest

are added. In this context, for example, a comparison of the Lexical

model (#1, above) with the Full Model (#5, above) can evaluate

whether Segmental interference and/or facilitation explain any

additional and unique variance above and beyond that explained

by Lexical interference and/or facilitation. If so, then this would

constitute evidence that the brain area supports mechanisms that

are specific to Segmental and Lexical control. This approach (a)

uses the change in R2 between the two models to quantify unique

variance explained by each level and type of cognitive control

effects, and (b) allows for the determination of the statistical

significance of the change in R2.

For the Level Specificity analysis, since the goal was to

determine if there were unique associations between Lesion

Percentage and each of the control indices associated with the two

processing levels (Segmental and Lexical), we performed model

comparisons in parcels that, in Analysis 2, showed statistically

significant effects for both the lexical and the segmental levels

(regardless of whether the effects were for the interference or the

facilitation indices, or both). Only one parcel identified in Analysis

2 was evaluated in the Level specificity analysis (see Table 1). Thus,

two model comparisons were performed: (i) Lexical model vs. Full
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FIGURE 5

Plot of the interaction e�ect between Relatedness and Group on Reaction Times (RTs) in milliseconds. Panels (A, B) show the e�ects for the Lexical

and the Segmental conditions, respectively. Error bars indicate 95% confidence intervals.

model, and (ii) Segmental model vs. Full model. For the Effect-

Type Specificity analysis, since the goal was to evaluate if there were

unique associations between Lesion Percentage and each of the two

types of cognitive control effects, we performedmodel comparisons

in the parcels that, in Analysis 2, showed statistically significant

effects for both interference and the facilitation (regardless of

whether the effects were for the lexical or the segmental levels, or

both). In total, four parcels identified in Analysis 2 were evaluated

in the Effect-Type specificity analysis (see Table 1). Again, two

model comparisons were performed for each of the four parcels of

interest: (i) Interference model vs. Full model, and (ii) Facilitation

model vs. Full model.

4 Results

4.1 Section A

4.1.1 Analysis of behavioral e�ects
In this section we present the results of the statistical analyses

that investigated if the main behavioral effects in the two

experimental tasks (Simon and Written Blocked Cyclic Naming)

were in the expected direction. This was important given that the

calculation of the cognitive control indices used in the subsequent

analyses (Section B) were based on the outputs of these analyses.

4.1.1.1 Written blocked cyclic naming task

I Interference effects

Results of the two LMEMs for the Lexical and Segmental

conditions across all cycles and across both groups are presented

in detail in Appendix E. With respect to the main effect of interest,

Relatedness was statistically significant for the Lexical condition (p

< 0.001), with longer RTs for items named in the Related condition,

compared to items in the Unrelated condition. For the Segmental

condition, the effect was not statistically significant, but it was still

in the same direction (see Figure 5). Importantly, the pattern was

the same for both groups. Although the interaction of Relatedness

X Group was not statistically significant, the stroke group exhibited

numerically large interference effects, indicating disruption to

control processes involved in written word production.

II Facilitation effects

Results of the two LMEMs for the Lexical and Segmental

conditions are presented in detail in Appendix E. With respect to

themain effect of interest, Cycle was statistically significant for both

Lexical (p < 0.001) and Segmental (p = 0.003) conditions, with

shorter RTs for items in Cycle 2 compared to items in Cycle 1 (see

Figure 6). Again, the overall pattern was the same for both groups.

4.1.1.2 Simon task

Results of the LMEM for the Simon task are presented in

detail in Appendix E. With respect to the main effect of interest,

Congruency was statistically significant (p < 0.001), with longer

RTs for incongruent trials compared to congruent trials (Figure 7),

for both groups. Although the interaction of Relatedness X

Group was not statistically significant, the stroke group exhibited

numerically large interference effects, indicating disruption to

control processes involved in response selection in this task.

Overall, the results of the analyses reported in this section

confirm that the experimental paradigms we used for both the
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FIGURE 6

Blocked cyclic naming task: Plot of the interaction e�ect between Cycle and Group on Reaction Times (RTs) in milliseconds. Panels (A, B) show the

facilitation e�ects across Cycle 1 and 2 for the Lexical and the Segmental conditions, respectively. Error bars indicate 95% confidence intervals.

FIGURE 7

Simon task: Plot of the interaction e�ect between Congruency and

Group on Reaction Times (RTs) in milliseconds. Error bars indicate

95% confidence intervals.

language and the visuo-spatial domains yield the predicted pattern

of results at the group level. This validates the use of these task to

calculate the individual cognitive control indices to be used in the

subsequent analyses.

4.2 Section B

In this section we report the results of the main set of three

analyses that directly addressed the three questions of interest.

Analysis 1 addressed all three questions of interest by evaluating

the correlation of the behavioral cognitive control indices that

were relevant to each question. Analysis 2 aimed to identify

brain regions that exhibited a relationship between their integrity

and the behavioral cognitive control indices. Finally, Analysis

3 aimed to evaluate the specificity of the effects identified in

Analysis 2. Note: the analyses reported in this section only involve

stroke participants.

4.2.1 Analysis 1: correlation of behavioral
cognitive control indices

Figure 8 depicts the correlation values between the cognitive

control indices for the comparisons of interest. With regard to

Domain Specificity (Question 1), Simon interference did not show

a statistically significant relationship with either Lexical (p = 0.65)

or Segmental interference (p = 0.25). Regarding Level Specificity

(Question 2), the correlation of effects between the two levels of

processing was statistically significant, both for the Interference

(p < 0.001) and Facilitation (p < 0.001) indices. The correlation

of the effects between the two levels (e.g., Lexical and Segmental

interference) was positive, indicating that the stroke participants

who showed a larger effect at one level, showed a larger effect

at the other. Finally, regarding Effect-type Specificity (Question

3), statistically significant correlations were found for the two

types of cognitive control indices, both when evaluated using
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FIGURE 8

Correlation of cognitive control indices for the comparisons of interest, and the associated FDR corrected p-values (*p-value < 0.05).

FIGURE 9

Overlap map of the parcels that showed significant e�ects (p < 0.05; uncorrected) for each cognitive control index (note: because lexical

interference overlaps entirely with lexical facilitation, no red areas are visible).
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Lexical (p < 0.001) and Segmental (p = 0.001) level indices. The

direction of these correlations was positive, indicating that the

stroke participants who showed a larger effect of one effect-type,

showed a larger effect of the other.

For Question 1, the results are consistent with the predictions

of the hypothesis of independent, domain-specific mechanisms for

written word production and visuo-spatial processing. In contrast,

for Questions 2 and 3, they are consistent with the predictions

of the hypotheses of shared mechanisms across levels (lexical

and segmental) and effect-types (interference and facilitation) in

written word production.

Given that the conclusion of domain-specific mechanisms

for written word production and visuo-spatial processing was

based on a null effect (i.e., lack of a strong correlation between

the behavioral cognitive control indices in the two domains),

we also performed a post-hoc Bayesian analysis that evaluated

the strength of the evidence for the null hypothesis that the

correlation between the relevant behavioral indices is equal to

0, as opposed to the alternative hypothesis that the correlation

between the relevant behavioral indices is >0. For details of the

analysis see Appendix F. The results provided substantial evidence

in support of the null hypothesis, namely that Simon Interference

is not correlated with either Lexical (bayes factor = 5.85) or

Segmental Interference (bayes factor= 7.04). The analysis provided

no evidence in support of the alternative hypothesis for either

Lexical (bayes factor = 0.17) or Segmental Interference (bayes

factor= 0.14).

4.2.2 Analysis 2: identifying cognitive
control-sensitive parcels

Figure 9 depicts and Table 2 reports the parcels that showed

significant effects (p < 0.05; uncorrected) for each of the five

cognitive control indices. Note that, for both interference and

facilitation effects, positive values indicate that more brain damage

is associated with higher levels of interference or facilitation, while

negative values indicate that less brain damage is associated with

higher levels of interference or facilitation.

As can be seen in Figure 9, the parcels that showed significant

effects for the different cognitive control indices were in most cases

adjacent to each other. There were two clusters of parcels: (1) the

parcels associated with both Lexical Interference and Facilitation

formed a cluster in the inferior frontal and orbital gyri, and (2) the

parcels associated with Simon Interference formed one large cluster

extending across inferior, middle frontal, and precentral gyri. There

were just a few parcels that were not associated with these twomajor

clusters including a parcel in the inferior parietal lobe associated

with Lexical Facilitation, a parcel in the superior temporal gyrus

associated with Segmental Interference, a parcel in the orbital

gyrus associated with Segmental Facilitation and two parcels in the

parahippocampal gyrus associated with Simon Interference.

In sum, this analysis revealed: (a) no overlap between the

parcels that showed control effects for the domains of written word

production and visuo-spatial processing and (b) the effects of levels

and effect-type control overlapped in a number of frontal parcels.

Analysis 3 aimed to examine these two sets of findings more closely.

4.2.3 Analysis 3: evaluating the specificity of
cognitive control mechanisms
A. Domain specificity

To evaluate Domain specificity, first, for the 73 parcels

evaluated in Analysis 2, we correlated the significance values

(p-values) for Simon Interference and Lexical Interference, and

also for Simon Interference and Segmental Interference. We

found that the p-values across parcels for the association of

Simon interference with Lesion Percentage showed no statistically

significant correlation with either the p-values of the association of

Lexical (r = −0.09, p = 0.43) or Segmental (r = −0.15, p = 0.19)

interference with Lesion Percentage. This finding provides further

support for the absence of a relationship between the cognitive

control mechanisms in the two domains.

Second, we focused specifically on the five parcels that make up

Broca’s Area. For these, we found that the dissociation identified in

Analysis 2 between BA45r (which showed relationships only with

the written word production control indices) and the rest of the

Broca area parcels (which showed relationships only with the visuo-

spatial domain control index) is present even after correction for

multiple comparisons across the Broca’s Area parcels (see Table 3).

B. Level and effect-type specificity

To better determine whether or not the parcels that showed

effects of multiple Level and Effect-type control indices in Analysis

2 should be interpreted as providing evidence for shared control

mechanism or of distinct mechanisms, we evaluated, for each

parcel, whether the individual indices accounted for unique

variance above and beyond that explained by the other level/effect-

type. We did so by using model comparisons, as detailed in Section

3.2.3.B. Table 4 presents the unique variance explained (Unique-

R2) and the associated p-values of the relevant model comparisons,

separately for each parcel of interest, and separately for (A) Level

specificity and (B) Effect-type specificity.

Level Specificity was examined for the single parcel (BA45r)

that, in Analysis 2, showed statistically significant effects for both

the lexical and the segmental levels (regardless of whether the

effects involved interference or the facilitation indices, or both).

Effect-Type Specificity was examined in the four parcels that, in

Analysis 2, showed statistically significant effects for both the

interference and the facilitation indices (regardless of whether the

effects were for the lexical or the segmental levels, or both (see

Table 1).

As can be seen in Tables 4A, B, the results of Analysis 3B show

that it was only in BA45r that lesion patterns across participants

explained statistically significant unique variance in the cognitive

control indices for levels and effect-types. Figure 10 reports the

distribution of explained variance among the variables tested for

BA45r, separately for levels of processing (Figure 10A) and types of

cognitive control indices (Figure 10B).

5 Discussion

In this study, we used data from a group of individuals with

post-stroke aphasia to study, for the first time, the neural substrates

of cognitive control in written word production. To do so, we
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TABLE 2 The 17 parcels (of the total 73 examined) that showed a significant (∗p < 0.05, uncorrected) e�ect in Analysis 2 for at least one of the five control indices.

Lobe Gyrus Parcel anatomical
description

Lexical interference Lexical facilitation Segmental interference Segmental facilitation Simon interference

Beta p-value Beta p-value Beta p-value Beta p-value Beta p-value

Frontal Middle frontal

gyrus

BA9/46v −1.92 NS −5.08 NS −2.06 NS −0.47 NS −3.26 0.02∗

IFJ 2.57 NS −0.47 NS −0.29 NS 0.86 NS −4.25 0.01∗

Inferior frontal

gyrus

BA44d 4.57 NS 0.46 NS 1.74 NS 1.04 NS −4.67 <0.01∗

BA44v 5.22 NS −0.58 NS −0.07 NS 1.53 NS −4.00 0.01∗

BA45c 1.92 NS −2.43 NS 0.32 NS 1.15 NS −4.50 0.01∗

BA45r −7.13 0.01∗ −8.32 <0.01∗ −4.34 0.01∗ −1.59 NS 0.16 NS

IFS −0.01 NS 0.02 NS −0.02 NS 0.01 NS −0.09 0.03∗

Orbital gyrus BA11l −4.03 0.05∗ −4.52 0.02∗ −1.91 NS −1.33 NS −0.03 NS

BA12/47l −4.48 0.02∗ −3.80 0.04∗ −1.67 NS −1.15 NS −0.62 NS

BA12/47o −6.68 0.04∗ −6.77 0.04∗ −3.17 NS −1.88 NS −0.09 NS

BA13 −0.74 NS −1.17 NS 0.01 NS −0.74 0.02∗ 0.66 NS

Precental gyrus BA4tl 5.96 NS 2.10 NS 1.03 NS 1.41 NS −3.89 0.01∗

BA6cvl 5.11 NS 1.35 NS 0.05 NS 1.69 NS −4.58 0.01∗

Temporal Superior

temporal gyrus

BA38l −2.38 NS −3.85 NS −4.33 0.03∗ −0.68 NS 1.00 NS

Parahippocampal

gyrus

BA28/34 −4.62 NS −1.85 NS −1.54 NS −0.92 NS 2.53 0.04∗

BA35/36r −5.32 NS −1.42 NS −1.55 NS −1.03 NS 3.48 0.05∗

Parietal Inferior parietal

lobe

BA39rd 4.40 NS 5.71 0.03∗ 0.81 NS 1.74 NS 0.00 NS

BA, Brodmann; d, dorsal; v, ventral; c, caudal; r, rostral; l, lateral; o, orbital; IFJ, inferior frontal junction; IFS, inferior frontal sulcus; tl, tongue and larynx region; cvl, caudal ventrolateral; rd, rostrodorsal; NS, non-statistically significant.
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TABLE 3 Results of Analysis 3A.

LI SI LF SF Simon

BA44d 0.39 0.98 0.92 0.49 0.02∗

BA45c 0.68 0.98 0.92 0.49 0.02∗

BA45r 0.06∼ 0.05∗ 0.01∗ 0.47 0.91

BA44op 0.39 0.98 0.56 0.47 0.09∼

BA44v 0.39 0.98 0.92 0.47 0.02∗

For the five Broca’s Area parcels, FDR corrected p-values for the correlations between Lesion

Percentage and each of the five behavioral Cognitive Control Indices (from Analysis 2).

LI, lexical interference; SI, segmental interference; LF, lexical facilitation; SF, segmental

facilitation; BA, Brodmann; d, dorsal; c, caudal; v, ventral; r, rostral; op, opercular.
∗p < 0.05.∼0.05 < p < 0.10.

TABLE 4 Results of Analysis 3B.

(A) Level specificity

Parcel Segmental Lexical

Unique R2 p-value Unique R2 p-value

BA45r 0.093 0.01
∗ 0.146 <0.001

∗

(B) E�ect-type specificity

Parcel Interference Facilitation

Unique R2 p-value Unique R2 p-value

BA45r 0.055 0.05
∗ 0.110 0.01

∗

BA12/47l 0.020 0.38 0.005 0.78

BA12/47o 0.026 0.67 0.023 0.70

BA11l 0.010 0.90 0.054 0.59

For parcels exhibiting significant relationships with more than one of the control indices,

Unique variance explained (Unique-R2) and associated p-values of the relevant model

comparisons. Panel (A) presents the results for Level Specificity (lexical vs. segmental)

and panel (B) presents the results for Effect-type Specificity (interference vs. facilitation).
∗p < 0.05.

studied written word production using the blocked cyclic naming

paradigm (BCN) which serves to amplify selection difficulty in

written word production. Specifically, we investigated whether:

(1) control mechanisms are specific to or shared by language

and non-language cognitive domains; (2) control mechanisms

within the word production system are specific to or shared by

the lexical and segmental levels of word production; and, (3)

interference and facilitation effect types arise from the same or

different control mechanisms. Our key findings were as follows:

(1) There are domain-specific control mechanisms used in written

word production that are not shared with control mechanisms

involved in visuo-spatial processing; (2)With regard to Broca’s Area

(BA 44/45), we found that distinct and nonoverlapping regions are

associated with control in written word production vs. control in

visuo-spatial processing (see beige vs. green parcels in Figure 11);

(3) Rostral BA45 in Broca’s Area (beige parcel in Figure 11) was

found to support multiple types of cognitive control mechanisms

that are specific to lexical and segmental levels of written word

production, as well as mechanisms specifically associated with

facilitation and interference; (4) We found evidence that orbital

frontal cortex (pink parcels in Figure 11) supports control involved

in both facilitation and interference that was strongly associated

with lexical level control and less so with segmental control; (5) We

did not find clear evidence of shared control mechanisms for lexical

and segmental levels of written word production.

Before discussing the relevant evidence below, we would like

to highlight an important aspect of the current study. This study

was specifically designed to study mechanisms of cognitive control

independently of mechanisms that support the representation of

orthographic forms. In studies with healthy individuals because

both representation and cognitive control processes are assumed to

be intact, experimental manipulations designed to specifically “tax”

cognitive control processes can be assumed to be largely effective.

However, in studies with individuals with language impairments,

this cannot be taken for granted. In the current study, in order

to isolate effects related to cognitive control from effects related

to orthographic representation, for each individual we identified

words that they were able to consistently name correctly. By

establishing that the representations of the items used in the

experimental task were largely intact, we could more confidently

argue that the experimental manipulations used were largely

successful in specifically targeting cognitive control processes.

Indeed, as shown from the analysis of the main behavioral effects

(Section 4.1.1.), the group of stroke-aphasia individuals in this

study showed the same pattern of effects as healthy controls.

Specifically, both in the written BCN and the Simon tasks,

stroke-aphasia individuals showed increased response times in

the conditions with increased cognitive control demands (i.e., the

related condition in the written BCN task, and the incongruent

condition in the Simon task; see Figures 5, 6). On the basis of

these results, we then proceeded to address the main questions of

this study.

5.1 Question 1: domain specificity of
cognitive control mechanism(s)

The first question was concerned with whether or not

cognitive control in written word production is supported by

domain-specific or domain-general mechanism(s). A domain-

specific mechanism would be a mechanism that would specifically

support cognitive control in written word production,13 while

a domain-general mechanism would support cognitive control

across different cognitive systems. In this study, we examined the

relationship between cognitive control in written word production

and cognitive control in the domain of visuo-spatial processing.

As a reminder, to address this question, analysis was limited to

behavioral interference effects only (i.e., not facilitation effects) as

this is the effect type most often studied in both domains. We

found that the evidence for independent control mechanisms for

visuo-spatial processing and written word production was clear

and compelling.

First, the results of the behavioral investigation (Analysis

1) showed no significant correlation between the interference

effects observed in the two domains (p’s > 0.2). In other words,

individuals with difficulty exercising control and thus strong

13 Or, language productionmore generally, but that was not evaluatedwith

this dataset.
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FIGURE 10

Distribution of variance explained by the variables tested for parcel BA45r, separately for (A) Level Specificity (Lexical vs. Segmental) and (B)

E�ect-type Specificity (Interference vs. Facilitation). “Shared” indicates the variance that is shared by the two variables of interest.

interference effects in one domain did not necessarily exhibit

strong interference effects in the other domain. Second, our

analysis of the neural data (Analysis 2) showed that, for both

domains, cognitive control was associated with damage primarily

in frontal areas, providing evidence for the role of executive

mechanisms in the two experimental tasks used. However, as

shown in Figure 11 (beige vs. green parcels), the spatial distribution

of the effects was very distinct, with no overlap between them.

Analysis 3A, statistically evaluating the overlap between the spatial

distribution of the cognitive control effects in the two domains,

showed that the distributions were not significantly correlated.

Furthermore, when we specifically considered the five parcels that

make up Broca’s Area (BA44 and 45), we found a completely

non-overlapping distribution of significant associations for the two

domains, as reported in Table 3. Within Broca’s Area, cognitive

control for written word production was concentrated in the

rostral part of BA45, while the control mechanisms associated with

the Simon task were distributed across BA44 and the anterior

portion of BA45. These findings complement previous results from

neurostimulation studies, showing that TMS stimulation of the

LIFG affected cognitive control processes in language tasks, but

not in non-language, perceptual tasks (Devlin et al., 2003; Whitney

et al., 2011).

While the bulk of the findings for both domains involved the

frontal lobe, some relationships between lesion percentage and

cognitive control were also found in non-overlapping areas outside

the frontal lobe (see Figure 9). For written word production we

found significant associations in the left superior temporal gyrus

and inferior parietal lobule, while for the visuo-spatial domain, we

found effects in the left parahippocampal gyrus.

Taken together, these findings provide strong evidence for

domain-specific cognitive control mechanisms, at least with respect

to written word production and visuo-spatial processing. The

convergence of the behavioral and neural findings increases

confidence in the conclusion of independent control mechanisms

across domains. However, further investigations with a broader

range of tasks and with data suitable for investigating both

hemispheres are still needed before ruling out that there may also

be domain-general cognitive control processes that contribute to

written word production and to develop a more comprehensive

understanding of these issues. This is especially necessary given

claims in the literature that domain-general cognitive control

mechanisms, like inhibitory control, are involved in word

production (Shao et al., 2013), as well as in other language

functions, like syntactic comprehension (January et al., 2009; Ye

and Zhou, 2009), and that these mechanisms are supported by

Broca’s Area (January et al., 2009; Ye and Zhou, 2009; Novick

et al., 2010) or the left dorsolateral prefrontal cortex more broadly

(Duncan and Owen, 2000; Duncan, 2010), as well as the left parietal

lobe (Nagel et al., 2008).

5.2 Question 2: level specificity of
cognitive control mechanism(s)

The second question concerned whether or not cognitive

control in written word production is supported by level-specific

or shared mechanism(s) at the two key levels of word production:

lexical and segmental. Analyses of the behavioral data (Analysis

1) revealed statistically significant correlations between cognitive

control effects across the two levels of processing. This would seem

to indicate that cognitive control mechanisms are shared between

levels of processing. However, alternative interpretations that do

not assume a shared mechanism can also explain the association

of effects in the behavioral data. For example, one alternative

hypothesis is that cognitive control at the two levels of processing

is, in fact, supported by distinct cognitive control mechanisms (i.e.,

the mechanisms are level-specific), but that these mechanisms are

supported by neurally adjacent regions that tend to be similarly
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FIGURE 11

Parcels in the frontal lobe that exhibited significant control e�ects across analyses. In beige: BA45r, where Lexical, Segmental, Interference and

Facilitation e�ects in written word production were each found to be associated with specific control mechanisms. In pink: BA11l, BA12/47l and

BA12/47o, where Interference and Facilitation e�ects in written word production were associated with a shared control mechanism. In green: BA45c,

BA44d, BA44v, and BA44op, where there was evidence of a control mechanism associated only with Interference on the Simon visuo-spatial

compatibility task.

affected by the neurological damage, but which can be selectively

damaged. The examination of the neural data could therefore be

useful in distinguishing between these two possible interpretations

of the observed association between the behavioral effects.

Analysis 2 provided evidence of both dissociations and

associations between the neural substrates of selection mechanisms

associated with the two levels of processing. Dissociations were

observed in the orbitofrontal cortex such that BA11 and 12/47 were

associated with Lexical control indices but not Segmental ones,

while BA13 showed the reverse pattern. Only BA45r showed an

association with control indices at both levels. Analysis 3B was

carried out to specifically evaluate if either cognitive control index

accounted for unique variance in the lesion distribution of BA45r.

The results of this analysis showed that most of the variance that

was explained by the combination of the Lexical and Segmental

behavioral cognitive control effects was decomposed into unique

associations of each of the two behavioral cognitive control effects

with variance in the integrity of BA45r, providing further evidence

for level-specificity.

It is worth noting that although Analysis 2 did not identify

any parcels other than BA45r in which the extent of damage was

associated with both Lexical and Segmental levels this is a null result

that could have resulted due to low statistical power. In other words,

it is possible that there might have been additional parcels in which

there were associations between percentage lesion and lexical and

segmental indices that we were unable to identify given our sample.

Overall, the results from our neural data analyses provide

evidence for distinct mechanisms of cognitive control at lexical and

segmental levels of processing in written word production. These

were associated with BA45r and also with parcels within the orbital

frontal cortex. These findings largely converge with those reported

for spoken word production where evidence from studies with

healthy individuals primarily supports the hypothesis of distinct

cognitive control mechanisms. For example, Schnur et al. (2009),

using the blocked cyclic naming paradigm to study spoken word

production, provided evidence that the activation in the LIFG is

associated with semantic interference, but not with phonological

interference. Evidence from comprehension studies also points to

a dissociation of cognitive control mechanisms for the two levels

of processing (Devlin et al., 2003; Badre et al., 2005; Gough et al.,

2005; Attout et al., 2022). In a TMS study, Gough et al. (2005)

showed that, compared to no stimulation, stimulation over the

anterior part of the LIFG selectively increased the response latencies

for synonym judgements, but not for homophone judgments. The

opposite pattern was observed when the posterior part of the

LIFG was stimulated. The same dissociation was also reported

in an fMRI study (Devlin et al., 2003), providing support for

functionally distinct subdivisions of the LIFG that separately

support a relationship with selection at semantic and phonological

levels of processing. These studies have shown that more anterior

regions of the LIFG support lexical level processing, and more

posterior regions support segmental level processing. In the current

investigation, however, we did not find clear support for this

anterior/posterior distinction. We found evidence for distinct

Lexical and Segmental control mechanisms within posterior BA45r.

Also, both lexical and segmental control were associated with

different parcels in anterior orbital frontal cortex (i.e., BA11,

BA12/47, and BA13).

Finally, two parcels outside of the frontal lobe exhibited

relationships with cognitive control in written word production.

Segmental control was associated with the anterior part of

the temporal gyrus (BA38). Associations of temporal regions

with cognitive control in word production have been previously

reported in the spoken modality (de Zubicaray et al., 2006; Noonan

et al., 2013), and have been explained as the result of the operation

of top-down processes originating from the prefrontal regions,

manipulating the activation levels of representations stored in the

temporal lobe (Miller, 2000). In addition, Lexical control effects
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were associated with damage to the inferior parietal lobe region,

specifically, the angular gyrus (BA39), an area that has been

previously implicated in semantic processing (Bonner et al., 2013;

Price et al., 2015), as well as in semantic control more specifically

(Noonan et al., 2013).

Finally, it is important to point out that, despite the strong

evidence of distinct mechanisms of cognitive control at the two

levels of processing in written word production, there can still

be cognitive control mechanism/s that is/are shared between

these two levels of processing. A shared mechanism would

interact with diverse types of representations, including lexical

and phonological ones. Even in the current set of findings we

identified a portion of the variance in the integrity of BA45r that

was shared between Lexical and Segmental behavioral cognitive

control effects (see Figure 10). Thus, further investigations are

needed to fully uncover the complex interplay between distinct and

shared mechanisms of cognitive control across levels of processing

in written word production.

5.3 Question 3: e�ect-type specificity of
cognitive control mechanism(s)

The third question considered if the cognitive control

mechanisms that support written word production are effect-type

specific. In other words, if the same and/or different mechanisms

give rise to the two types of behavioral effects observed in written

word production—facilitation and interference.

The specific implementation of the BCN task used in this

study, creates an environment in which multiple and/or prepotent

responses are “in competition”14 and in which both facilitation

and interference effects may be expected. Based on the various

proposals in the literature we can speculate on how control might

operate in this environment. Belke (2008, 2017) proposed that in

BCN a top-down biasing mechanism uses knowledge of the task

goals and the items involved (available after the 1st cycle) to send

activation to the anticipated targets. This would account for the

facilitation effects observed for the second cycle relative to the first.

However, spreading activation within the word production system

can be expected to especially increase activation among related

items, eventually, after multiple cycles, increasing the difficulty of

selecting the correct response for production. This conflict would

be detected by the conflict monitor (Botvinick et al., 2001; Nozari

et al., 2011; Nozari and Hepner, 2019b) which would act to resolve

the conflict and reduce interference by enlisting mechanisms that

would work to ensure selection of the target by boosting the target

and/or suppressing its competitors. For example, Oppenheim et al.

(2010) proposed a booster mechanism that repeatedly amplifies

each item’s activation until a winner can be selected among the

14 Whether there is direct competition between items such that that the

activity of one influences the others (e.g., via lateral inhibition mechanisms)

or if, instead, the competition arises by virtue of similar/overlapping activation

functions (e.g., as in a horse race) is amatter of debate in theword production

literature (see Oppenheim and Balatsou, 2019, for a review). We do not

believe that this distinction influences the conclusions of this study.

items that are already activated. This may or may not be the same

top-down biasing mechanism described just above (Belke, 2008,

2017) that operated prior to a signal from the conflict monitor.

Also note that, in the context of the BCN task (especially with

only two targets), facilitation of targets will soon begin to create

interference as the targets serve as competitors within the next trial

or two. In addition to the top-down biasing mechanism, selection

may be assisted by an inhibitory control mechanism that would

work to suppress activation of the competitors. Here again, in this

task, the competitors that are inhibited will, within a trial or two,

serve as the targets. As a result, in this specific task environment,

both faciliatory and inhibitory mechanisms may serve to produce

a net interference effect. In the course of their operation, the

mechanisms involved in cognitive control produce the observable

effects of facilitation and interference that we can use to draw

inferences about whether or not these effects arise from the same

or different mechanisms.

The high correlation of the behavioral interference and

facilitation effects in Analysis 1 provides evidence for the

hypothesis that shared cognitive control mechanisms give rise

to facilitation and interference effects. Also consistent with this,

Analysis 2 identified a cluster of orbital frontal parcels (BA12/47l,

BA12/47o, and BA11) associated with both Facilitation and

Interference (see pink parcels in Figure 11). Furthermore, the fact

these effects did not dissociate in Analysis 3B, and that a portion

of the variance in the integrity of BA45r was explained jointly by

Interference and Facilitation control indices, is also consistent with

the role of a commonmechanism giving rise to both facilitation and

interference. In contrast, however, Analysis 3B also found that, in

BA45r, interference and facilitation indices each explained unique

variance in lesion distribution. This latter finding constitutes

evidence that separate mechanisms are associated with facilitation

and interference effect. A further finding to consider is that

throughout these regions the relationship between lesion extent and

magnitude of facilitation and interference was negative, indicating

that more damage was similarly associated with less facilitation and

also less interference. In sum, the study finds evidence that the

interference and facilitation effects that we observe (a) may arise

both from shared and distinct mechanisms, and that (b) damage to

these mechanisms (at least for the experimental task used) results

in reduction of both facilitation and interference effects.

Given our relative lack of understanding of the functional

architecture of cognitive control in word production and the

complexity of the interactions amongst the mechanisms, it

is especially difficult to make predictions regarding behavioral

patterns and lesion-symptom mapping in an environment in

which one or more of these mechanisms may be damaged. This

necessarily challenges our ability to interpret the findings. Here,

we speculatively suggest one possible interpretation. In terms of

a shared mechanism, the same top-down biasing mechanism may

be responsible for sending additional activation into the system

early in the task (based on knowledge of task goals and items)

generating facilitation. It may also be triggered later in response

to detection of the conflict that is developing and increasing.

At that point, it sends additional activation to the target which,

in combination with spreading activation, actually leads to an

increase in the activity of competitors and, therefore, to an increase
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interference. In this way, a single mechanism may be responsible

for both facilitation and interference effects. With regard to the

evidence of different mechanisms, it may be that the shared biasing

mechanism is triggered at different points in time by different

monitoring mechanisms. Much like in the attentional system,

the early signal to engage the bias control mechanism might be

considered to be “exogenous” (based on determining probabilities

of upcoming words), while the later signal might be considered

to be “endogenous” to the word production system (based

on activation levels/competition). Different mechanisms may be

responsible for monitoring these two situations. Finally, there is

what could be considered to be the paradoxical finding that greater

damage to these mechanisms is associated with smaller facilitation

and interference effects. Damage to the biasing mechanism could

certainly explain the reduction in facilitation. Furthermore, if it

is the case that this mechanism (as described above) is eventually

responsible for increasing interference, then damage to it could

be associated with reduction in interference. This is a plausible

scenario but, most certainly, prediction and interpretation in these

complex systems will require further empirical work that will likely

also benefit greatly from computation modeling.

5.4 Cognitive control and Broca’s area

As discussed in the Introduction, there is a plethora of evidence

linking the LIFG, and Broca’s Area specifically, to cognitive control

across domains as well as to specific distinct functions/levels of

processing within the language domain. However, Broca’s Area is

a rather large region, with cyto-architectonically and anatomically

distinct subregions, and, referring to it as a single, homogeneous

entity can be misleading. When addressing questions regarding the

specificity of the cognitive control mechanisms supported by this

region, it is important to use data and analytic approaches that are

well-suited for these types of questions.Without directly comparing

cognitive control across different domains and functions/levels

of processing within the language system itself it is difficult to

draw strong conclusions about the specificity of the mechanism/s

that are supported by this region. Nonetheless, even in cases that

follow this approach, the results have varied. Some studies have

provided evidence that Broca’s Area supports a general cognitive

control mechanism (e.g., January et al., 2009; Ye and Zhou, 2009;

Fedorenko et al., 2012), while other studies have provided evidence

that it supports specific cognitive control mechanisms (e.g., Devlin

et al., 2003; Badre et al., 2005; Gough et al., 2005; Whitney

et al., 2011; Attout et al., 2022). This underscores that further

investigation deploying a range of analytic approaches will be

required to provide the evidence needed to clarify and reconcile

these findings.

To examine the internal organization of Broca’s Area, we used

an atlas that separates BA44/45 in five different parcels. On that

basis we identified a subregion of Broca’s Area -BA45r- for which

we identified unique relationships between the distribution of

damage and behavioral indices of cognitive control at different

levels of written word production, and we found that there was

no relationship between the distribution of damage to this area

and the cognitive control involved in visuo-spatial processing.

Cognitive control in visuo-spatial processing was found, instead,

to be associated with other subregions of Broca’s Area. This

complementary pattern of relationships between the Broca’s Area

parcels and the control indices in the two cognitive domains

under investigation is in line with the rest of the findings we

reported in this study, which support domain-specific cognitive

control mechanisms. Given that previous investigations on spoken

word production have shown cognitive control (e.g., semantic

interference effects) associations throughout Broca’s Area, future

studies need to explore the extent to which this complementary

pattern of relationships we report here is specific to the written

modality and/or whether certain methodological parameters (e.g.,

the fact that we have subdivided BA44/45 into five parcels) have

contributed to it. These findings highlight the need to deploy

methods and analytic approaches that are specifically well-suited

for evaluating the types of complex questions that need to be

addressed in order to further our understanding of the role

of Broca’s Area in cognitive control and language processing

more generally.

5.5 Limitations

The results of our investigation showed that distinct cognitive

control mechanisms support written word production and visuo-

spatial processing. While this evidence supports the domain-

specific hypothesis, further investigations using tasks that involve

other cognitive domains are still needed to determine the full extent

of the domain-specificity of the cognitive control mechanisms that

contribute to written word production. Also, it will be important for

future work to examine the relationship between cognitive control

mechanisms used in written and spoken word production to

understand whether these mechanisms are shared or independent

across these two modalities of word production. Finally, due to the

relatively small sample, we were limited to an ROI-based analysis of

the neural data. This analysis might have been too coarse-grained

to allow us to observe certain relationships between behavioral

effects and neural integrity. Therefore, it would be useful for future

studies with greater analytic power to examine these relationships

in greater spatial detail.

A broader concern is that the interpretation of lesion-deficit

associations individuals with brain damage can be challenging

given that what we observe is the end-result of complex

neuroplastic changes that occur subsequent to brain damage

(Shallice, 1988). The possibility of these changes raises questions

regarding the extent to which conclusions reached reflect the

organization of the undamaged system. While research has

consistently shown striking convergence of conclusions based on

data from brain-damaged and neurologically healthy individuals,

it is not a guaranteed outcome. For example, it is possible

that damage to areas that under normal circumstances support

a given control mechanism forces these individuals to use

alternative, compensatory mechanisms that may otherwise not

normally be used in an intact system. Thus, it could be that

the damaged areas we found to be associated with cognitive

control in the current study were recruited only because the areas

that normally instantiate these functions were too damaged to
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show significant relationships with behavior. To address concerns

such as these, neuroimaging studies with healthy individuals are

needed to determine if there is convergence of findings across

these populations.

6 Conclusions

This is the first investigation of the neural mechanisms that

support cognitive control in written word production. The results

strongly support the hypothesis of domain-specific mechanisms for

cognitive control in written word production, relative to control

mechanisms used for visuo-spatial processing more generally.

With respect to the level-specificity of control mechanisms within

the written word production system, we provided evidence of

both shared and distinct mechanisms for Lexical and Segmental

control. In line with previous studies in other domains, cognitive

control mechanisms were shown to be primarily instantiated in

left prefrontal regions with our results particularly highlighting

the role of Broca’s Area, specifically BA45, in cognitive control in

written word production. Our experimental manipulations were

able to isolate the contribution of this region to cognitive control

independently of the representations of the word forms themselves,

and our statistical analyses allowed us to identify evidence of unique

associations with levels of written word production (lexical and

segmental) as well as types of effects (interference and facilitation).

These results emphasize the intricate neural instantiation of

functions within Broca’s Area, as well as its contribution to a wide

range of language processing mechanisms.
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