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Implicit causality and
consequentiality of action verbs

Torgrim Solstad* and Oliver Bott

Fakultät für Linguistik und Literaturwissenschaft, Universität Bielefeld, Bielefeld, Germany

Investigating Implicit Causality (I-Caus) and Implicit Consequentiality (I-Cons)

biases associated with action verbs (e.g., Peter praised/healed Mary because/and

so …), this paper sheds light on the nature of the coreference and coherence

biases associated with Implicit Causality verbs. We provide evidence in support of

the Two-Mechanism Account, according to which I-Caus and I-Cons are driven

by two di�erent mechanisms: While I-Caus derives from empty explanatory slots

for explanations in verb semantics, I-Cons follows from the general discourse

principle of Discourse Contiguity. Evidence is provided by three production

experiments in German investigating the coreference and coherence properties

of agent-evocator and causative agent-patient verbs (e.g., praise vs. heal), which

di�er with regard to the availability of explanatory slots for I-Caus. Experiment 1

established I-Caus and I-Cons coreference biases for the two verb classes, while

Experiment 2 investigated their corresponding coherence biases, showing that

they pattern as predicted on the Two-Mechanism Account. Finally, Experiment

3 provided empirical evidence on the fine-grained types of causal relations

associated with I-Caus and I-Cons for the two verb types.

KEYWORDS

implicit causality, implicit consequentiality, coreference, coherence, language

production, verb semantics, discourse structure, action verbs

1. Introduction

Causal relations like explanations or consequences play a constitutive role in the

structuring of discourse. On the one hand, they have been argued to play a central role

in the creation of mental representations of discourse that are retrievable from short- and

long-term memory (Trabasso and van den Broek, 1985; Zwaan and Radvansky, 1998).

Furthermore, identifying causal (and other) relations in texts has been argued to be an

integral part of establishing discourse coherence also at the level of coreference (Hobbs, 1979;

Kehler, 2002).

While much research on the linguistic properties of coherent discourse has focused on

connectives such as because or and so, this paper discusses the possible role of verbs in the

establishment of discourse coherence (Kehler et al. 2008, see also Das and Taboada 2018).

More specifically, we investigate in which respect Implicit Causality verbs contribute to

coherence at the level of discourse relations and coreference.

Implicit Causality verbs have figured prominently in psycholinguistic research on

discourse expectations since the early 1970s (cf. e.g. Garvey and Caramazza, 1974; Brown

and Fish, 1983; Au, 1986; Rudolph and Försterling, 1997; Hartshorne et al., 2015; Solstad

and Bott, 2022). In general, Implicit Causality verbs can be used to describe interpersonal

relations between two humans, as in (1). Most prominently, these verbs have been

investigated with regard to coreference preferences in explanation and consequence relations

in subsequent discourse. For instance, annoy as a member of the stimulus-experiencer

subclass of Implicit Causality verbs has been found to typically trigger subject/stimulus

continuations for Implicit Causality (after because) and object/experiencer continuations
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for Implicit Consequentiality (after and so) in sentence completion

tasks. For praise from the agent-evocator subclass, both biases have

been found to be oriented towards the object/evocator argument:

(1) a. Peter annoyed Mary because . . . he was making a

lot of noise.

b. Peter annoyed Mary and so . . . she decided to

leave the room.

c. Peter praised Mary because . . . she had done a

good job.

d. Peter praisedMary and so . . . she was very proud.

Intriguingly, subsequent research has shown that Implicit

Causality verbs are also associated with a coherence bias (Kehler

et al., 2008; Kehler and Rohde, 2019; Bott and Solstad, 2021;

Solstad and Bott, 2022): When a full stop is inserted instead of the

connectives in (1), participants predominately provide explanations

over other types of discourse relations. Consequently, Implicit

Causality verbs can be taken to be cues of both coherence as well

as coreference relations.

Based on the coreference patterns in (1), previous theoretical

approaches have attempted to explain both biases in terms of

argument structure (see, in particular Crinean and Garnham,

2006; Hartshorne et al., 2015). Investigating action verbs of

agent-evocator and agent-patient type, this paper provides

further experimental evidence for an alternative theory, the

Two-Mechanism Account (Solstad and Bott, 2022), according

to which Implicit Causality (henceforth, I-Caus) and Implicit

Consequentiality (henceforth, I Cons) biases are governed by

different mechanisms.1 The I-Caus coreference bias and the

overall coherence bias towards explanations are accounted for

in terms of Empty Slots in verb semantics triggering particular

types of explanations. Contrary to this, the I-Cons coreference

bias is taken to be based in the Contiguity Principle, a general

discourse-structural mechanism, according to which discourse

should continue from the last temporally available state (Kehler,

2002). Thus, both verb semantic and discourse-structural principles

play a role in the coreference and coherence biases associated with

Implicit Causality verbs. The upshot for the interaction between

verb semantics and connectives in establishing discourse coherence

is that not all phenomena that look the same—in particular,

coreference biases for explanations and consequences—have the

same foundations.

1.1. Implicit causality and consequentiality:
o	ine and online processing

For explanations (e.g., after because), Implicit Causality verbs

induce an I-Caus coreference bias to one of their arguments (with

varying preferences for other discourse relations, cf. e.g. Ehrlich,

1980). The agent-evocator verb praise displays a strong I-Caus bias

1 The term “Implicit Causality verb” is used as a general cover term for all

verbs displaying an Implicit Causality and/or Consequentiality bias. I-Caus

and I-Cons are used as abbreviations to refer to those particular biases,

respectively.

towards the object (1c), while other verbs, like the psychological

verb annoy display an I-Caus subject bias (1a). This has been

shown for a number of production and comprehension tasks

for several languages (Garvey and Caramazza, 1974; Brown and

Fish, 1983; Au, 1986; Rudolph and Försterling, 1997; Goikoetxea

et al., 2008; Ferstl et al., 2011; Hartshorne et al., 2013, 2015;

Bott and Solstad, 2014; Garnham et al., 2020b; Solstad and

Bott, 2022). Explanations aligned with the coreference bias as in

(1c) are characterized as bias-congruent, whereas continuations

in violation of it, like, for instance, a continuation about the

subject of praise, are commonly referred to as bias-incongruent, cf.

(2).

(2) Peter praised Mary because he felt she really deserved it.

I-Caus coreference biases have been discussed for four major

verb classes: Psychological stimulus-experiencer and experiencer

stimulus-verbs like annoy and admire are subject- and object-

biased, respectively, while agent-evocator verbs like praise are

predominantly object-biased. The fourth class, including agent-

patient verbs like telephone, betray or fool, displays an overall

balanced bias, with individual verb biases ranging between

pronounced subject- and object-biases.

Implicit Causality verbs have been investigated for one further

coreference bias, Implicit Consequentiality. I-Cons is found with

result/consequence discourse relations as marked by and so, or

similar (Au, 1986; Stewart et al., 1998; Crinean and Garnham, 2006;

Commandeur, 2010; Hartshorne et al., 2015; Garnham et al., 2020b;

Solstad and Bott, 2022). As illustrated in (1b) and (1d), both annoy

and praise display an I-Cons object bias.

Verb class-internal I-Cons biases are also highly consistent.

For experiencer-stimulus verbs (admire) and stimulus-experiencer

verbs (annoy), I-Cons biases are reversed as compared to I-Caus,

compare (1a) and (1b). Agent-evocator verbs like praise, on the

contrary, display comparably strong object biases for both I-Caus

and I-Cons, as shown in (1c) and (1d). Finally, agent-patient verbs

display an object I-Cons bias (Garnham et al., 2020b), as opposed

to their overall balanced I-Caus bias.

The coherence bias associated with Implicit Causality verbs,

that is, the preference for providing explanations after a full stop

as in “Peter praised Mary.” has been less extensively studied. The

few existing studies have shown that verbs with a pronounced

coreference bias also tend to display a strong coherence bias

towards explanations (Kehler et al., 2008; Bott and Solstad, 2014,

2021; Solstad and Bott, 2022). Interestingly, as first shown by

Kehler et al. (2008), explanations after a full stop display the same

coreference bias as explicitly elicited explanations after because (a

result that was replicated in Bott and Solstad, 2014; Solstad and

Bott, 2022). Consequently, a theory of I-Caus should account for

why and how these two features would be interrelated.

It is important to note that I-Cons biases are strongly related

to the presence of an explicit connective like and so. After

all, continuations after a full stop overwhelmingly constitute

explanations (Kehler et al., 2008). Thus, although both explanatory

and consequential connectives are associated with a coreference

bias, I-Caus and I-Cons cannot be claimed to be parallel with regard

to both coreference and coherence. Based on this observation,

Solstad and Bott (2022) argued that two different mechanisms are
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needed to derive I-Caus and I-Cons biases, a point to which we will

return below.

Supporting the assumption that I-Caus involves (discourse)

expectations, several online comprehension studies have revealed

early effects right at the pronoun. These effects, often referred

to as focusing effects in research on Implicit Causality, have been

found for self-paced reading and eye-tracking during reading

(Koornneef and van Berkum, 2006; Featherstone and Sturt, 2010;

Koornneef et al., 2016), ERPs (van Berkum et al., 2007), probe

tasks (Greene and McKoon, 1995; McDonald and MacWhinney,

1995), and eye-tracking in the visual world paradigm (Pykkönen

and Järvikivi, 2010; Cozijn et al., 2011; van den Hoven and Ferstl,

2018b; Garnham et al., 2020a). Evidence is not clear-cut, though, as

other studies have failed to find early effects and argued for (late)

integration (e.g., Garnham et al., 1996; Stewart et al., 2000). Also,

as stated by Garnham et al. (2020a), a number of the paradigms

and designs applied in the studies advocating for focusing effects

are not ideally suited to identify predictive processing (for a general

discussion, cf. e.g. Pickering and Gambi, 2018).

So far, only two studies have been published on the online

processing of I-Cons. In the visual-world paradigm, Garnham

et al. (2020a) found evidence for the early influence of both I-

Caus and I-Cons. No statistically reliable difference was found

for the relative time course of the two coreference biases. Kim

and Chun (2022) conducted a self-paced reading study on I-Cons

in Korean, manipulating coreference and topichood. However, in

their experiment only I-Cons object bias verbs were investigated,

making it hard to relate their results to those of Garnham et al.

(2020a).

Finally, a small number of online studies have investigated

the processing consequences of the coherence bias. Rohde and

Horton (2014) used an implicit learning paradigm to show that

I-Caus stimuli trigger the expectation of an explanation relation.

Furthermore, an eye-tracking during reading study by Hoek et al.

(2021a) investigated processing effects at connectives marking

cause and consequence relations. Their results revealed an I-

Caus coherence bias effect on the reading times of a connective

preceding the pronoun depending on whether the explanation

was “pre-empted” in the matrix clause by means of a relative

clause (Diane fired the guy who was embezzling money) or not

(Diane fired the guy who was here last month). Based on this

existing work, it is thus plausible to assume that the explanatory

coherence bias also constitutes an expectation phenomenon—

and that it may even be the driving force underlying the next-

mention coreference bias (Bott and Solstad, 2014; Solstad and Bott,

2022).

1.2. Theoretical accounts of I-Caus and
I-Cons

The theoretical implications of the above findings are still under

debate. Previous research can be divided into two broad classes.

World-knowledge accounts assume coreference biases to derive

primarily from event knowledge schemata or social and affective

properties of the events in question (Corrigan, 2001; Pickering

and Majid, 2007; van den Hoven and Ferstl, 2018a; Kuehnast and

Meier, 2019). In contrast, verb-semantic approaches explain the bias

patterns by applying to argument structure (Crinean and Garnham,

2006) or verb-semantic decomposition (Bott and Solstad, 2014,

2021; Hartshorne et al., 2015; Solstad and Bott, 2022).

Among verb-semantic approaches, there is less agreement

as to what properties of the verb should be made responsible

for coreference (and coherence) biases and how I-Caus and

I-Cons can be related. Most verb-based approaches can be

characterized as One-Mechanism Accounts: They have taken

I-Caus and I-Cons to follow from the same principles (cf.

e.g., Crinean and Garnham, 2006; Hartshorne et al., 2015). In

general, these approaches make reference to the counterfactual

nature of causal relations: There is no effect without a cause

and if the verb is causal, we may focus on either the cause

(I-Caus) or the effect (I-Cons) part of that relation. This

seems to neatly account for the mirrored I-Caus and I-Cons

biases of stimulus-experiencer and experiencer-stimulus verbs,

where explanations refer to the causing stimulus argument

and consequences are associated with the affected experiencer

argument. However, this account runs into problems with agent-

evocator verbs, which display an object bias for both I-Caus

and I-Cons, and causative agent-patient verbs like kill, which

mostly display a perfectly balanced I-Caus bias. Solstad and Bott

(2022) have recently argued against One-Mechanism Accounts.

Instead, they proposed that the two bias types are triggered by two

different mechanisms.

1.3. A two-mechanism account of I-Caus
and I-Cons

To account for I-Caus, Solstad and Bott (2022) proposed a

mechanism based on fine-grained verb-semantic representations.

Characterized as the Empty Slot Theory, this mechanism provides

an integrated account of the coreference and coherence phenomena

observed thus far (Solstad and Bott, 2013, 2022; Bott and Solstad,

2014, 2021). For I-Cons, a general discourse coherence principle,

called the Contiguity Principle (Kehler, 2002), is assumed to drive

coreference preferences.

The Empty Slot Theory assumes that I-Caus coreference as well

as coherence biases are evoked by explanatory slots, or semantically

underspecified entities associated with the biased arguments. For

instance, the evocator object of Peter praised Mary is assumed to

come with a presupposition as to a preceding eventuality involving

Mary (for instance, Mary may have done an excellent job, see

Au, 1986; Bott and Solstad, 2014, 2021, 2022; Solstad and Bott,

2023). This presupposition constitutes an external reason for Peter’s

action, that is, a reason external to his attitudinal state: If Peter

praises Mary, the occasion on which he praises her also constitutes

his external reason for praising her.

The biases are assumed to come about because we preferably

avoid leaving it to interlocutors to accommodate underspecified

content (e.g., Altmann and Steedman, 1988). Thus, the coherence

and coreference biases for I-Caus can be considered to be grounded

in a two-pronged strategy. First, the empty slot will trigger an

explanation because it evokes a why question (an implicit Question

Under Discussion, cf. Klein and von Stutterheim, 1987; Roberts,

1996/2012; Onea, 2016). Second, this explanation is biased towards
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the argument associated with the slot. Thus, when participants

provide an explanation about the biased evocator argument Mary

in Peter praised Mary because . . . , they follow a strategy of filling

the slot that is given by praise. Since this slot is causally related to

the main eventuality—the agent’s reason for praising the evocator

is a presupposed state-of-affairs (e.g., Mary’s excellent job), which

causes the agent’s intention to act (cf. Solstad, 2010), continuations

tend to constitute an explanation even in the absence of a causal

connective such as because.

Notably, agent-patient verbs are assumed to differ from agent-

evocator (and also psychological verbs): They are not taken

to involve any comparable underspecified entity that could be

specified in a subsequent explanation. Take the causative agent-

patient verb poison, which we do not assume to be presuppositional

(contrary to praise). There may be an occasion for the act of

poisoning, but it is not “hard-wired” into the semantics of the verb

as it is for praise (see, in particular, Bott and Solstad, 2014, 2021).

Importantly, although the I-Caus bias is derived from an

expectation for an explanation, it is not dependent on causality in

the verb itself. If causality would be the decisive factor, causative

verbs like poison should display a subject bias, since the subject

is the agent causing a change of state in the patient. Quite to

the contrary, there are a number of causative agent-patient verbs

like poison or kill that do not display a clear coreference bias

(Ferstl et al., 2011) and also have no strong coherence bias towards

explanations (Bott and Solstad, 2014, 2021).

While the Empty Slot Theory claims that verb semantics is the

major determinant of I-Caus, it does not exclude the influence

of world knowledge (cf. e.g., Semin and Fiedler, 1988; Corrigan,

2001; van den Hoven and Ferstl, 2018b) or of other linguistic

factors (such as passive voice; Au, 1986). Also, since biases are

non-deterministic and even vary within classes, other factors than

semantic underspecification must be assumed to be of relevance,

possible candidates being the valence or arousal involved in an

event (cf. e.g., Corrigan, 2001; Kuehnast and Meier, 2019).

Although the Empty Slot Theory has much in common with

the proposals put forward by, for instance, Crinean and Garnham

(2006), Hartshorne et al. (2013), and Hartshorne et al. (2015),

one important difference is that the more fine-grained semantic

analysis allows for a detailed semantic-pragmatic analysis of the

particular explanation and consequence relations that can be found

for Implicit Causality (Bott and Solstad, 2014, 2021; Solstad and

Bott, 2022, Exp. 4).

What really sets the Two-MechanismAccount apart from those

other approaches, however, is that it assumes a wholly different

mechanism for I-Cons. I-Cons does not rely on the presence of

a slot provided by verb semantics, according to Solstad and Bott

(2022). Instead, they argue that I-Cons follows from what they

call the Contiguity Principle, whereby a continuation from the end

point of the previous eventuality is provided (following general

assumptions in Kehler, 2002). The duality of the Empty Slot Theory

and the Contiguity Principle can be illustrated for praise. As stated

above, we take the presupposition of praise to constitute a slot

that can be filled by an explanation. However, since praise is

not causative, there is no causal end-state “slot” which could be

targeted by an and so clause. Instead and so can only introduce a

new eventuality subsequent to the one introduced by the Implicit

Causality verb in the prompt. Even causative agent-patient verbs

like poison or kill, which do involve an end-state, do not (in cases

that we are familiar with) provide a suitable end-state slot that

can be filled by an and so clause. Thus, for kill, the end-state is

already specified (as the patient being not alive) and does not

offer itself for further elaboration. We see it as further evidence of

this approach that the I-Cons coreference bias can only be found

in the presence of an explicit connective like (and) so and that

explanations are clearly dominant as continuations after full stop

prompts for strongly biased verb classes (see above), but not for

“non-biased” verbs (Kehler et al., 2008; Bott and Solstad, 2014).

Solstad and Bott (2022) provided evidence for the Two-

Mechanism Account by investigating psychological Implicit

Causality verbs of stimulus-experiencer and experiencer-stimulus

type. In an offline discourse production study, Solstad and Bott

(2022) looked beyond coreference and coherence, annotating some

rather subtle subcategories among explanations and consequences.

In previous research, the mirror biases for I-Caus and I-Cons for

these verb classes has been taken as evidence for One-Mechanism

Accounts. Solstad and Bott (2022) showed that although the

coreference biases mirror each other, with I-Caus biases towards

the stimulus argument and I-Cons biases towards the experiencer

for both verb classes, there is a strong asymmetry with regard to

coherence bias. Thus, in their Experiment 2 Solstad and Bott (2022)

found these verbs to trigger three times as many explanations as

consequences after a full stop. Crucially, Experiment 4 in that

study provided evidence that the explanations and consequences

for bias-congruent and bias-incongruent continuations follow

distinct patterns, with only the bias-congruent explanations filling

a slot in the predicate. Contrary to this, almost all consequences

introduced eventualities subsequent to that introduced by the

Implicit Causality verb in the prompt, as predicted by the

Contiguity Principle.

However, the empirical coverage of their study crucially lacked

a comparison of these psychological verbs with action verbs also

commonly investigated in I-Caus and I-Cons research (Brown

and Fish, 1983; Au, 1986; Rudolph and Försterling, 1997; Crinean

and Garnham, 2006; Ferstl et al., 2011; Hartshorne and Snedeker,

2013; Bott and Solstad, 2014; Hartshorne et al., 2015; Garnham

et al., 2020b). It also lacked a comparison between verbs with a

clear I-Caus bias such as agent-evocator verbs and other action

verbs that lack a clear bias like (causative) agent-patient verbs

(Bott and Solstad, 2014, 2021). After all, an alternative, perhaps

even more simple, explanation of the asymmetry in coherence

biases between I-Caus and I-Cons could be stated in terms of

the Causality by Default Hypothesis by Sanders (2005) (see also

Kuperberg et al., 2011, for evidence from ERPs), according to which

explanations constitute default coherence relations.2 The present

2 As one reviewer points out, there is a superficial similarity to the

copredication account of Murphy (2021). For cases like The school had

unruly students and lots of gra�ti, Murphy (2021, p. 19) argues that the

dual interpretation of school as an abstract institution or a concrete building

is facilitated by the causal relation between unruly students (cause) and

gra�ti (consequence). However, the Empty Slot Theory does not presume

a particular semantic relation between the Implicit Causality verb and the
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paper addresses this issue, presenting the results of production

experiments closely parallel to those in Solstad and Bott (2022), in

which we compare verbs with a semantic slot that is assumed to

trigger explanations (agent-evocator verbs) to action verbs with no

such slot (causative agent-patient verbs).

1.4. The present investigation: the
importance of slots and contiguity

The present paper elaborates on the Two-Mechanism Account

by investigating the influence of the presence or absence of slots for

two types of action verbs: on the one hand, agent-evocator verbs,

which carry a presuppositional slot associated with the evocator

argument, and which is assumed to trigger explanations about this

argument. On the other hand, we also included causative agent-

patient verbs that are slot-less in the sense of the Empty Slot

Theory. The latter verbs were chosen to be able to additionally

investigate the assumption in previous research that verb causality

is an important determinant of I-Caus and I-Cons coreference

biases (Hartshorne and Snedeker, 2013; Hartshorne et al., 2015).

Consequently, the present paper complements the investigation in

Solstad and Bott (2022) in terms of its empirical coverage.

The Two-Mechanism Account makes a number of predictions

for agent-evocator and agent-patient verbs. These predictions

pertain to both coreference and coherence biases. For this reason,

our experiments will investigate not only coreference biases (Exp.

1), but also the distribution of coherence relations (Exp. 2) and

a fine-grained typology of causal relations (for explanations and

consequences; Exp. 3).

First, the Empty Slot Theory predicts that agent-evocator verbs,

which carry a slot for explanatory content associated with the

object, should display a strong I-Caus object bias. On the contrary,

agent-patient verbs involve no such slot, and should thus display a

(more) balanced bias. Given that neither verb class involves a slot

for consequences, and since the end point of the event introduced

by these verbs is associated with their object argument, we predict

from the Contiguity Principle a strong I-Cons object bias for both

verb classes.

As to discourse relations, we can derive the prediction that

the respective presence and absence of an explanatory slot in the

two verb classes should lead to a difference in the distribution

of explanations and consequences. Whereas agent-evocator verbs

should trigger explanations as predicted by the Empty Slot

Theory, agent-patient verbs should, following the Contiguity

Principle, trigger more consequences than agent-evocator verbs,

and, possibly, more consequences than explanations.3

predicate occurring in the because clause to be necessary for a causal

relation to be established. Quite to the contrary: Although there are obviously

typical and less typical ways of explaining a state-of-a�airs, the point is that

the Implicit Causality verb itself lexically triggers any subsequent sentence to

be preferably interpreted as a cause/an explanation (see also the discussion

in Asher and Lascarides, 2003, p. 251–252).

3 Solstad and Bott (2022) reported onemore experiment (their Exp. 3) using

a forced-reference paradigm for full stop continuations. This experiment is

not paralleled in the current paper because I-Caus and I-Cons coreference

With regard to causal discourse relations, we predict

explanations and consequences to display distinct patterns, and

more interestingly, agent-evocator and agent-patient verbs to

differ in their distribution of explanation types, deriving from

the respective presence and absence of an explanatory slot, which

triggers particular types of explanations in agent-evocator verbs.

At the same time, no difference is predicted in the types of

consequences for the two verb classes, since these are driven by

factors more independent of verb class.

2. Experiment 1: coreference biases

Experiment 1 established I-Caus and I-Cons coreference biases

for the verb classes under investigation. While the selected agent-

evocator predicates involve an empty slot for explanatory content

associated with their object argument, the agent-patient verbs were

not assumed to include any such slot. On the other hand, the

selected agent-patient verbs were diagnosed to be causative in

nature, involving a telic change of state and thus a salient end

state. This allowed us to test whether verb causality can predict the

coreference bias as suggested by Hartshorne and Snedeker (2013),

Hartshorne et al. (2015), or whether biases does not follow from

verb causality alone, as proposed in Bott and Solstad (2014, 2021).

2.1. Design

The sentence continuation experiment employed a 2 × 2(×2)

within-participants and within-items design manipulating the

factors VERB TYPE (German agent-evocator vs. agent-patient verbs),

CONNECTIVE (weil ‘because’ vs. sodass ‘and so’ prompts), and

GENDER ORDER (NP1fem.–NP2masc. vs. NP1masc.–NP2fem.). The

latter factor was included in the design as a counterbalancing factor.

The dependent variable was subject vs. object coreference of the

first referring expression in the elicited sentence continuations.

2.2. Methods

2.2.1. Selection of verbs
We selected 20 German agent-evocator verbs which were either

known to be associated with a strong I-Caus object bias from Bott

and Solstad (2014, 2021) or close synonyms to those verbs. To us,

as stated above, the defining criterion for agent-evocator verbs is

whether they presuppose that there was an occasion that could

constitute an external reason for the agents action (see also Au,

1986). As a diagnostic for the presence of such a presupposition, we

used the classical negation test (see, e.g., Levinson, 1983), according

to which we still infer that the presupposed content holds if a

sentence is embedded under sentential negation. Thus, for loben

‘praise’, we would infer for both (3a) and it’s negated counterpart

(3b) that there was an occasion, upon which one could praise the

evocatorMary:

biases are not orthogonal for the verb types investigated here. This was,

however, a central design feature in Solstad and Bott (2022).
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(3) a. Peter praised Mary.

b. It is not the case that Peter praised Mary.

Furthermore, we selected 20 causative agent-patient verbs such as

poison. The defining criterion for prototypical causative verbs is

that the agent argument brings about a change of state in a patient.

As our starting point, we included verbs from Levin (1993) classes

involving a change of state like vergiften ‘poison’ and töten ‘kill’

(Class 42) or heilen ‘heal’ (Class 45). However, since many of the

classical verbs of change of state did not seem suitable in non-

metaphorical interpersonal relations (e.g., break or destroy), we

included a number of verbs describing (i) caused change of position

(e.g., verjagen ‘chase away’, vertreiben ‘drive off’, wegschubsen ‘push

away’) or (ii) deprivation of possession (berauben ‘rob’, Levin Class

10.6). Importantly, these verbs should not carry a presupposition

with regard to an occasion for the agent’s action, which we again

diagnosed using the negation test in (3): Whatever one may believe

of there being an occasion for Mary poisoned Peter, the sentence It

is not the case thatMary poisoned Peter does not seem to presuppose

that there was such an occasion.

2.2.2. Participants
A total of 56 native German speakers (28 female, 28 male;

mean age 24.6 years, range 18–35 years) reporting to be students

were recruited via Prolific (www.prolific.co) and gave their

informed consent to participate in the experiment for monetary

compensation of £6. Participants were randomly assigned to eight

lists with 7 participants in each list.

2.2.3. Materials
A total of 20 items were constructed according to a “name verb-

ed name, connective” scheme following the above design, pairing

one out of 20 German agent-evocator verbs with one of 20 agent-

patient verbs (see the Open Science Framework archive at https://

osf.io/gvbt3/) in combination with 20 unambiguously female and

20 unambiguously male German first names.

A Latin Square design was used to distribute the experimental

items in eight prompt conditions on four lists. This was done in

such a way that each item appeared twice in each list, once with an

agent-evocator verb and one of the connectives and a second time

with the respective agent-patient verb and the other connective,

yielding a total of 40 experimental trials in each list. A sample item

for the agent-evocator verb congratulate and the agent-patient verb

poison, including the list distribution, is shown in (4):

(4) a. Margarethe congratulated Paul because . . . (list 1)

b. Paul congratulated Margarethe because . . . (list 2)

c. Margarethe poisoned Paul because . . . (list 3)

d. Paul poisoned Margarethe because . . . (list 4)

e. Margarethe congratulated Paul and so . . . (list 4)

f. Paul congratulated Margarethe and so . . . (list 3)

g. Margarethe poisoned Paul and so . . . (list 2)

h. Paul poisoned Margarethe and so . . . (list 1)

In addition, there were 80 filler trials, 40 of which were

trials from Experiment 2 with full stop continuations (“Name1

verb-ed Name2.”) and 40 of which employed stimulus-experiencer

and experiencer-stimulus psych verbs in “connective plus

pronoun” prompts (“Name1 verb-ed Name2 because/and so

he/she . . . ”), comparable to those in Experiment 3. Overall,

participants received as many explanation prompts as they

received consequence prompts.

2.2.4. Procedure
The experiment was conducted via the internet employing

the free OnExp software (version 1.3.1, see http://onexp.

textstrukturen.uni-goettingen.de/). After reading written

instructions, participants proceeded to a short practice of

three trials, upon which they received the experiment with 120

individually randomized trials in a single block. In each trial, a

text field with the prompt appeared in the top of the browser

with a sentence fragment ending in “. . . ” and participants were

asked to type the first continuation that came to their mind. There

was no time limit for providing an answer. Only participants

that completed the experiment were included in the analysis. On

average, an experimental session took about 30 minutes.

2.2.5. Data annotation
The resulting data set of 2,240 continuations was annotated

according to the following categories. First of all, it was coded

whether the continuation was complete and sensible, excluding 68

cases (=3.0%) from the further analysis. It was then coded whether

the continuation contained at least one anaphoric expression

coreferent with NP1 (the linearly first name in the prompt) or NP2

(correspondingly, the second name), excluding another 125 cases

(=5.6%). Since German allows both subject-verb-object (SVO)

and object-verb-subject (OVS) interpretation of the prompts, it

was subsequently coded whether the continuation corresponded

to an SVO reading of the sentence prompt. Only SVO cases

were included in the analysis, excluding 15 (=0.7%) OVS cases.

Consequently, a total of 2,032 continuations were included in

the annotation, in which the coreference of the first anaphoric

expression with the subject or object in the prompt was recorded.

The annotations were performed by two trained student assistants.

Inter-annotator reliability for a subset of 200 continuations was

found to be high enough (Cohen’s κ for the biases was 0.86).

In the course of the annotation of the data from Experiment

3, it became clear that the connective sodass, which is ambiguous

between a consequential interpretation (corresponding to “and so”)

and a purpose reading (“in order to”), was interpreted quite often

as signaling purpose relations with the agentive verbs in this study.

Since the purpose relation constitutes an explanation, rather than

a consequence, the sodass ‘and so’ data from Experiment 1 were

annotated post hoc by the first author and a student assistant for

instances of purpose relations (a test replacing sodass by damit ‘in

order to’ was used). All cases were resolved in agreement. As a

consequence of this annotation, another 107 cases (=4.8%) were

excluded from the the statistical analysis.

2.2.6. Statistical analysis
All remaining 1,925 continuations were statistically

analyzed by fitting logistic mixed-effects regression models
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with the afex and lme4 packages (Bates et al., 2015;

Singmann et al., 2021) in R (version 4.2.2). The dependent

variable was verb bias, that is, subject (coded as 1) vs.

object reference (coded as 0). All predictors were centered.

Due to failed convergence of more complex models

computed including random slopes, the models reported

throughout the paper only include random intercepts for

participants and items. The significance of fixed effects

was determined via model comparisons (model with vs.

without the effect in question) by performing likelihood

ratio tests.

A total of 95% confidence intervals of the condition means

both for I-Caus as well as I-Cons biases of individual verbs

were estimated applying non-parametric bootstrapping (Efron

and Tibshirani, 1986) with the bootstrapping function from R’s

bootstrap package. All analyses and data are publicly available at

the following Open Science Framework repository: https://osf.io/

gvbt3/.

FIGURE 1

I-Caus and I-Cons biases of the verbs in the study plus bootstrapped 95% confidence intervals. I-Caus biases are plotted on the x-axis and I-Cons

biases on the y-axis as the likelihood of coreference with the subject. The top panel (A) shows the biases of agent-evocator verbs and panel (B) at the

bottom shows the biases of causative agent-patient verbs.
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2.3. Results and discussion

The I-Caus and I-Cons biases for the agent-evocator and

the causative agent-patient verbs are shown in Figure 1 with the

descriptive statistics summarized in Table 1. Furthermore, a table

of all verbs with their individual I-Caus and I-Cons biases can be

found in the Supplementary material accompanying this article.

The verb classes clearly differed from each other in their

respective I-Caus and I-Cons biases4: While agent-evocator verbs

exhibited strong, uniform biases towards the object for both I-Caus

and I-Cons, agent-patient verbs displayed a balanced I-Caus bias

and an I-Cons bias towards the object argument with the three

exceptions of kill type verbs in the sample, i.e., töten ‘kill’, ermorden

‘murder’, and erschlagen ‘slay’.

The logit mixed model analysis corroborated the observed

differences between the two verb classes. The GLMER analysis

revealed a significant interaction between VERB TYPE and

CONNECTIVE (β̂ = 0.26, SE = 0.08, z = 3.33, p < 0.001) as

well as significant main effects of VERB TYPE (β̂ = −0.92, SE =

0.08, z = −11.77, p < 0.001) and CONNECTIVE (β̂ = −0.45, SE =

0.08, z = −5.88, p < 0.001). To break down the interaction,

separate logit mixed-effects regression models were fit for the two

verb classes.

The analysis of agent-evocator verbs revealed a strong

overall object bias as indicated by a negative intercept estimate

significantly below zero (β̂ = −3.02, SE = 0.25, z =

−11.88, p < 0.001). What is more, there was no difference

between the two connectives (fixed effect CONNECTIVE: β̂ =

−0.18, SE = 0.14, z = −1.32, p = 0.19). Thus, the

agent-evocator verbs showed equally strong I-Caus and I-Cons

object biases.

The analysis of agent-patient verbs revealed a clear difference

in bias strength as evidenced by a reliable effect of CONNECTIVE

(β̂ = −0.72, SE = 0.08, z = −8.89, p < 0.001). In the

sodass ‘and so’ conditions they displayed a clear object bias (82.9%

coreference with the object argument). In order to investigate

whether the agent-patient verbs were in fact unbiased with respect

to I-Caus, the because agent-patient conditions were subjected

to another GLMER analysis. This analysis revealed that the

intercept indeed did not significantly differ from zero (β̂ =

−0.19, SE = 0.15, z = −1.27, p = 0.21). Thus, the agent-

patient verbs were completely unbiased with regard to I-Caus,

even though they are clearly causative with a subject displaying

causal efficacy.

Overall, the biases observed in this experiment closely resemble

those reported in the literature (e.g., Ferstl et al., 2011; Garnham

et al., 2020b): Agent-evocator verbs display a pronounced object

bias for both I-Caus and I-Cons, while agent-patient verbs

have a balanced I-Caus bias and an I-Cons object bias. The

difference with regard to I-Caus coreference bias confirms our

predictions derived from the Empty Slot Theory. Agent-evocator

verbs involve an explanatory slot which is targeted uniformly

in sentence continuations, while agent-patient verbs lack such

4 The Implicit Consequence bias of the verb sich revanchieren ‘pay back’

was almost unidentifiable because most consequence continuations only

contained a plural anaphora (e.g., so they were even again).

TABLE 1 Relative and absolute (n) frequencies of subject vs. object

coreference for Implicit Causality (because) and Implicit Consequentiality

(and so) for agent-evocator and agent-patient verbs in Exp. 1.

Subject Object

% n % n

because

Agent-evocator 7.9 (42) 92.1 (490)

Agent-patient 45.4 (239) 54.6 (288)

and so

Agent-evocator 5.5 (24) 94.5 (416)

Agent-patient 17.1 (73) 82.9 (353)

a slot, hence no I-Caus bias is expected. With regard to I-

Cons, the results are also in line with our proposal concerning

the Contiguity principle and I-Cons. The two verb classes,

which carry no corresponding slot for consequences, behave

rather similarly, with all verbs displaying I-Cons biases towards

the object argument directly affected by the described action.

The only exceptions to this general trend were the kill type

verbs. This is not unexpected, however, as it seems highly

unnatural to provide a consequence about the patient, since

these verbs essentially imply the non-existence of the deceased

object referent.

3. Experiment 2: coherence relations

Experiment 2 investigated the distribution of discourse

relations and anaphoric dependencies after a full stop (for a

similar approach, see, e.g., Kehler et al., 2008; Bott and Solstad,

2014, 2021; Solstad and Bott, 2022). In particular, we were

interested in the distribution of explanation and consequence

relations, corresponding to the two connectives weil ‘because’

and sodass ‘and so’. If there is a slot in agent-evocator verbs

that triggers (particular types of) explanations, this slot should

exert its influence also in the absence of a causal connective.

With no such slot in agent-patient verbs, the Empty Slot Theory

predicts significantly fewer explanations for agent-patient verbs

than agent-evocator verbs with full stop prompts. What is more,

the Contiguity Principle predicts that there should be more

consequence relations for causative agent-patient verbs than agent-

evocator verbs since the causative, telic nature of the former offer

a prominent endpoint that consequence relations can take as their

“reference point”.

The study by Bott and Solstad (2014) suggested that

explanations are indeed strongly preferred for agent-evocator

verbs, which were followed by explanations in approximately

60% of all cases. Furthermore, in the studies by Kehler

et al. (2008) and Solstad and Bott (2022) explanations were

three times more frequent than consequences overall for verbs

with a strong I-Caus bias. For causative agent-patient verbs,

Bott and Solstad (2021) reported significantly less explanations

than for I-Caus bias verbs, without differentiating between

other coherence relations. Based on these earlier findings,

we expected the distribution of causal discourse relations for
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agent-evocator relative to causative agent-patient verbs to pattern

along these lines.

3.1. Design

The sentence continuation experiment employed a 2(×2)

within-participants and within-items design manipulating the

factors VERB TYPE (agent-evocator vs. agent-patient), and GENDER

ORDER (NP1fem.–NP2masc. vs. NP1masc.–NP2fem.). The latter was

included in the design as a counterbalancing factor. The

continuations were annotated with respect to discourse relations

and anaphoric dependencies.

3.2. Methods

3.2.1. Participants
The experiment was run together with Experiment 1, testing

the same 56 participants allowing for cross-experiment statistical

comparisons (see below).

3.2.2. Materials and procedure
The 20 agent-evocator and 20 agent-patient items from

Experiment 1 were modified by taking out the connectives and

inserting a full stop, as illustrated in (5):

(5) a. agent-evocator

Margarethe/Paul congratulated Paul/Margarethe.

b. agent-patient

Margarethe/Paul poisoned Paul/Margarethe.

A Latin Square design was used to distribute the resulting 20 items

in four prompt conditions on two lists such that each item appeared

twice in both lists but, crucially, each verb appeared only once.

The 40 trials of Experiment 1 and 40 trials comparable to those

in Experiment 3 served as fillers for the current experiment. This

combination of experiments was exactly the same as in Solstad

and Bott (2022). Overall, half of the filler trials with connectives

contained weil ‘because’ and half contained sodass ‘and so’. The

procedure was identical to the one in Experiment 1.

3.2.3. Data annotation
The resulting data set of 2,240 continuations was annotated

by the same two trained student research assistants as for

Experiment 1 according to the following coding scheme. First,

it was annotated whether the continuation was sensible and

complete, excluding 444 cases (=19.8%) from the further

analysis (the majority of these involved continuations that

constituted a sensible completion of the prompt itself instead of

a new, independent sentence, as in Paula decorated Nico. . . . for

his commitment).

For the discourse relation analysis, the remaining 1,796

continuations were categorized into the following discourse

relations: In a first step, we annotated relations of explanation

(using a weil ‘because’ insertion test) and consequence (using a

sodass ‘and so’ insertion test) type. If these tests failed, annotators

tested for occasion, elaboration and contrast/violated expectation

relations, applying a nachher ‘afterwards’, an und zwar ‘that is’,

and an aber ‘but’ test, respectively. These five categories accounted

for 99.6% of the data. The remaining continuations including

questions and ambiguous cases were merged into a category other.

For the coreference analysis, the same coding scheme was

applied as in the previous experiment. It was coded whether

the continuation contained at least one anaphoric expression

coreferent with NP1 or NP2, excluding another 114 cases (=5.0%).

Again, only subject-verb-object cases were included in the analysis,

excluding 18 (=0.8%) object-verb-subject instances. In total, 1,664

continuations were included in the coreference analysis. The inter-

annotator agreement for all categories—discourse relations as well

as coreference—was checked on a randomly drawn subset of 200

continuations and found to be good for these combined categories

(Cohen’s κ = 0.77).

3.2.4. Statistical analysis
For the analysis of discourse relations, two logit mixed-effects

regression models were fitted to the data. The first analyzed causal

(vs. other) relations, that is, explanation and consequence relations

together in one category vs. other relations, while the second

analysis was conducted within causal relations and modeled the

likelihood to produce an explanation relation (vs. a consequence

relation). Models included the fixed effects of VERB TYPE, GENDER

ORDER, and their interaction as well as random intercepts of

participants and items.

The analysis of coreference was performed in the same way

as in the previous experiment. The only difference was that

coreference was conditioned on the discourse relation realized by

the participants. A total of 1,295 continuations were causally related

(771 explanation and 524 consequence relations), and only these

were included in the GLMER models analyzing coreference. An

additional analysis of coreference biases was conducted on the

merged data from Experiments 1 and 2 including EXPERIMENT as

predictor. All analyses are publicly available in the accompanying

OSF archive.

3.3. Results and discussion

The distribution of discourse relations is shown in Figure 2.

As predicted from the Empty Slot Theory, explanation relations

were the most frequent relation for agent-evocator verbs with

58.3% (vs. 31.9% for agent-patient verbs). For agent-patient verbs,

however, the most frequent category were consequence relations

with 41.9%, which only constituted the second-most frequent

category for agent-evocator verbs at 21.1%. The other categories

were similarly distributed for both verb classes, with relations of

contrast/violated expectation as the third-most frequent category

at 10.2% (agent-evocator: 9.5%; agent-patient: 10.9%). Elaboration

relations were somewhat rarer at 8.8% (agent-evocator: 8.5%;

agent-patient: 9.1%) and occasion relations hardly occurred with

less than 3.1% continuations altogether. The distribution of the
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FIGURE 2

Distribution of discourse relations in Exp. 2 for agent-evocator (AG-EVO) and agent-patient (AG-PAT) verbs.

discourse relations for all verbs investigated in Experiment 2 can

be found in the Supplementary material.

The GLMER analysis on causal relations—that is, explanation

and consequence relations—vs. other discourse relations revealed

a significant fixed intercept (β̂ = 1.34, SE = 0.14, z = 9.89, p <

0.001) and a significant fixed effect of VERB TYPE (β̂ = 0.17, SE =

0.06, z = 2.88, p < 0.01). Thus, causal relations were more

frequent overall than other relations, with 73.8% causal relations

after agent-patient prompts and 79.4% causal relations after agent-

evocator prompts. The VERB TYPE effect furthermore corroborates

that agent-evocator verbs in fact led to more causal relations than

the causative agent-patient verbs.

The second GLMER analysis modeling the distribution of

explanation vs. consequence relations within the causal relations

showed that the distributions varied strongly between the two

verb classes. While agent-evocator verbs generally gave rise to

explanation relations, agent-patient verbs instead gave rise to

consequence relations. This difference was reflected in a significant

fixed effect of VERB TYPE (β̂ = 0.79, SE = 0.07, z = 11.77, p <

0.001). The results of the present experiment are consistent with

and extend those reported in Bott and Solstad (2021), where

the same verb classes were investigated with respect to the

likelihood of producing an explanation relation. In the present

experiment, a larger set of discourse relations was annotated.

Still, agent-evocator verbs triggered explanations in a majority of

cases to approximately the same degree as in the previous studies

investigating continuations after a full stop (Kehler et al., 2008;

Bott and Solstad, 2014, 2021). As in Bott and Solstad (2021),

causative agent-patient verbs showed no comparable coherence

bias towards explanations even though they involve a causing agent

in their argument structure. This is fully in line with the Empty-

Slot Theory of Bott and Solstad (2014, 2021), who proposed that

the presupposition of agent-evocator verbs can be cataphorically

satisfied in subsequent discourse (see also Bott and Solstad, 2022;

Solstad and Bott, 2023), whereas the direct causes of causative

agent-patient verbs cannot be specified in a weil “because” clause.

This suggests that the coherence bias of Implicit Causality verbs

is in fact determined by the presence of a (suitable) presupposed

occasion rather than verb causality.

In addition, we analyzed the coreference of the first anaphoric

expression contingent on the discourse relation realized in the

continuation. Table 2 presents the respective coreference biases

for the three most frequent coherence relations explanation,

consequence, and contrast, in sum accounting for 86.7% of all

continuations in the sample. The descriptive statistics show that

the two verb classes had rather similar biases for the discourse

relations consequence and contrast, respectively. Both were clearly

biased towards the object. explanations, however, show different

coreference patterns for the two verb classes. While explanations

after agent-evocator prompts were very strongly biased towards

the object argument, explanations after agent-patient prompts were

unbiased. The coreference biases of explanation and consequence

relations were analyzed in a GLMER analysis including the

predictors VERB TYPE and CAUSAL RELATION (explanation vs.

consequence) as well as their interaction. The analysis revealed

qualitatively similar effects as the GLMER analysis of Experiment

1 with a significant interaction between VERB TYPE and CAUSAL

RELATION (β̂ = 0.33, SE = 0.10, z = 3.36, p < 0.001) besides

significant main effects of both VERB TYPE (β̂ = −0.74, SE =

0.10, z = −7.64, p < 0.01) and CAUSAL RELATION (β̂ =

−0.39, SE = 0.10, z = −3.93, p < 0.001). These findings

are fully consistent with the coreference biases reported in the

previous experiment and in line with evidence on the relation

between coherence biases after because and in full stop explanations

in earlier research (Kehler et al., 2008; Bott and Solstad, 2014;

Solstad and Bott, 2022). The additional GLMER analysis on

the merged data from Experiments 1 and 2 including the fixed

effect of EXPERIMENT furthermore showed that coreference biases

conditioned on discourse relations were indistinguishable. Amodel

comparison between the saturated model including all three factors

EXPERIMENT, VERB TYPE, and COHERENCE RELATION as well as

their interactions and amodel without EXPERIMENT only including

the fixed effects of VERB TYPE and COHERENCE RELATION in

addition to their two-way interaction revealed that the latter model
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TABLE 2 Relative and absolute (n) frequencies of subject vs. object

coreference for agent-evocator (AG-EVO) and agent-patient (AG-PAT)

verbs in Exp. 2 for the three most common discourse relations

Explanation, Consequence, and Contrast.

Subject Object

% n % n

Explanation

AG-EVO 8.1 (40) 91.9 (455)

AG-PAT 40.6 (112) 59.4 (164)

Consequence

AG-EVO 7.9 (14) 92.1 (164)

AG-PAT 14.7 (51) 85.3 (295)

Contrast

AG-EVO 9.8 (8) 90.2 (74)

AG-PAT 26.1 (23) 73.9 (65)

explained coreference equally well as the saturated model (χ2(4) =

2.88; p = 0.58). Thus, coreference was highly similar in explicitly

triggered (Exp. 1) and in the freely produced (Exp. 2) explanations

and consequences after a full stop.

4. Experiment 3: types of explanations
and consequences

The Two-Mechanism Account does not only make predictions

about how coreference biases pattern for I-Caus and I-Cons.

It also claims that these patterns come about due to two

different strategies: First, explanatory slots lead to a strong I-

Caus bias towards the argument associated with the slot. Second,

consequences target the argument associated with the end point

of the event introduced by the verb. This should be reflected

in different types of continuations beyond mere coreference

properties. As shown by Solstad and Bott (2022); see also Bott

and Solstad (2014) and Bott and Solstad (2021), the causal

relations can be subdivided into more fine-grained types and these

types differ for bias-congruent and bias-incongruent continuations.

Experiment 3 investigated these detailed properties of explanations

and consequences for prompts involving agent-evocator and

agent-patient predicates. More precisely, it was investigated what

characterizes those subject- and object-oriented explanations and

consequences for these verb classes.

For consequences, the Contiguity Principle predicts that

continuations should not specify an entity in the semantic structure

of the two predicates and also that the two verb classes should

display a similar pattern of consequences types since in both cases,

an eventuality subsequent to the one denoted by the verb in the

prompt must be introduced.

For explanations, on the other hand, the Empty Slot Theory

predicts that the two verb classes should differ, since only agent-

evocator verbs are semantically determined for a particular kind

of explanation. What is more, agent-evocator predicates should

show a different pattern for subject- vs. object coreference than

agent-patient predicates, since subject-continuations are clearly

incongruent with the object bias in the first case, but not in the

latter. More specifically, continuations about the object should

be associated with a more uniform distribution of explanation

relations for agent-evocator than for agent-patient verbs.

4.1. Design

Experiment 3 added a further factor to the design of

Experiment 1. The coreference of causal relations was manipulated

by including a personal pronoun following the connective that

was either coreferent with the subject or the object of the

prompt sentence:

(6) Paul congratulated/poisoned Margrethe because/and so

he/she. . .

Consequently, the sentence continuation experiment employed

a 2×2×2(×2) designmanipulating within-participants andwithin-

items the factors VERB TYPE (agent-evocator vs. agent-patient),

CONNECTIVE (weil ‘because’ vs. sodass ‘and so’), COREFERENCE

(pronoun prompt coreference with the subject vs. coreference with

the object) and GENDER ORDER (NP1
fem.

–NP2masc. vs. NP1masc.–

NP2
fem.

), the latter of which was again included in the design as a

counterbalancing factor.

4.2. Methods

4.2.1. Participants
A total of 32 native German speakers (14 female, 17 male; 1

non-binary; mean age 23.5 years, range 18–32 years) were recruited

via the platform Prolific (www.prolific.co) and participated in the

experiment for monetary compensation of £3. Participants were

randomly assigned to eight lists with 4 participants in each list. All

participants gave their informed consent to the study.

4.2.2. Materials
The 20 items (20 agent-evocator and 20 agent-patient verbs)

from the previous experiments were tested with prompts as in

(6). A Latin Square design was used to distribute the resulting 20

items in 16 prompt conditions to eight lists such that each item

appeared twice in each list and each verb appeared only once. It

was furthermore ensured that each list contained five trials in each

of the eight experimental conditions (i.e., two plus three trials in

the two gender orders). The lists were individually randomized for

each participant.

4.2.3. Procedure
The procedure was identical to the one in Experiments 1 and

2, apart from the fact that the experiment was implemented using

the freely available PCIbex software (version 0.3.9, see https://doc.

pcibex.net). On average, the experiment took about 10 minutes

to complete.
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4.2.4. Data annotation
The elicited data set of 1,280 continuations was annotated for

subtypes of explanation and consequence relations. The annotation

included some further, general categories that were applied also

in the previous experiments (see above). Following the annotation

according to those general categories, 52 continuations that were

incomplete or nonsensical were excluded from the analysis (=4.1%

of the data). Another 23 continuations (=1.8% of the data) were

excluded in which participants had interpreted the prompt with

object-verb-subject order. The remaining 1,205 continuations were

annotated as follows.

The categories of the explanation relations were based on the

ones applied in Bott and Solstad (2014, 2021) and Solstad and Bott

(2022), but adjusted somewhat for the characteristics of the verb

classes in the present investigation. Below, we merely list examples

along with the categories. More elaborate remarks on the particular

examples as well as on the categories and their relation to categories

used in previous work can be found in the Supplementary material

accompanying this paper.

Explanations, that is, continuations as prompted by weil

‘because’, were annotated according to the following categories:

• Reasons: Does the explanation provide a rationale for

the intentional action of an agent (Solstad, 2010)? A

differentiation was made between reasons anchored externally

to the agent’s mind (7) and reasons that were internally

anchored, that is, mental states or attitudes of the agent (8):

(7) External reasons:

Lisa honoured Marco because he had won

the first prize.

(8) Internal reason:

Annika pushed Manuel away because she hated him.

• Backgrounds: Is the explanation necessary, but insufficient

for the event? Backgrounds were additionally annotated for

whether they involved amental state

(9) (Non-mental) background

Phillip healed Valerie because he is a doctor.

(10) Mental background

Nicole outsmarted Fabian because

she is very intelligent.

• Explanatory specifications: Does the explanation provide the

direct, simple cause (Bott and Solstad, 2014, 2021) as given by

the predicate?

(11) Explanatory specification:

Fabian outsmarted Nicole because he took a shortcut.

The main categories to be expected for explanatory

continuations of agentive interpersonal verbs of both agent-

evocator and agent-patient type are external and internal reasons,

see (7) and (8) (Bott and Solstad, 2014, 2021).

Consequences, that is sodass ‘and so’ continuations, were

annotated as follows:

• Subsequent consequences: Is the reference time of the

consequence disjoint (and subsequent) to the end state in

the predicate? Consequences were additionally annotated for

whether they included a mental state of the agent or patient.

(12) Subsequent (non-mental) consequence:

Clemens robbed Vera, and so he had to go to prison.

(13) Subsequent mental consequence (patient):

Isabella criticized Sebastian, and so he felt bad.

(14) Subsequent mental consequence (agent):

Vera scolded Clemens, and so

she got a bad conscience.

• Consequence specifications: Does the consequence specify, or

restate the caused state as given in the verb?

(15) Consequence specification:

Phillip healed Valerie, and so she was healthy again.

• Finality: Does the sodass continuation constitute the intended

goal of the agent? The conjunction sodass allows for an ‘in

order to’ reading. These cases had to be sorted out as they

provide reasons, that is, a kind of explanation.

Since neither agent-evocator nor agent-patient verbs

involve an empty slot for consequences, the most important

consequence category is that of subsequent consequences (12),

that is, the category predicted by the Contiguity Principle.

Consequence specifications (15), which elaborate on the verb’s

end state (e.g., being dead is the end state of killing), were

included for comparability with the results in Solstad and Bott

(2022).

The annotation was done by the first author. A random

sample of 100 continuations was independently annotated

by the second author. Inter-annotator agreement proved to

be good given the subtlety of semantic decisions required

for this task (Cohen’s κ = 0.79). Prior to analysis, the

complete set of annotations was checked for consistency by the

first author.

4.2.5. Statistical analysis
After excluding 101 (7.9% of all data) consequence

continuations of finality type (see above), the remaining

1,104 continuations were statistically analyzed. For the 616

explanations in the sample, a GLMER analysis was conducted

including the centered predictors VERB TYPE, COREFERENCE

as well as their interaction. The logit mixed-effects regression

analysis modeled the production of external reasons vs. other

explanation types, which are the most important categories

for action verbs. For the 488 consequences in the sample,

only descriptive statistics, and no inferential statistics, was

computed because consequences showed an almost uniform

distribution. All analyses are publicly available (see the

OSF archive).
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4.3. Results and discussion

The distribution of explanation and consequence relations is

shown in Tables 3, 4. Among the explanations, most were of

reason type, with internal and external reasons modulated by

the coreference of the prompt. As expected, subject coreference

gave rise to internal reasons whereas object coreference gave

rise to external reasons. For agent-evocator verbs, bias-congruent

continuations were almost exclusively external reasons (98.1%). For

agent-patient verbs, the internal and external reasons for subject

and object continuations, respectively, weren’t as dominant (e.g.,

78.6% external reasons for object continuations). Of particular

note, the proportion of external reasons for subject continuations

was higher for agent-evocator (16.2%) than for agent-patient verbs

(2.6%). This can be taken to reflect the strategy of filling Empty

Slots for agent-evocator verbs, despite the subject argument not

being the one biased for this type of explanations. Put differently:

Although an explanation referring to the subject goes against

the bias, participants surprisingly often manage to find a way to

include the preferred type of explanation. Counter-intuitive as this

strategy may seem for external reasons, a closer look at these cases

revealed that these continuations did indeed follow the expected

patterns: Participants provided incongruent continuations in which

the subject in the prompt wasn’t assigned the agent role in the

continuation, such as passive constructions (16a) or benefactives

involving get or become (16b):

(16) a. Elena reported Matthias to the police because she

had been robbed.

b. Bianca thanked Florian because she had

received some flowers.

While both continuations in (16) constitute incongruent

continuations, the particular constructions that are used allow the

preferred type of explanation, which has been underlined in (16) to

be included. It is implicitly understood that the object argument,

which is not overtly realized in the because clauses in (16) is taken

to be responsible for the robbery (16a) or for gifting the flowers

(16b), respectively.

As for consequences, they were almost entirely of the

subsequent consequence type for both verb classes, specifying non-

mental events, or, somewhat rarer, subsequent mental states of the

agent or the patient argument, respectively. The latter result further

corroborates the analysis reported in Solstad and Bott (2022)

where basically all consequences were in line with the Contiguity

Principle, with no specifying consequences observed. Different

from the suggestion in Hartshorne et al. (2015), I-Cons is not due to

the consequences explicit in verbs, but relates to eventualities well

beyond the event denoted by the verb (i.e., consequent events or

states outside a verb’s event nucleus in the sense of Moens and

Steedman, 1988). Given the lack of variance in the distribution

of types of consequence relations, no inferential statistics was

computed for consequences.

Turning to the inferential statistics for I-Caus, the GLMER

analysis of external reasons, which are mainly associated with

the object argument, revealed two significant main effects in the

absence of an interaction. First, the significant main effect of

COREFERENCE (β̂ = −2.64, SE = 0.21, z = −12.32, p <

0.001) was due to the fact that external reasons were much more

frequent in the object coreference conditions than in the subject

coreference conditions. Second, the main effect of VERB TYPE

(β̂ = 1.15, SE = 0.21, z = 5.57, p < 0.001) was due to

the fact that across both coreference conditions, continuations

after agent-evocator prompts were more likely to be external

reasons than after agent-patient conditions. Taken together, these

findings are fully in line with the predictions derived from the

Two-Mechanism Account. There are clearly preferred types of

TABLE 3 Relative and absolute (n) frequencies of Explanation subtypes for agent-evocator and agent-patient verbs in subject and object coreferent

conditions in Experiment 3.

Specifying Ext. reason Int. reason Backgr.

% n % n % n % n

AG-EVO, subject 0.0% (0) 16.2% (25) 55.2% (85) 28.6% (44)

AG-EVO, object 0.0% (0) 98.1% (153) 1.9% (3) 0.0% (0)

AG-PAT, subject 3.3% (5) 2.6% (4) 69.7% (106) 24.3% (37)

AG-PAT, object 0.0% (0) 78.6% (121) 9.1% (14) 12.3% (19)

AG-EVO, agent-evocator; AG-PAT, agent-patient; ext. reason, external reason; int.-reason, internal reason; backgr., background.

TABLE 4 Relative and absolute (n) frequencies of Consequence subtypes for agent-evocator and agent-patient verbs in subject and object coreferent

conditions in Experiment 3.

Specifying Subsequent

Non-mental Agent-mental Patient-mental

% n % n % n % n

AG-EVO, subject 0.0% (0) 65.3% (62) 23.2% (22) 11.6% (11)

AG-EVO, object 0.7% (1) 61.4% (86) 0.0% (0) 37.9% (53)

AG-PAT, subject 0.0% (0) 86.7% (91) 10.5% (11) 2.9% (3)

AG-PAT, object 8.1% (12) 74.3% (110) 0.7% (1) 16.9% (25)

AG-EVO, agent-evocator; AG-PAT, agent-patient.
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explanations associated with the subject and the object argument.

However, for agent-evocator verbs, the bias towards object-oriented

external reasons is sufficiently strong to trigger explanations of

external reason type even if the continuation is incongruent in

terms of coreference, see the examples in (16). While being bias-

incongruent, such continuations can be said to be explanatorily

congruent with the Empty Slot.

5. General discussion

In this paper, we presented a study investigating the Implicit

Causality and Consequentiality coreference and coherence biases

of agent-evocator and agent-patient verbs. We were particularly

interested in three aspects: (i) To what extent can the biases

be considered to be driven by semantic properties of the verb,

(ii) what is the inter-relation between coreference and coherence

biases, and (iii) how are I-Caus and I-Cons biases related to

each other (if at all)? Previous research has provided much

evidence on the coreference biases of agent-evocator and agent-

patient verbs, but had little to say on the coherence biases, and

even less so for more well-defined verb classes. Furthermore, this

paper is the first to present a fine-grained analysis of the causal

relations that are found with I-Caus and I-Cons for these verb

classes. As a whole, the results in this paper complement the

findings from Solstad and Bott (2022) on stimulus-experiencer and

experiencer-stimulus verbs.

Previous research has hypothesized that I-Caus and I-Cons are

driven by a common mechanism drawing upon verb argument

structure (Crinean and Garnham, 2006; Hartshorne et al., 2015).

In contrast, we investigated the Two-Mechanism Account, from

which we derived the prediction that the two verb-classes should

behave differently with regard to coreference, coherence and

finer-grained types of causal relations: Agent-evocator verbs

involve a semantically underspecified presuppositional entity

which allows for a slot-filling strategy to be pursued when providing

explanations. No such corresponding slot exists for agent-patient

verbs, however. Therefore, we predicted the verb classes to differ

with regard to (i) (I-Caus) coreference bias, (ii) coherence relations

after a full stop and (iii) the subtypes of explanations relations

used. For I-Cons, we predicted the two verb classes to be more

similar with respect to both coreference biases and consequence

subtypes. Both verb classes lacking a corresponding consequence

relation slot, the strategy for providing consequences follows the

more general, verb-class independent Contiguity Principle, which

states that continuations follow the end point of previous discourse.

Experiment 1 established coreference biases for the agent-

evocator and agent-patient verbs, showing that they differ with

regard to I-Caus, but are similar regarding I-Cons. For I-Caus,

agent-evocator verbs displayed a strong object bias, whereas agent-

patient verbs showed an overall balanced bias. As for I-Cons, the

two verb classes displayed a comparable, strong object bias. We

take this to constitute evidence in favor of the Two-Mechanism

Account. According to the Empty Slot Theory, the explanatory

slot associated with the evocator argument is responsible for

the strong I-Caus object bias that agent-evocator verbs display.

Correspondingly, the lack of such a slot in causative agent-

patient verbs explains why their I-Caus bias is balanced. This

finding is even more compelling when one considers that we took

care to include only causative agent-patient verbs since previous

research has speculated that verb causality is a determinant of the

coreference bias (Hartshorne et al., 2015). With regard to I-Cons

biases, the Contiguity Principle correctly predicts both classes to

display a strong object bias, since the object argument is associated

with the endpoint of the event denoted by action verbs. These

results furthermore corroborate empirical findings by Au (1986),

Crinean and Garnham (2006), Ferstl et al. (2011), Hartshorne and

Snedeker (2013), Hartshorne et al. (2015), and Garnham et al.

(2020b).

In Experiment 2, we investigated the coherence bias of

agent-evocator and agent-patient verbs. According to the Two-

Mechanism Account, the slot associated with the object argument

of agent-evocator verbs should lead to the production of

explanations, as participants follow a slot-filling strategy (Empty

Slot Theory). Lacking such a slot, agent-patient verbs should trigger

much fewer explanations and evoke consequences following the

endpoint of the event denoted by the verb instead (Contiguity

Principle). The results clearly provided support for this account,

confirming the hypothesized effects: For agent-evocator verbs,

explanation relations were by far themost frequent category, almost

three times as frequent as consequence relations, which constituted

the second-most frequent category. Agent-patient verbs, however,

evoked more consequences than explanations. Other discourse

relations (such as, for instance, contrast relations) were equally

distributed for the two verb classes. This is, to our knowledge, the

first study providing such evidence for thesemore well-defined verb

classes. Whereas Kehler et al. (2008) did not control for semantic

verb class, Bott and Solstad (2014) only reported the proportion

of explanations.

Finally, Experiment 3 provided a more in-depth look at the

particular causal relations provided after because and and so

prompts where continuations had to make reference to either

the subject or the object. Turning first to explanations, what we

characterized as reasons are expected to follow subject and object

continuations closely, external reasons being associated with the

object, and internal reasons with the subject. However, the results

again supported the Empty Slot Theory to the extent that there

were significantly more references to the reason evoked by the slot

associated with the object even when participants had to provide

a continuation about the bias-incongruent subject. As expected

from the Contiguity Principle, the two verb classes displayed no

significant differences with regard to the types of consequences

provided. Experiment 3 complements the causal typology for I-

Caus and I-Cons presented in Solstad and Bott (2022).

We contend that all data reported for Experiments 1 through

3 should be taken as evidence in favor of the Two-Mechanism

Account. The principles behind it, the Empty Slot Theory and

the Contiguity Principle, allow us to capture the lexical properties

involved in Implicit Causality. Verb semantics is a significant force

behind I-Caus bias, whereas I-Cons bias is driven by more general

discourse principles.

Whereas Solstad and Bott (2022) showed for two verb classes

with strong, but mirror-like I-Caus and I-Cons biases that the two
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biases follow from those two different mechanisms, the present

study has shown in more detail for the Empty Slot Theory how

slots impact coreference and coherence biases. Participants will

seize on suitable slots to provide a particular explanation, as with

agent-evocator verbs. If such a slot is lacking, as for (causative)

agent-patient verbs, explanations will be less uniformly distributed

both in terms of coreference, coherence and types of causal

relations. For consequences, where no comparable slot is available

for the verbs included in this study, a more general strategy is

pursued: Based on the Contiguity Principle, participants provide

consequences that are subsequent to the eventuality introduced in

the prompt.

The Two-Mechanism Account crucially differs from previous

accounts, which have suggested that a single mechanism should

be made responsible for I-Caus and I-Cons coreference biases

(e.g., Crinean and Garnham, 2006; Hartshorne et al., 2015). These

accounts share what one may characterize as a causal duality view

on I-Caus and I-Cons: “[I]mplicit causality and consequentiality

biases are a systematic function of Levin verb class,” as Hartshorne

et al. (2015, p. 726) put it (see Levin, 1993). Very broadly, the

reasoning would be that since causes and effects are tied together

counterfactually—no effect without a corresponding cause—they

should relate in parallel ways to I-Caus and I-Cons, respectively.

While this may work well for the coreference biases of stimulus-

experiencer and experiencer-stimulus verbs, which do display

mirror-like biases for I-Caus and I-Cons, it seems less well-suited

to account for the coreference biases of agent-evocator and agent-

patient verbs. Also, as argued by Solstad and Bott (2022), the dual

view does not seem well suited to explain coherence biases, which

favor explanations over consequences not only for agent-evocator

verbs, but also for stimulus-experiencer and experiencer-stimulus

predicates (Solstad and Bott, 2022). Of note, consequences are only

the dominant category for agent-patient verbs, which display a

balanced coreference bias.

What is more, making reference to verb causality alone would

make the wrong predictions for coreference and coherence biases.

If causality were the defining property, causative agent-patient

verbs should pattern with stimulus-experiencer verbs, which are

also causative (Solstad and Bott, 2022). However, while stimulus-

experiencer verbs have a strong subject bias, causative agent-patient

verbs display a balanced bias. And while stimulus-experiencer

verbs trigger an overwhelming amount of explanations (around

60%), consequences constitute the dominant category for causative

agent-patient verbs.

It should be emphasized that the Two-Mechanism Account can

be applied to verb classes beyond the action verbs investigated in

this paper. Obviously, the Contiguity Principle can apply to all

predicates introducing a state, which could be taken as the starting

point for subsequent discourse. A more interesting question

is, perhaps, which other predicates provide slots for discourse

expectations and which types of slots there are. At this point, we

have no comprehensive answer to offer, but one could speculate

whether verbs of change of state, such as fall, or intransitive break,

are associated with a coherence bias triggering explanations, as

long as the end state can be externally caused (as opposed to,

e.g., bloom, see Levin, 1993). In these cases, the coreference bias

would be of less interest, since these verbs only have one argument.

We must, however, defer further discussion of this question to

future research.

In the introduction, we discussed general findings on the

online processing of I-Caus and I-Cons. We believe that the

Two-Mechanism Account can offer a slightly new perspective of

potential relevance for future research. For coherence biases, our

results with regard to the primacy of explanations fits well with

the results in Hoek et al. (2021b), according to which causal

connectives are less expected if an explanation is provided before

the because clause in the form of a relative clause (see also

Solstad and Bott, 2013; Bott and Solstad, 2021). However, the

significant differences between agent-evocator and agent-patient

verbs suggests that this effect should be reduced for agent-patient

verbs, since an explanation is not as expected in the first place.

Concerning the coreference bias, we believe that comparing the

online processing of I-Caus and I-Cons for agent-evocator and

agent-patient predicates with the methods applied in Garnham

et al. (2020a) makes interesting predictions. While Garnham et al.

(2020a who investigated stimulus-experiencer and experiencer-

stimulus verbs) found what they characterized as early effects

for both biases for stimulus-experiencer and experiencer-stimulus

verbs, we would expect only agent-evocator verbs to display an

early effect for I-Caus, whereas both verb classes should display

early effects for I-Cons. Given that I-Caus bias is verb-based,

while I-Cons bias is more strongly dependent on the presence

of a connective, this would mean that the I-Cons connective is

integrated immediately (Crain and Steedman, 1985; Altmann and

Steedman, 1988; Millis and Just, 1994, among others) since only

the I-Caus bias can be derived from verb semantics alone. The

Two-Mechanism Account still predicts a processing advantage for

I-Caus with agent-evocator verbs, since both the connective and

the pronoun serve the coherence bias, whereas a consequence

connective like and so violates the expectation for an explanation

evoked by the slot. In the terminology of Garnham et al. (2020a),

for agent-evocator verbs we would predict “early effects” for I-

Cons, and “very early effects” for I-Caus. It is an open question

whether “very early” effects of I-Cons should be expected for

agent-patient verbs, since they display a coherence bias towards

consequences, although not as pronounced as the explanation bias

of agent-evocator verbs.

In conclusion, the present investigation has provided evidence

for the importance of empty slots in verb semantics in determining

I-Caus and I-Cons coreference biases in addition to coherence

biases. Based on the presence of an explanatory slot in agent-

evocator verbs as opposed to agent-patient verbs and the lack

of a parallel “consequence slot” in the two verb classes, we have

argued that Implicit Causality and Consequentiality constitute two

different phenomena with regard to coreference and coherence

biases. Our study complements the findings in Solstad and Bott

(2022), showing for controlled semantic verb classes how I-Caus

and I-Cons biases play out, what the relation between coreference

and coherence biases is and how this can be traced back to the level

of fine-grained types of causal relations. In our view, this makes I-

Caus and I-Cons even more interesting for future investigations,

for both online and offline processing. In comparing I-Caus and I-

Cons, we are not merely comparing coreference after a connective

following an interpersonal verb, we are also comparing how verb
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semantic (I-Caus) and more general discourse-structural principles

(I-Cons) influence incremental discourse processing.
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