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Introduction: Theoretical linguistics has proposed di�erent types of empty

categories (ECs), i.e., unpronounced words with syntactic characteristics. ECs

are a key to elucidating the computational system of syntax, algorithms of

language processing, and their neural implementation. Here we examined the

distinction between raising and control sentences in Japanese and whether ECs

are psychologically real.

Methods: We recruited 254 native speakers of Japanese in the present internet-

based experiment. We used a self-paced reading and a probe recognition priming

technique. To investigate whether raising and control sentences have di�erent ECs

(i.e., Copy and PRO) and whether these ECs cause a reactivation e�ect, behavioral

data were analyzed using linear mixed-e�ects models.

Results: We found two striking results. First, we demonstrate that the reading

times of raising and control sentences in Japanese were better explained by the

linear mixed-e�ects model considering the di�erences of ECs, i.e., Copy and

PRO. Secondly, we found a significant reactivation e�ect for raising and control

sentences, which have ECs, and reflexive sentences without ECs. These results

indicate that ECs are processed similarly to reflexive pronouns (e.g., himself).

Discussion: Based on these results, we conclude that raising and control

sentences in Japanese have di�erent ECs, i.e., Copy and PRO, and that ECs

have psychological reality. Our results demonstrate that behavioral experiment

based on theoretical linguistics, which is the first step for developing linking

hypotheses connecting theoretical linguistics and experimental neuroscience, is

indeed necessary for testing hypotheses proposed in theoretical linguistics.

KEYWORDS

syntax, Japanese, self-paced reading (SPR), experimental linguistics, empty category,

neurobiology of language, sentence comprehension, reading

Introduction

Theoretical linguistics has proposed different types of empty categories (ECs), i.e.,

unpronounced words, such as NP-trace (or Copy of a noun phrase) and PRO, each of which

has different syntactic characteristics. The reason for incessant attention to ECs in generative

syntax (Chomsky, 2021) is that ECs considerably reflect the basic mechanisms underlying

linguistic computation. Compared to full nominal expressions such as John, ECs by

themselves provide considerably few clues about their interpretation. Interpretation of ECs

is only derived from syntactic, semantic, or pragmatic operations. Thus, the study of their

interpretation provides us with a probe into the computational system of natural language

(syntax) and ways to investigate the interfaces between syntax and other language systems

(phonology, semantics, and pragmatics). Despite their importance in theoretical linguistics,

behavioral and neural mechanisms of ECs are barely discussed in recent experimental

linguistics (but see Makuuchi et al., 2013; Ohta et al., 2017; Tanaka et al., 2017 for notable
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exceptions). Behavioral and neural mechanisms of ECs are also

critical for building linking hypotheses connecting theoretical

linguistics and experimental neuroscience. Therefore, it is

necessary to examine the property of ECs in detail, using

experimental methods [e.g., self-paced reading (SPR)] and

statistical analyses [e.g., linear mixed-effects (LME) models].

In the present study, as a first step to examine the behavioral

and neural basis of ECs, we conducted an SPR experiment to

elucidate the algorithms of language processing related to ECs.

Behavioral experiments are crucial for discovering underlying

algorithms of language processing, while neurophysiological

experiments provide insights into the implementation of the

algorithms in the brain (Marr, 1982; Krakauer et al., 2017). We

especially focus on ECs of raising and control sentences in Japanese.

Raising and control sentences have been central concerns in

theoretical linguistics, especially in generative syntax. A primary

motivation for the attention on raising and control sentences is the

similarity of the constructions in English, as shown in (1) and (2),

which illustrate raising and control sentences, respectively.

(1) Barnett seemed to understand the formula. (Davies and

Dubinsky, 2004).

(2) Barnett tried to understand the formula. (Davies and

Dubinsky, 2004).

Both sentences have an intransitive matrix clause with an

infinitival (non-finite) complement, NP-V-to-VP. The only surface

difference is the matrix verb, seem vs. try. However, it has been

pointed out that there are empirical differences between the

two constructions since the early generative grammar (Chomsky,

1965, p. 22–24; Rosenbaum, 1967; see Landau, 2013 for review).

In a raising sentence (1), the NP Barnett, which receives an

agentive semantic role (θ-role) from an embedded non-finite

predicate “to understand the formula”, appears in a subject

position of the matrix clause, suggesting that the NP has raised

from the embedded clause to the matrix clause. Importantly,

the original and ultimate positions are associated with a single

argument. By contrast, in a control sentence (2), the NP Barnett

appears to be associated with two θ-roles from both the matrix

verb tried and embedded verb understand. While its syntactic

position corresponds to the matrix θ-role, the interpretation of

the sentence indicates that there is an additional argument in

the embedded clause, which is coreferential with (or controlled

by) the NP Barnett. Importantly, the two positions are associated

with two arguments, which is similar to anaphora expressions

(e.g.,myself ).

Raising and control predicates in this study are defined as

follows.While both raising and control predicates take an infinitival

complement clause, in which subject position is unpronounced,

raising predicates assign a θ-role to an internal argument, whereas

control predicates assign two θ-roles to an internal and external

argument. In other words, the matrix subject of the raising sentence

above (e.g., Barnett) is an Agent of the embedded verb understand,

i.e., the person who understands the formula, but not an Agent

of the matrix verb seemed. In contrast, the matrix subject of

the control sentence is an Agent of both the matrix verb tried,

i.e., the person who tried to do something, and the embedded

verb understand. The number of θ-roles causes various different

syntactic properties between raising and control sentences.

We will explain two representative differences between raising

and control, which are observed both in English and Japanese

control sentences. First, a feature distinguishing raising and control

constructions is selectional restrictions to subject.

(3) The rock seems to be granite.

(4) # The rock tried to be granite.

(3) is a well-formed sentence, while (4) is semantically

anomalous. The oddness in (4) results from the semantic

requirements of try. The control verb try requires an agent subject,

which needs an entity capable of volition. As the rock has no

volition, (4) is a semantically odd sentence. Contrarily, the subject

verb seem in (3) has no semantic sectional restrictions to subject.

Thus, raising verbs allow non-animate subjects like rock.

Typical conditions in which Japanese raising and control

structures appear are syntactic compound verbs. Similar to English,

the surface string similarity and the functional differences between

Japanese raising and control sentences have been widely reported

(Kageyama, 1993; Koizumi, 1999, among others). For example,

selectional restriction to subject was also reported in Japanese, as

shown in (5) and (6).

(5) Ame-ga furi-sugi-ta.

Rain-NOM rain-too much-PST.

“It rained too much.”

(6) ∗ Ame-ga furi-sokone-ta.

Rain-NOM rain-fail-PST.

“It failed to rain.”

The raising verb sugi-ru “do too much” allows non-animate

subjects, such as rain, while the control verb sokone-ru “fail”

requires the agent (or animate) subject.

Second, another difference is the behavior of

idiomatic expressions.

(7) The cat is out of the bag. (Davies and Dubinsky, 2004).

The sentence in (7) has two meanings. One is a situation in which

a particular cat is not in a particular container, and the other is that

one-time secret is no longer a secret.

(8) The cat seemed to be out of the bag. (Davies and Dubinsky,

2004).

(9) ?The cat tried to be out of the bag. (Davies and Dubinsky,

2004).

With a raising predicate in (8), the expression can retain an

idiomatic interpretation. However, with a control predicate in (9),

the idiomatic interpretation is no longer possible.

The difference of idiomatic expressions is also reported

in Japanese.

(10) Kankodori-ga nak-u.

Cuckoo-NOM sing.

(10) is a Japanese idiom, which has two interpretations. One

describes a situation where a cuckoo sings, and the other
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is that a store has hardly any customers. The latter is an

idiomatic meaning.

(11) Kono mise-de-wa kankodori-ga naki-kake-ta.

This store-DAT-TOP cuckoo-NOM sing-almost-PST.

“A cuckoo almost sang in this store./This store almost

closed down.”

(12) Kono mise-de-wa kankodori-ga naki-wasure-ta.

This store-DAT-TOP cuckoo-NOM sing-forget-PST.

“A cuckoo forgot to sing in this store.

The raising verb kake-ru “almost” retains an idiomatic

interpretation, while the control verb wasure-ru “forget” has

no idiomatic interpretation. In addition, there are other empirical

differences like θ-roles, passivization, scope ambiguity, and

an expletive subject (Davies and Dubinsky, 2004; Landau,

2013).

From Chomsky (1973), referred to as “Extended Standard

Theory”, to Chomsky (1981), referred to as “Government and

Binding Theory”, it was established that raising and control

sentences have different ECs, Copy (NP-Trace) and PRO as

shown in (13) and (14). Chomsky (1981) defined that PRO

has anaphoric and pronominal features, while Copy has only

anaphoric feature.

(13) Johni seems [Copyi to be a nice fellow.] (Chomsky, 1973,

partially modified).

(14) Johni expected [PROi to win.] (Chomsky, 1973).

The syntactic properties of PRO have aroused intense debate

within theoretical linguistics, because no full nominal

expressions show anaphoric and pronominal features at the

same time.

After the Minimalist Program Chomsky (1993), Hornstein

(1999) proposed a new analysis to control the phenomena, which is

calledMovement Theory of Control (MTC). MTC primarily claims

that obligatory control1 is derived via A-movement. Thus, MTC

considers that the null hypothesis for the derivation of raising and

control sentences should resort to the same empty category, Copy.

Hornstein’s proposal has received crucial criticism (Culicover

and Jackendoff, 2001; Landau, 2003; Bobaljik and Landau, 2009;

Ndayiragije, 2012; Wood, 2012) and has provoked a great deal of

controversy. Over the last few decades, the property of control

sentences has been discussed and not settled yet in theoretical

linguistics. To reveal whether control structures have PRO or

1 Another angle to look at control phenomena was proposed by Williams

(1980). He divided control into two categories: Obligatory control (OC) and

non-obligatory control (NOC). The examples in (1) and (2) illustrate how these

two categories di�er.

OC

∗It was expected PRO to shave himself.

NOC

It was believed that PRO shaving was important. (Hornstein, 2003).

For example, OC PRO needs an antecedent while NOC PRO does not.

Copy is important for advancing theoretical linguistics. If control

had Copy, it would contribute to removing construction-specific

category2 and construction-specific module. Contrarily, if control

had PRO, it would be useful for linguists to consider why PRO is

construction specific. Thus, experimental linguistics is necessary to

settle this issue.

ECs of control phenomena were widely studied using

experimental approaches; however, these studies paid attention to

the difference in behavior between subject control and object control

(Sakamoto, 1996, 2001; Witzel andWitzel, 2011) and the process of

agreement between PRO and its antecedent (Demestre et al., 1999;

Betancort et al., 2004; Demestre and García-Albea, 2007). There are

only few studies on the comparison between PRO and Copy.

Bever and McElree (1988), McElree and Bever (1989),

Featherston et al. (2000), and Featherston (2001) studied the

syntactic characteristics between PRO and Copy on sentence

processing. Bever and McElree (1988) and McElree and Bever

(1989) investigated various kinds of ECs in English. They used

a probe word recognition priming technique, where a sentence is

presented on a screen phrase-by-phrase. At the end of the sentence,

a probe word appears on the screen. The participant must decide

whether or not the probe word was contained in the presented

sentence. They reported that sentences with ECs and pronouns

showed significantly faster response times than sentences without

ECs, which is called a reactivation effect. They also found that

sentences that include Copy evoke significantly faster response

times than control sentences that include PRO. Consequently, they

claim that PRO should be distinguished from Copy. Featherston

et al. (2000) employed ERP to examine the characteristics of ECs

in German. It was reported that the comparison between raising

and control conditions showed a significantly positive-going ERP

for the former in the 600–1,000ms time windows.

Featherston (2001) conducted a replication study of Bever

and McElree (1988) using the SPR paradigm and probe word

recognition task, in which English words were replaced by

German words and the same conditions were used. However,

the results were contrary to Bever and McElree (1988). There

was no reactivation effect by ECs and no significant difference

between PRO and Copy on the response times for recognizing the

probe word.

Whether ECs are psychologically real or not is another

controversial topic in experimental linguistics (Pickering and

Barry, 1991; Gibson and Hickok, 1993). Bever and McElree (1988)

and Miyamoto and Takahashi (2002) showed the evidence for the

psychological reality of ECs by presenting the reactivation effect.

However, Nakayama (1995) did not find a reactivation effect of

ECs in Japanese. Nakano et al. (2002) also did not observe the

reactivation effect of ECs in long-distance Japanese scrambling in a

low reading span group. As mentioned above, Featherston (2001)

also did not find the reactivation effect in German. Therefore,

whether or not ECs show the reactivation effect remained unclear.

Although Bever and McElree (1988) and Featherston et al.

(2000) contributed to revealing syntactic characteristics of ECs on

human sentence processing, their studies are still unsatisfactory.

The problem with previous studies is that they do not consider

2 It has been reported that PRO only appears in control constructions.
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other factors that may influence the behavioral data and ERPs.

As shown in Table 1, control and raising sentences have other

differences along with the difference between PRO and Copy. There

is a difference between raising and control structures in terms of

the number of θ-roles. Second, Pesetsky (1991) reported another

difference between raising and control structures regarding the

types of θ-roles. Therefore, it is too early to conclude that the

observed differences in previous studies were really derived from

the difference of ECs. Furthermore, other general factors may

influence outputs, as shown below.

Factors that affect behavioral data: Word frequency,

Number of characters, Number of morphemes, Clause types,

Reactivation effect, and Spillover effect.

There are the frequency of words, number of characters, number

of morphemes, clause types (e.g., Mono-clause vs. Bi-clause),

reactivation effect, and a spillover effect, where a pre-critical region

influences a critical region (Vasishth and Lewis, 2006; Nakatani,

2021). Featherston (2001) reported the opposite results to Bever

and McElree (1988), which may reflect the differences of these

general factors between English and German.

To solve the problems of previous experimental studies,

we used Japanese raising and control sentences, which

assign the same θ-role (Proposition). We further introduced

causative sentences to control the number of θ-roles and

reflexive sentences to control the reactivation effect. As

an anaphora expression in the reflexive sentences (e.g.,

myself ) takes an antecedent within a sentence, the reflexive

sentences clearly cause the reactivation effect. In other

words, we used the causative and reflexive sentences as

positive control conditions. We further used a mono-clausal

sentence without ECs as a baseline condition (i.e., a negative

control condition).

We used linear mixed-effects (LME)models, which are effective

to examine the influence of each factor on the behavioral data. LME

models show how certain independent variables (e.g., frequency

and clause type) affect a dependent variable (e.g., reading time

for each region), including participants and sets of experimental

sentences as random factors. To investigate whether control

sentences have PRO or not, two models were created (Table 2,

Hypothesis 1). In the first model, the control sentences have PRO

and the raising sentences have Copy. In the second model, both

the control and raising sentences have Copy. If PRO is to be

distinguished from Copy, the former model should show better

scores than the latter model. In other words, the former model

will show a lower Akaike information criterion (AIC) than the

latter model (Akaike, 1974). To further examine whether ECs

cause the reactivation effect, two models were created (Table 2,

Hypothesis 2). In the first model, the ECs and reflexive cause

the reactivation effect. In the second model, only the reflexive

causes the reactivation effect. If ECs also cause the reactivation

effect, the former model should show lower AIC scores than the

latter model. Regarding Hypothesis 2, our research interest was to

examine whether ECs showed the reactivation effect, but not to

test the difference of reactivation effect between PRO and Copy.

Therefore, we did not distinguish Copy from PRO in our analyses.

The control and raising sentences are critical for testing Hypothesis

1, while the raising, control, and reflexive sentences are crucial for

testing Hypothesis 2.

Materials and methods

Participants

We recruited 254 self-reported native speakers of Japanese

through Lancers (https://www.lancers.jp/), a crowdsourcing service

in Japan. Following a data trimming procedure, which will be

explained in Section 2.4, two participants were removed from

the datasets. The final set included 252 participants (146 males)

between the age of 20 and 71 years (mean= 42.82, s.d.= 9.72). We

used a Latin-square design and divided target sentences into five

lists. Following the previous SPR study (Witzel and Witzel, 2011),

which included 48 participants, we recruited about 50 participants

for each of the five stimulus lists, resulting in 254 participants.

Stimuli

In this experiment, we used five types of sentence materials

(see Supplementary material for all materials). Spaces indicate

region boundaries for the presentation. All conditions consisted

of 6 regions, and PRO and Copy were not presented to the

participants (Figure 1). Note that the stimuli, glosses (word-by-

word translations), and their English translations are shown here

with the Modified Hepburn Romanization system of Japanese, but

actual stimuli were presented in a combination of “kanji” and

“hiragana”. Vowels with a macron (ā, i, u, ē, o) denote long vowels.

(15) a. Raising condition.

Nakamurai-ga senshū kayōbi-ni [Copyi kaisha-de

Takahashi-o shikari]-sugi-ta.

Nakamura-NOM last week Tuesday-DAT at an office

Takahashi-ACC scold-too much-PST.

“Nakamura scolded Takahashi too much at an office

last Tuesday.”

b. Control condition.

Nakamurai-ga senshū kayōbi-ni [PROi kaisha-de

Takahashi-o shikari]-sobire-ta.

Nakamura-NOM last week Tuesday-DAT at an office

Takahashi-ACC scold-fail to-PST.

“Nakamura failed to scold Takahashi at an office

last Tuesday.”

c. Reflexive condition.

Nakamura-ga senshū kaisha-de jibunjishin-de Takahashi-

o shikat-ta.

Nakamura-NOM last week at an office myself Takahashi-

ACC scold-PST.

“Nakamura scolded Takahashi by himself/herself at an

office last week.”

d. Causative condition.

Nakamura-ga senshū [kaisha-de Yamashita-ni Takahashi-

o shikar]-ase-ta.

Nakamura-NOM last week at an office Yamashita-DAT

Takahashi-ACC scold-CAUSE-PST.
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TABLE 1 Di�erent factors among conditions.

Conditions ECs Number of
morphemes

Number of
θ-roles

Clause type Reactivation e�ect

Raising Copy 3 3 Bi-clausal ?

Control PRO 3 4 Bi-clausal ?

Reflexive NA 2 2 Mono-clausal +

Causative NA 3 4 Bi-clausal –

Baseline NA 2 2 Mono-clausal –

Reflexive, Causative, and Baseline conditions did not contain ECs. The number of morphemes indicates the total number of morphemes in the (compound) verb. The number of θ-roles

indicates the total number of θ-roles within a sentence. The reactivation effect under the Raising and Control conditions remained unclear. NA, Not applicable;+, Having the reactivation effect;

–, No reactivation effect.

“Nakamura made Yamashita scold Takahashi at an office

last week.”

e. Baseline condition.

Nakamura-ga senshū kayōbi-ni kaisha-de Takahashi-

o shikat-ta.

Nakamura-NOM last week Tuesday-DAT at an office

Takahashi-ACC scold-PST.

“Nakamura scolded Takahashi at an office last Tuesday.”

In addition to the conditions of interest, i.e., the Raising and

Control conditions, we included three additional conditions to

control the influence of dependent variables. First, we used the

Reflexive condition to investigate the influence of the reactivation

effect. As we mentioned in the Introduction, whether ECs cause

a reactivation effect is not clear. However, anaphora expressions

(e.g., jibunjishin and myself ) in reflexive sentences clearly cause

a reactivation effect. The Causative condition was used to

examine the influence of the number of θ-roles. The causative

morpheme in Japanese assigns “Agent” θ-role to an external

argument, e.g., Nakamura (Shibatani, 1973), thus, it resulted in the

same number of θ-roles with the Control condition. Theoretical

linguistics has proposed that causative constructions in Japanese

have bi-clausal sentence structures (Shibatani, 1973). Finally, the

Baseline condition, which did not contain ECs and therefore

did not cause reactivation effect, was used as a baseline for the

sentence that may cause reactivation effect (Raising, Control, and

Reflexive conditions).

While the types of θ-roles are different between raising and

control sentences in English (Pesetsky, 1991), both raising and

control constructions assign the same θ-role, i.e., “Proposition”,

to an internal argument in Japanese (Kageyama, 2016). Therefore,

we can control the difference between the θ-role types in the

present study.

This experiment used 150 (30 × 5) target sentences and

150 filler sentences. The filler sentences had similar sentence

construction to the target sentences, and they also had six regions.

All the target sentences and half of the filler sentences were followed

by the probe word. Following Bever and McElree (1988) and

Featherston (2001), the sentence-initial noun phrase served as the

probe word in the target sentences. To prevent the participants

from anticipating the probe position, we set the probe word in

different regions of the filler sentences. The other half of the filler

sentences were followed by a “yes/no” comprehension task; for

instance, “It was Yamashita that Takahashi scolded last Tuesday.”

TABLE 2 Hypotheses, models, and prediction.

Hypothesis 1: PRO is distinguished from
Copy

Model (PRO+ Copy): Control has PRO and raising has Copy.

Model (Copy+ Copy): Both control and raising have Copy.

Prediction: Model (PRO+ Copy) will show lower

AIC.

Hypothesis 2: ECs cause the reactivation
e�ect

Model (ECs+ reflexive): ECs and reflexive cause the reactivation

effect (i.e., shorter probe word

recognition time).

Model (reflexive): Only reflexive causes the reactivation

effect (i.e., shorter probe word

recognition time).

Prediction: Model (ECs+ reflexive) will show lower

AIC.

for (15d). All the human-related proper and common noun phrases

consist of two characters and four morae in Japanese.

Procedures

The experiment was run on PCIbex (https://doc.pcibex.

net/), an online linguistic experiment hosting service (Zehr and

Schwarz, 2018). Before the main experiment, participants read the

instructions and received a maximum of three practice sessions.

Each session consisted of five practice trials. Only participants who

answered four or more trials correctly in any sessions were moved

to the main experiment. For example, when a certain participant

could answer four trials correctly in the first session, the second and

third practice sessions were skipped. If a certain participant failed to

get four or more scores in any session, the participant was refused

to participate in the experiment. The experiment took∼15–20min,

including the time to read the instructions and the practice parts. As

compensation, JPY 120 was paid to each participant.

In this experiment, we used a non-cumulative moving window

SPR paradigm and the probe word recognition priming technique. A

total of 30× 5 target sentences were distributed into five lists using

a Latin-square design. Thirty filler items were added to each list.

A total of 60 sentences shuffled in a pseudo-random order, with
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FIGURE 1

Self-paced reading (SPR) paradigm. Every sentence stimulus consisted of six phrases without showing ECs, brackets, or hyphens. Each sentence

began with a “+” mark to signal where the sentence started. After that, each sentence initially appeared as a series of underbars, with each underbar

corresponding to each region of the sentence. Each region appeared on a screen when the participants pressed the space bar. After the space bar

was pressed for the last region, the participant either received the probe word or the comprehension question. All the target sentences and half of

the filler sentences were followed by the probe word. The sentence-initial noun phrase served as the probe word in the target sentences. To prevent

the participants from anticipating the probe position, we set the probe word in di�erent regions of the filler sentences. The other half of the filler

sentences were followed by a “yes/no” comprehension task. For the examples of the probe word recognition task in this figure, the participants had

to answer “yes”, while for the example of the sentence comprehension task, they had to answer “no”.

no more than three targets or three fillers, can be presented in a

row. After every 20 items, the participants were encouraged to take

a short rest. Each sentence began with a “+” mark to signal where

the sentence started. After that, each sentence initially appeared as a

series of dashes, with each dash corresponding to each region of the

sentence (Figure 1). When the space bar was pressed, each region

showed up on a screen. The participant continued in this manner

until the end of the sentence. After the space bar press for the last

region, the itemwas removed from the screen. Then, the participant

either received the probe word or the comprehension question. The

probe word and the comprehension question were enclosed by two

angles. If the probe word was presented, the participant answered

“included” with the “F” key on the keyboard or “not included”

with the “J” key. If the comprehension question was presented, the

participant answered “yes” with the “F” key on the keyboard or “no”

with the “J” key.

Data analysis

Following Witzel and Witzel (2011), data trimming was

conducted in the following way. The data from participants (a)

with error rates of 30% or greater on the target and filler sentences

or (b) with error rates of 30% or greater on the target sentences

were eliminated from the analysis. The data set of one participant

was excluded based on these cut-off scores. For the probe word

recognition task, the data that were answered incorrectly were

eliminated from further analysis. Thus, 4.51% of the data were

eliminated in this way. We also excluded trials including the

reading time data or the probe word recognition time data longer

than 4 s. The data set of 1 participant was excluded based on this

procedure. Thus, 4.68% of the data were eliminated in this way. The

outlier reading time data for each region and the recognition time

data for the probe word were then trimmed as follows: the data that
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were two standard deviations above or below a subject’s mean for

a given region or task were replaced with the value two standard

deviations above or below the participants’ mean for that region or

task. Thus, 4.74% of the data were trimmed in this way.

As for statistical analyses, reading and response time data were

converted into natural logarithms. This study aims to compare

the ECs of raising and control structures. The property of ECs

was decided only when participants read Region 6 (verb position);

that is, the raising and control structures from Regions 1 to 5 had

no differences. Thus, our regions of interest were Region 6 and

the following probe word recognition time. To confirm whether

the behavioral data show the main effect of condition (Raising,

Control, Reflexive, Causative, and Baseline), we conducted one-

way repeated-measures analyses of variance (rANOVAs) for each

region, the probe word recognition time, and accuracy.We used the

“anovakun” function (version 4.8.7, http://riseki.php.xdomain.jp/

index.php?ANOVA%E5%90%9B) in R (version 4.2.1). For post-hoc

comparisons among the conditions, we applied Shaffer’s modified

sequentially rejective Bonferroni procedure.

For the above reason, LME models were only fitted for Region

6 and the probe word recognition time, using the lmerTest package

in R (Kuznetsova et al., 2017). Note that all conditions were

included in the following LME analyses. We first created the

most complicated models that included all the factors that may

affect the behavioral data as a fixed effect (i.e., the number of

θ-roles, characters, morpheme, clause types, reactivation effect,

and spillover effect) as shown in (16) (see also Introduction and

Table 1).

(16) Complex Model < − lmer (Region 6/Probe word

recognition time ∼ Frequency + Number of characters +

Number of θ-roles + Number of morphemes + Reactivation

effect + Spillover effect + Clause type + (1|Participant) +

(1|Item), data= Data).

The detailed description of each dependent variable is the

following. First, the frequencies of words were collected through

the Balanced Corpus of Contemporary Written Japanese (https://

chunagon.ninjal.ac.jp/ver. Chunagon 2.7.0) (Maekawa et al., 2013).

Second, the number of characters and the number of morphemes

were based on the (compound) verbs (Region 6) (Table 1). Third,

the number of θ-roles was collected from the entire sentence

(Raising = 3, Control = 4, Reflexive = 2, Causative = 4,

and Baseline = 2). Fourth, we assumed Raising, Control, and

Reflexive conditions cause the reactivation effect (these three

conditions were assigned the dummy argument 1, and the other

two conditions were assigned the dummy argument 0). We also

included the logarithmic time of the pre-critical region as a fixed

effect (spillover effect). Finally, we assumed raising, control, and

causative structures are bi-clausal, and the others are mono-

clausal (Raising, Control, and Causative conditions are assigned

the dummy argument 1, and the others were assigned the dummy

argument 0). Finally, the factor of θ-role types was not included as

a fixed effect, because both control and raising constructions assign

the same θ-role (2.2 Stimuli).

Both the participants’ and items’ intercepts were included

in the model as random factors (Baayen et al., 2008). We also

attempted to include random slopes as well, but we were forced

to simplify the random effects until convergence failure and

singularity warnings disappeared. Eventually, it was impossible to

include random slopes.

We excluded irrelevant factors in Region 6 and the probe

word recognition task by using the step function in the lmerTest

package, resulting in the following fixed and random effects. To

select significant factors, we used a stepwise backward elimination

method widely used in the model selection of the LME analyses

(Baayen, 2008; Matuschek et al., 2017).

(17) Region 6 ∼ Number of characters + Spillover effect

(reading times of Region 5)+ (1|Participant)+ (1|Item).

(18) Probe word recognition time ∼ Spillover effect (reading

times of Region 6) + Reactivation effect + Number of

morphemes+ (1|Participant)+ (1|Item).

We fitted the number of characters and spillover effect as fixed

effects, which showed significant effects, and added the ECs for the

reading time of Region 6, as shown in (19) and (20). It should be

noted that the variables of interest in our study were PRO, Copy,

Reactivation, and Reflexive, thus, we included these factors without

applying the stepwise variable selection in the following analyses.

We assigned the different dummy arguments for the Raising

and Control conditions for themodel (PRO+Copy) (PRO: Raising

condition has dummy argument 1 and the others have dummy

argument 0; Copy: Control condition has dummy argument 1 and

the others have dummy argument 0). On the other hand, we used

the same dummy argument for the Raising and Control conditions

for themodel (Copy+Copy) (Raising and Control conditions have

dummy argument 1, and the others have dummy argument 0).

(19) Model (PRO + Copy) < − lmer (Region 6 ∼ Number of

characters+ Spillover effect+ PRO+ Copy+ (1|Participant)

+ (1|Item), data= Data).

(20) Model (Copy + Copy) < − lmer (Region 6 ∼ Number

of characters + Spillover effect + Copy + (1|Participant) +

(1|Item), data= Data).

We also fitted the reactivation effect, spillover effect, and the

number of morphemes as fixed effects and added the ECs for the

reaction time of probe word recognition task, as shown in (21) and

(22). Same as in the above models (19) and (20), we assigned the

different dummy arguments for the model (PRO + Copy) and the

same dummy argument for the model (Copy+ Copy).

(21) Model (PRO + Copy) < − lmer (Probe word recognition

time ∼ Spillover effect + Reactivation effect + Number of

morphemes+ PRO+Copy+ (1|Participant)+ (1|Item), data

= Data).

(22) Model (Copy + Copy) < − lmer (Probe word recognition

time ∼ Spillover effect + Reactivation effect + Number

of morphemes + Copy + (1|Participant) + (1|Item), data

= Data).

We also fitted the spillover effect and number of morphemes as a

fixed effect for the reaction time of probe word recognition task,
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as shown in (23) and (24), to reveal the reactivation effect of ECs.

We created two models. One was the model which assumed ECs

and Reflexive conditions caused the reactivation effect (Raising,

Control, and Reflexive conditions have dummy argument 1, and

the other conditions have dummy argument 0). The other was

the model which assumed only the Reflexive condition caused the

reactivation effect (Reflexive condition has dummy argument 1,

and the other conditions have dummy argument 0).

(23) Model (ECs + Reflexive) < − lmer (Probe word

recognition time ∼ Spillover effect + Number of morphemes

+ Reactivation+ (1|Participant)+ (1|Item), data= Data).

(24) Model (Reflexive) < − lmer (Probe word recognition time

∼ Spillover effect + Number of morphemes + Reflexive +

(1|Participant)+ (1|Item), data= Data).

Previous studies reported reduced replicability of the results when

selecting variables based on their statistical significance (Henderson

and Denison, 1989; Mundry and Nunn, 2009). To check whether

or not the variable selection caused any problems, we also tested

the LMEmodels including all variables hypothesized to be relevant,

i.e., models without applying the stepwise variable selection. In the

LME analyses comparing PRO and Copy, we could not include the

number of θ-roles and the number of morphemes simultaneously

due to the convergence failure. Thus, we created two models:

One included all the variables except the number of morphemes,

while the other included all the variables except the number of θ-

roles. In addition, we included all variables without convergence

failure when comparing the model that ECs and reflexive cause

the reactivation effect with the model that only reflexive causes the

reactivation effect.

Results

The main e�ect of condition

Mean of the raw reading times for each region and the probe

word recognition times are summarized in Figure 2. The detailed

results of the probe word recognition times are shown in Figure 3A.

For Regions 1–5, there was no significant main effect of condition

[Region 1: F(4, 988) = 0.14, p = 0.97; Region 2: F(4, 988) = 0.21, p

= 0.93; Region 3: F(4, 988) = 0.28, p = 0.89; Region 4: F(4, 988) =

2.1, p = 0.081; Region 5: F(4, 988) = 1.8, p = 0.14]. For Region

6, we found a significant effect of condition [F(4, 988) = 9.4, p

< 0.0001]. Post-hoc comparisons showed that the reading times

of the Control condition were significantly longer than those of

the Baseline, Causative, and Reflexive conditions [vs. Baseline:

t(247) = 5.4, corrected p < 0.0001; vs. Causative: t(247) = 3.3,

corrected p = 0.0061; vs. Reflexive: t(247) = 4.1, corrected p =

0.0003]. In addition, the Raising condition also showed significantly

longer reading times than the Baseline and Reflexive conditions [vs.

Baseline: t(247) = 4.8, corrected p < 0.0001; vs. Reflexive: t(247) =

4.6, corrected p < 0.0001]. These results suggested that the Raising

and Control conditions were more demanding. For the probe

word recognition time, the effect of condition was also significant

[F(4, 988) = 13, p < 0.0001]. Post-hoc comparisons showed that

the probe word recognition time of the Causative condition was

significantly longer than other conditions [vs. Raising: t(247) = 4.4,

corrected p= 0.0001; vs. Control: t(247) = 4.2, corrected p= 0.0002;

vs. Reflexive: t(247) = 6.0, corrected p< 0.0001; vs. Baseline: t(247) =

5.3, corrected p< 0.0001]. These results indicate that the difference

of the sentence conditions changed the processing loads for the

probe word recognition task.

Themean accuracy under every condition was higher than 95%,

indicating the participants’ reliable and consistent judgments on

the task (Figure 3B). Furthermore, the rANOVA on the accuracy

showed that the effect of condition was not significant [F(4, 988)
= 0.55, p = 0.70], further suggesting that the task difficulty was

controlled among conditions.

Comparison of PRO and Copy

To investigate whether control and raising sentences have PRO

and Copy, respectively, we compared two models, i.e., models

(PRO + Copy) and (Copy + Copy), for Region 6 (verb position)

(Table 3). The model that hypothesizes PRO is distinguished from

Copy showed a lower AIC score3, suggesting that the participants

processed PRO and Copy differently. The summary of the results

from the best-fitting model (PRO + Copy) is shown in Table 3.

The main effects were found in the number of characters factor

and spillover factor, as well. The LME models including all relevant

variables, i.e., models without applying the stepwise variable

selection, showed similar results (Supplementary Tables S1, S2).

The result of model comparison for the probe word recognition

times is presented in Table 4. Contrary to the previous result,

the model hypothesizing that PRO is not distinguished from

Copy showed a lower AIC score. The summary of the results

from the best-fitting model (Copy + Copy) is also shown in

Table 4. The main effects were found in the spillover effect, the

number of morphemes, and Copy. The LME models without

applying the stepwise variable selection also showed similar results

(Supplementary Tables S3, S4). The number of morphemes was

not significant in this model, while the number of characters was

significant, reflecting a positive correlation between these variables.

Reactivation e�ect with ECs

To further examine whether ECs cause the reactivation effect,

we compared two models, i.e., models (ECs + Reflexive) and

(Reflexive), for the probe word recognition times. The result

of model comparison for the probe word recognition times is

presented in Table 5. The model which hypothesizes that both ECs

and the Reflexive cause the reactivation effect showed a lower AIC

score, suggesting the psychological reality of ECs. The summary

of the results from the best-fitting model (ECs + Reflexive)

is also shown in Table 5. The main effects were found in the

spillover effect, reactivation effect, and number of morphemes. The

LME models without applying the stepwise variable selection also

3 We compared models using Akaike information criterion (AIC), which is a

measure of model quality that is based on the log likelihood and number of

parameters of the model.
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FIGURE 2

Average reading times and probe word recognition times. Error bars represent the standard error of the mean (SEM). *Corrected p < 0.05.

showed similar results (Supplementary Table S5). In this model, the

number of morphemes was not significant, while the number of

characters was significant, reflecting a positive correlation between

these variables.

Discussion

In the present study, we investigated behavioral data of raising

and control sentences, using the SPR paradigm and the probe word

recognition priming technique with LME models (Figure 1), which

shows how certain independent factors affect the behavioral output

(Tables 1, 2). We found two striking results. First, we demonstrate

that the reading times of raising and control sentences in

Japanese were better explained by the LME model considering the

differences of ECs (Figure 2; Table 3), suggesting the psychological

reality of PRO and Copy. Secondly, we found a significant

reactivation effect for raising and control sentences, which have

ECs, and reflexive sentences without ECs (Table 5). These results

indicate that ECs are processed similarly to reflexive pronouns

(e.g., himself /herself ). Based on these results, we conclude that

raising and control sentences in Japanese have different ECs,

i.e., Copy and PRO, and that ECs have psychological reality.

Our results demonstrate that behavioral experiment based on

theoretical linguistics, which is the first step for developing linking

hypotheses that meaningfully relate neural circuits to syntactic

processing (Krakauer et al., 2017), is indeed necessary for testing

hypotheses proposed in theoretical linguistics. A more formulated

hypothesis that compares raising and control structures is needed

for further studies.

Previous experimental studies contributed to revealing

syntactic characteristics of ECs on human sentence processing,

but their studies are still unsatisfactory. The problem with

previous studies is that they do not consider other factors

that may influence the behavioral data and ERP. As shown in

Table 1, control and raising sentences have other differences

along with the difference between PRO and Copy. First, control

predicates assign two θ-roles to an internal and external

argument. Contrarily, raising predicates assign only one θ-role

to an internal argument. There is a difference between raising

and control structures in terms of the number of θ-roles.

Second, Pesetsky (1991) reported that many control predicates

assign “Irrealis” to an internal argument, but raising predicates

assign “Proposition” to an internal argument. There is another

difference between raising and control structures in terms of

the types of θ-roles. Therefore, it is too early to conclude that

the observed differences in previous studies were really derived

from the difference of ECs. To solve the problems of previous

experimental studies, LME models were used to show how

certain independent variables affect a dependent variable and

Japanese stimuli were used because of the same θ-role to an

internal argument.
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FIGURE 3

Probe word recognition times (A) and accuracy (B). Error bars represent the standard error of the mean (SEM). *Corrected p < 0.05, n.s., not

significant.

TABLE 3 Model comparison (ECs) and results of the LME models for Region 6.

Models No. parameters AIC Log likelihood Deviance χ2 df p

Model (PRO+ Copy) 8 5,539.1 −2,761.6 5,523.1 4.85 1 0.028

Model (Copy+ Copy) 7 5,542.0 −2,764.0 5,528.0 0.146 1 0.70

Model (PRO + Copy) Estimate SE t-value df p

(Intercept) 4.2 0.10 39.7 1,990 <0.0001

Number of characters 0.072 0.013 5.40 138.1 <0.0001

Spillover effect 0.32 0.014 22.8 6,851 <0.0001

PRO 0.043 0.038 1.15 138.1 0.25

Copy −0.036 0.042 −0.863 136.9 0.39

As shown in Figure 3B, the results of rANOVA showed

no significant difference on Regions 1–5 and the accuracy. As

our regions of interest were Region 6 and the probe word

recognition time, we investigated them in detail, using LME

models. We found that the number of characters and the

reading time of the pre-region strongly affect the reading time

(Table 3). Furthermore, the spillover effect, number of morphemes,

and Copy firmly influenced the probe word recognition time

(Tables 4, 5).

Moreover, there is a significant difference between raising and

control constructions in the SPR paradigm, as shown in Figure 2

and Table 3. These results support the theory that distinguishes

between PRO andCopy. However, Figure 3A and Table 4 seemingly

show the opposite result, which may support MTC. It is worth

noting that the SPR and the probe word recognition task might

reflect different mental processes. Online sentence processing may

be strongly reflected in the SPR paradigm. Furthermore, a memory

retrieval process may be reflected in the probe word recognition
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TABLE 4 Model comparison (ECs) and results of the LME models for the probe word recognition task.

Models No. parameters AIC Log likelihood Deviance χ2 df p

Model (PRO+ Copy) 9 1,507.2 −744.6 1,489.2 0.115 1 0.74

Model (Copy+ Copy) 8 1,505.3 −744.7 1,489.3 5.04 1 0.025

Model (Copy + Copy) Estimate SEM t-value df p

(Intercept) 5.7 0.095 60.7 309.7 <0.0001

Spillover effect 0.12 0.0085 14.3 6,105 <0.0001

Number of morphemes 0.10 0.030 3.45 139.1 0.0007

Reactivation effect −0.031 0.030 −1.02 138.2 0.31

Copy −0.089 0.040 −2.24 138.7 0.027

TABLE 5 Model comparison (reactivation e�ect) and results of the LME model for the probe word recognition task.

Models No. parameters AIC Log likelihood Deviance χ2 df p

Model (ECs+ reflexive) 7 1,508.4 −747.2 1,494.4 19.6 2 <0.0001

Model (reflexive) 7 1,523.4 −754.7 1,509.4 0 0 N/A

Model (ECs + reflexive) Estimate SEM t-value df p

(Intercept) 5.9 0.076 77.6 561.2 <0.0001

Spillover effect 0.12 0.0085 14.3 6,107 <0.0001

Reactivation effect −0.081 0.020 −4.07 140.0 <0.0001

Number of morphemes 0.053 0.020 2.65 140.6 0.0090

task. These results do not contain inconsistencies andmight merely

reflect different mental procedures.

From the results shown in Figure 2 and Table 3, it is natural

to conclude that PRO is distinguished from Copy. The behavioral

data of the probe word recognition task showed no difference

between raising and control sentences; however, it is very likely that

neural processes will show the difference as reported in Featherston

et al. (2000). Contrastingly, it is unnatural to hypothesize that

the different, or contrary, behaviors are derived from the same

neural process.

Although MTC has theoretically attractive points, it has

many descriptive and theoretical problems. MTC is motivated

to eliminate construction-specific PRO and module. Until

the Government and Binding Theory, control phenomena

were analyzed regarding a construction-specific grammatical

primitive, PRO and a construction-specific interpretive system,

the control module. Hornstein’s analysis was supported in

English and other languages (Boeckx and Hornstein, 2006;

Fujii, 2006; Takano, 2010). However, Hornstein’s proposal has

received crucial criticism (Culicover and Jackendoff, 2001;

Landau, 2003; Bobaljik and Landau, 2009; Ndayiragije, 2012;

Wood, 2012). One of the descriptive problems is how to

distinguish the differences of behavior of raising and control

sentences, which are explained by the different ECs, i.e., PRO

and Copy. For example, Takano (2000) pointed out that cleft

sentences can be derived from control constructions, but

cannot be derived from raising constructions as shown in

(25) and (26). In Hornstein’s analysis, it is difficult to explain

this difference.

(25) It was [PRO to be frank] that John tried. (Takano, 2000).

(26) ∗It was [John to be frank] that John seemed. (Takano, 2000,

partially modified).

In addition, Hornstein’s analysis faces a theoretical issue that

deals with adjunct control. Since Ross (1967), the prohibition of

extracting from an adjunct is known as adjunct island. Therefore, a

simple A-movement cannot be applied to adjunct control. To solve

this problem, Hornstein (2000) proposed that the operation Copy

and Merge should be allowed to apply freely between Workspaces,

yielding Sidewardmovement. However, the Sidewardmovement has

been widely criticized by researchers (Landau, 2003, 2007), because

it over-generates non-existing ungrammatical sentences. In short,

Hornstein’s proposal faced the descriptive and theoretical issues.

Thus, the conclusion of our study is recognized as appropriate in

generative syntax.

Our study also indicated that ECs cause the reactivation

effect and have psychological reality (Table 5). This conclusion

is appropriate, especially in theoretical linguistics. It has been

proposed that ECs have no phonetic features, but have the same

syntactic features as pronounced constituents.

Bever and McElree (1988) found that sentences with Copy

evoked significantly faster response times than control sentences

with PRO. However, Featherston (2001), who conducted a

replication study of Bever and McElree (1988) using German

sentences, reported no significant differences between PRO and

Copy on the probe word recognition times, which were the same

as ours. Therefore, we assumed these controversial results were

derived from word order differences. English takes SVO order in
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a complement clause, while both Japanese and German take SOV

order in a complement clause.

Regarding the reactivation effect, Bever and McElree (1988)

also reported that sentences with ECs and pronouns showed

significantly faster response times than sentences without ECs.

However, Featherston (2001) reported that sentences with ECs and

pronouns did not show significantly faster probe word recognition

times than those without ECs. Our results also showed no

significant differences between the Raising, Control, and Reflexive

conditions, which may cause the reactivation effect, and the

Baseline condition on the probe word recognition times. We

assumed that the difference in the word order could also explain

these different results. English takes SVO order, while the Baseline

conditions of our study and Featherston’s study used SOV order.

Therefore, the information of the object was active in English

sentences because of SVO order and caused a stronger intervention

effect in a memory retrieval process than in the Japanese and

German studies. Contrarily, the information of the object was less

active in Japanese and German because of the SOV order, which

caused a weaker intervention effect.

As explained in the Introduction, we expected that the

reactivation effect was related to the Raising, Control, and Reflexive

conditions (see also Tables 1, 2). The results of LME models for

the probe word recognition task demonstrated that the model

that assumed the reactivation effect for the above three conditions

was better than the model that assumed the reactivation effect for

the Reflexive condition alone (Tables 5; Supplementary Table S5),

which supported our Hypothesis 2. Moreover, the estimate of the

reactivation effect was negative, further indicating that the probe

word recognition times became shorter under these conditions.

On the other hand, post-hoc comparison between the Reflexive

and Baseline conditions was not significant. This result may seem

odd because the Reflexive condition included a reflexive pronoun,

which referred to the probe word, predicting shorter probe word

recognition time than the Baseline condition. However, we think a

simplemono-clausal construction of the Reflexive condition, which

may cause a floor effect, can explain this result. Featherston (2001)

also reported similar results, that is, mono-clausal sentences caused

faster probe word recognition times than bi-clausal sentences.

Moreover, the numbers of morphemes and θ-roles were smaller in

the Reflexive condition than in the Raising and Control conditions

(Table 1). Furthermore, the reading times of the pre-critical region

(Region 6) under the Reflexive condition were shorter than those of

the Raising and Control conditions (Figure 2), which may decrease

the spillover effect. These factors were also related to the floor effect

and reduced the reactivation effect in the Reflexive condition.

We also tested the LME models without applying the

stepwise variable selection method (Supplementary Tables S1–S5).

The models in which PRO was distinguished from Copy showed

lower AIC scores in Region 6 (Supplementary Tables S1, S2).

Moreover, the models in which PRO was not distinguished

from Copy also showed lower AIC scores in the probe word

recognition task (Supplementary Tables S3, S4). Finally, the models

where both ECs and reflexive caused the reactivation effect

showed lower AIC scores in the probe word recognition task

(Supplementary Table S5). Taken together, these LME models

supported the same conclusion as the models applying the stepwise

variable selection methods.

To further investigate the neural processes of ECs, it is

necessary to conduct experimental studies using neuroimaging

techniques, such as ERP and fMRI. In the early years of

experimental research, especially event-related potential (ERP)

research, researchers focused primarily on syntactic (Neville et al.,

1991; Osterhout and Holcomb, 1992; Friederici et al., 1993) and

semantic (Kutas and Hillyard, 1980) violations and their electric

indices, the LAN, N400, and P600. Moreover, neuroimaging studies

using functional magnetic resonance imaging (fMRI) also focused

on the neural basis of syntax (Dapretto and Bookheimer, 1999;

Embick et al., 2000; Hashimoto and Sakai, 2002; Friederici et al.,

2003; Musso et al., 2003). Recent fMRI studies have further

examined the neural basis of a fundamental syntactic operation of

human language, Merge, i.e., a simple and primitive combinatory

operation that takes n syntactic objects and forms an unordered

set of the syntactic objects (Chomsky, 1995). For instance, we

demonstrated that the number of recursive applications of Merge

accounted for syntax-selective activations in the left inferior frontal

gyrus (L. IFG) (Ohta et al., 2013b; Tanaka et al., 2019; see also

Ohta et al., 2013a for review). Other fMRI studies also reported

that the L. IFG is crucial for the Merge operation (Zaccarella and

Friederici, 2015; Zaccarella et al., 2017;Wu et al., 2019; Trettenbrein

et al., 2021). Moreover, a growing body of work uses computational

models to predict neural activity during sentence comprehension

or production (Brennan et al., 2016; Hale, 2016; Li and Hale, 2019;

Oseki and Marantz, 2020). For example, Brennan et al. (2016)

reported that the number of nodes predicted the time course

of participants’ fMRI BOLD signal while they were listening to

a natural story. In addition, neurostimulation techniques, such

as transcranial electrical stimulation and transcranial magnetic

stimulation, are also necessary to reveal causal relationships

between language processing and neural activation. Furthermore,

other types of control sentences proposed in theoretical linguistics,

such as NOC, Adjunct control, and split control, should be

examined in future studies.

Conclusion

To investigate the differences between raising and control

sentences and whether or not ECs are psychologically real, we used

the non-cumulative moving window SPR paradigm and the probe

word recognition priming technique. As a result, we found that (1)

raising and control sentences in Japanese have different ECs, i.e.,

Copy and PRO, and that (2) ECs cause the reactivation effect and

they have psychological reality.
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