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Introduction

The human brain is an astonishingly powerful computational device, capable of feats

yet to be matched by machines. One impressive example is the brain’s ability to selectively

attend to specific objects in a complex scene with multiple objects. For example, at a

crowded cocktail party, we can look at a friend and hear what they are saying in the midst

of other speakers, music, and background noise. Such multisensory filtering allows us to

select and process important objects in a complex scene, a process known as Complex

Scene Analysis (CSA) (Cherry, 2005; Haykin and Chen, 2005; McDermott, 2009). In stark

contrast, millions of humans worldwide with disorders such as ADHD (Mihali et al., 2018;

Fu et al., 2022), autism (Marco et al., 2011; Lolk, 2013), and hearing losses (Marrone et al.,

2008) find such complex scenes confusing, overwhelming and debilitating. Thus, brain-

computer interfaces (BCIs) and assistive devices for CSA have the potential to improve the

quality of life for many humans.

Recently, we proposed a brain-inspired algorithm for auditory scene analysis based on

a model of cortical neurons (Maddox et al., 2012; Dong et al., 2016; Chou et al., 2022). This

algorithm has the potential to be applied in assistive devices for CSA. However, a critical

piece of information required by the algorithm is the spatial location of the target stimulus.

Thus, a portable and non-invasive technology that can decode the spatial location of the

attended target stimulus during CSA would greatly facilitate the development of BCIs and

assistive devices for CSA. In addition, a technology that provides insights into specific brain

regions that play a significant role in decoding the attended location has the potential to

advance our understanding of fundamental brain mechanisms underlying CSA in both

normal and impaired humans.

Functional near-infrared spectroscopy (fNIRS) is a non-invasive neuroimaging

technique that measures changes in oxygenated (HbO2) and deoxygenated hemoglobin

(HbR) in the cerebral cortex (Chance et al., 1993; Girouard and Iadecola, 2006). Due

to its portability and low cost, fNIRS has been used in Brain-Computer Interface

(BCI) applications (Naseer and Hong, 2015). Previously, fNIRS has been applied to

various aspects of auditory science such as classifying different sound categories (Hong

and Santosa, 2016), identifying spatial locations of noise stimuli (Tian et al., 2021),

characterizing hemodynamic responses to varying auditory stimuli (Pollonini et al., 2014;

Steinmetzger et al., 2020; Luke et al., 2021), and investigating informational masking
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(Zhang et al., 2018, 2021). However, to date, fNIRS has not been

applied to decode auditory and visual-spatial attention during CSA,

and thus, no such dataset exists yet.

Here, we collected brain signals with fNIRS during the

presentation of audio-visual stimuli in the presence of competing

stimuli from multiple locations in order to mimic complex natural

scenes. We targeted the dorsal frontoparietal network including

frontal eye field (FEF) and intraparietal sulcus (IPS) as well as

superior temporal gyrus/planum temporale (STG/PT), which were

shown to be activated by auditory, visual, or audio-visual spatial

tasks in fMRI (Shomstein and Yantis, 2006; Deouell et al., 2007; Wu

et al., 2007; Smith et al., 2010; Van der Zwaag et al., 2011; Michalka

et al., 2015, 2016) and simultaneous magnetoencephalography

(MEG)/electroencephalogram (EEG) studies (Larson and Lee,

2013). We also recorded task performance by asking the subjects

to identify the content of audio-visual stimuli that they were asked

to attend to.

Both visual and auditory cues play an important role in CSA.

One important observation made in the last few decades is that

visual and auditory modalities can influence each other as shown

in psychophysical, neurophysiological, and neuroimaging studies.

These studies suggest the idea that perception combines features

from both visual stimuli and auditory stimuli to form a single

auditory-visual object (Bizley et al., 2016). Both auditory and visual

features can contribute cross-modally to enhance auditory or visual

object formation, which in turn, can enhance attention operating

on auditory (Busse et al., 2005; Serences et al., 2005; Shomstein

and Yantis, 2006; Maddox et al., 2015) or visual objects (Desimone

and Duncan, 1995; Knudsen, 2007). Cross-modal influences have

been demonstrated via activation or modulation in primary visual

cortex by auditory stimuli (Petro et al., 2017), single-unit and

local field potential modulation in primary auditory cortex by

visual stimuli (Bizley et al., 2007; Kayser et al., 2008) and fMRI

study on humans (Calvert et al., 1999, 2001; Laurienti et al.,

2002; Martuzzi et al., 2006). Thus, employing auditory-visual

objects to investigate CSA has the potential to reveal additional

aspects of CSA beyond paradigms that utilize auditory stimuli

alone, e.g., EEG-based auditory attention decoding algorithms. Our

experimental paradigm uses multiple videos of individual speakers

talking to simulate a cocktail party like setting. We also employ

fNIRS to decode the attended location. fNIRS has higher spatial

resolution and is less prone to movement artifacts compared to

EEG. Moreover, fNIRs enables the measurement of brain activity

under less restricted conditions compared to fMRI where subjects

are required to be in a supine position. Thus, fNIRS has the

potential to complement these other modalities to provide insight

into CSA in more naturalistic settings.

This report provides an open-access fNIRS dataset that can be

used to develop, test, and compare machine learning algorithms

for classifying attended locations based on the fNIRS signals on

a single trial basis. In total, we have collected ∼990 trials in 11

subjects (30 trials in each condition for 3 conditions, 90 trials per

subject for 11 subjects). Our sample preliminary analysis using

Linear Discriminant Analysis (LDA) shows robust decoding of

attended spatial location for more than half of our subjects for

two class classification (individual subject accuracy provided in

Table 1), demonstrating its potential for BCI systems in noisy

environments. This dataset will be available for scientists and

students for further analysis and exploration and enable posing and

testing new hypotheses regarding spatial information processing.

Analysis code for two-class and three-class classification performed

in this paper is publicly available on GitHub at https://github.com/

NSNC-Lab/fNIRS_DecodingSpatialAttention.

Methods

Participants and demographics

Sixteen adults with normal hearing (age 19–48, 8 males and

8 females) were recruited for this study in accordance with the

Institutional Review Board of Boston University, out of which only

11 (five males and six females) were included in analysis after

exclusion criteria (exclusion criteria details are provided on Table 1

caption). A COVID-19 protocol was developed and strictly adhered

to. Participants were screened to exclude those with history of

major head trauma or neurological or psychiatric disorder, those

who are taking psychoactive medication, those with facial or scalp

eczema, those with abnormal or non-contact-corrected vision, and

those with abnormal hearing or hearing impairment. Participants

were briefed and consented before partaking in this study and were

compensated for their time.

Experimental paradigm

Participants were seated in front of 3 monitors, located at

locations equidistant from the subject: center or 0◦, 45◦ to the left,

and 45◦ to the right. The subjects were instructed to rest their

chin on a chin rest throughout the experiment to discourage head

movements. The subjects were asked to refrain from movements

during the tasks except for answering the questions at the end of

each trial. The auditory stimuli were delivered via an earphone

(ER-1 Etymotic Research Inc.) with ear tips (E-A-RLink 3A Insert

Eartips), and corresponding videos were displayed on themonitors.

The videos used in the experiment are from AVSpeech, a publicly

available dataset (Ephrat et al., 2018, https://looking-to-listen.

github.io/avspeech/index.html). Videos were screened to include

only those with English language and only those where speakers

are alone in the videos. In the case there were two people in the

video, strictly, only one person was talking. For each trial, a 2-

s long audio-visual cue was delivered randomly at one of the 3

locations in the form of a white cross against a black background

and a 2 kHz pure tone linearly ramped in the first 0.5 s. The

subjects were instructed to listen to the cue and pay attention

to the speaker at the cued location. The cue was followed by

three videos, one for each location, one of which was the target

speaker, and the remaining two were the maskers. The stimuli

were followed by two multiple-choice questions on the center

monitor, each question containing five possible choices. The first

question was related to face identification, and the second was

related to transcript identification. In the face identification task,

the subjects were presented with five different faces and were tasked

with correctly identifying the face of the target speaker shown
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TABLE 1 Individual subject behavioral performance, classification accuracy, and statistics.

Subjects Audio and visual
correctness (%)

Number of
channels pruned

(at SNR 1.5)

CV accuracy in
percentage
(2 class)

CV accuracy in
percentage
(3 class)

One way ANOVA statistics for three class features

ANOVA (F-statistic,
p-value)

Between class p-values

Left (L) and
Right (R)

Left (L) and
Center (C)

Right (R) and
Center (C)

8 94.44 2 95 67 (35.86, 4.18e-16) (L,R, 1.03e-4) (L,C, 4.3e-17) (R,C, 2.87e-5)

10 48.89 12 55 34 (4.58, 0.103) (L,R, 0.2026) (L,C, 0.4145) (R, C, 0.0073)

12 93.33 18 92 84 (21.71,4.36e-10) (L,R, 3.26e-10) (L,C, 6.82e-5) (R, C, 0.0612)

13 96.67 8 60 33 (1.19,0.305) (L,R, 0.6038) (L,C, 0.2766) (R, C, 0.8217)

14 77.78 10 66 46 (18.61, 1.02e-8) (L,R, 0.3267) (L,C, 9.81e-9) (R, C, 3.46e-4)

15 74.44 2 55 35 (30.39, 9.41e-14) (L,R, 3.6e-7) (L,C, 2.51e-14) (R, C, 0.0174)

16 94.44 11 92 62 (24.3,3.38e-11) (L,R, 1.9e-9) (L,C, 0.9417) (R, C, 1.06e-8)

17 80 21 68 33 (3.73,0.242) (L,R, 0.0334) (L,C, 0.9546) (R, C, 0.0614)

18 96.67 20 65 33 (7.85,0.004) (L,R, 2.305e-4) (L,C, 0.1282) (R, C, 0.1149)

19 96.67 7 83 42 (6.55,0.0015) (L,R, 0.0058) (L,C, 0.0043) (R, C, 0.9998)

20 83.33 25 66 49 (0.07,0.93) (L,R, 0.9943) (L,C, 0.9521) (R, C, 0.9363)

21 81.11 19 86 55 (1.09,0.336) (L,R, 0.3164) (L,C, 0.5264) (R, C, 0.8999)

22 78.89 5 75 40 (11.98,6.63e-6) (L,R, 6.27e-7) (L,C, 0.0012) (R, C, 0.3530)

23 78.89 18 65 46 (7.31,0.0007) (L,R, 0.0016) (L,C, 0.9591) (R, C, 0.0033)

24 95.56 6 92 33 (9.06,0.0001) (L,R, 2.51e-4) (L,C, 0.9344) (R, C, 0.0018)

25 48.89 12 50 30 (8.31,0.0003) (L,R, 0.2033) (L,C, 0.0299) (R, C, 2.16e-4)

Subjects highlighted in green are included and the ones highlighted in red are excluded. The criteria for exclusion are the number of channels pruned at SNR 1.5 - if 20 or more channels are pruned, they are excluded from further analysis, and behavioral response

correctness - if they scored below 70% in both face and transcript identification tasks. One way ANOVA test was performed to compare features for left, right, and center conditions. F-statistic and p-values are reported for ANOVA, and between class comparisons

p-values are reported using Tukey-Kramer method in MATLAB.
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in the video (“Who was the target speaker?”). In the transcript

identification task, the subjects were presented with five different

transcripts and were tasked with correctly identifying the transcript

spoken by the target speaker in the video (“What was the target

speaker saying?”). A trial was counted as correct if the participant

correctly identified both the face and the transcript spoken by the

target speaker. Upon the completion of two questions, a blank

black screen of jittered duration with uniform distribution between

14 and 16 seconds appeared. Thereafter, an instruction to press

the spacebar to begin the next trial was displayed on the center

monitor. While the audio-visual cue and the video clip lasted 2

and 3 s respectively, the subjects had 20 s in total to answer both

multiple-choice questions, but they could move on to the next trial

by pressing the space bar immediately after they finished answering.

Figure 1 shows the schematic of experiment setup and the timeline

of trial progression.

Data acquisition

fNIRS data were collected using continuous wave fNIRS (CW6,

Techen System) using 690 nm and 830 nm wavelengths, with

a 50Hz sampling rate. Multiple channels were supported with

frequency multiplexing. The fNIRS recording software was synced

to the stimulus presentation with the Neurospec MMB70-817

triggerbox (Neurospec AG, Switzerland). Fifty-six cm Landmark

Cap (EasyCap, Herrsching, Germany) was used for all the subjects.

Measurements

fNIRS probe design
The probe (optode array) was designed in publicly available

AtlasViewer software (https://github.com/BUNPC/AtlasViewer)

(Aasted et al., 2015). The probe contains 12 sources, 17 long-

separation detectors, and 6 short-separation detectors (SS), for a

total of 30 long-separation channels (with an exception for one

subject who had 14 sources, 19 long-separation detectors, and

8 short-separation detectors, for a total of 34 long-separation

channels). The long-separation detectors were placed 30mm from

the sources whereas SS detectors were placed 8mm from the

sources. The probe covered the dorsal frontoparietal network

including the frontal eye field (FEF) and intra-parietal sulcus

(IPS) as well as the superior temporal gyrus/planum temporal

(STG/PT). Figures 2A, B shows the sensitivity profile for the fNIRS

probe geometry.

Data structure and format

The fNIRS dataset consists of 90 trials each for 11 subjects. The

behavioral dataset consists of recorded responses of the subject

during each trial and actual answers to the questions asked to

the subjects during each trial. fNIRS dataset is in “.snirf” format,

and the behavioral dataset is in “.mat” format. Brain Imaging

Data Structure (BIDS) compliant fNIRS dataset can be found

on OpenNeuro (doi: 10.18112/openneuro.ds004830.v1.0.0).

The behavioral dataset and the data structure details for

both fNIRS and behavioral data can be found in the

derivatives folder under “Experimental and Behavioral

Dataset description.docx.”

Preliminary analysis and data quality
assessment

Preliminary fNIRS data preprocessing and analysis were done

using publicly available Homer3 software (https://github.com/

BUNPC/Homer3) (Huppert et al., 2009). Version of the Homer

software used for preliminary analysis is included in GitHub along

with custom scripts. Baseline classification analysis using LDA was

done using custom code provided at: https://github.com/NSNC-

Lab/fNIRS_DecodingSpatialAttention.

Signal-to-noise ratio

We excluded subjects that had at least 20 channels pruned

using a cutoff of SNR = 1.5, where SNR was estimated as the

mean divided by the standard deviation of raw intensity of the

fNIRS signal.

fNIRS pre-processing

Raw light intensities were converted to optical densities using

the mean signal as the arbitrary reference point. Motion artifacts

in optical density (OD) were identified and corrected with targeted

Principal Component Analysis (PCA) before applying criteria for

automatic rejection of stimulus trials (Yücel et al., 2014). OD

signals were band-pass filtered between 0.01Hz and 0.5Hz with

a 3rd order zero-phase Butterworth filter. The filtered OD was

converted to chromophore concentration changes. The differential

path length factor was held fixed at 1, and the concentration unit

is in Molar∗mm (Scholkmann and Wolf, 2013). Finally, systemic

physiological signal clutter was regressed out using a GLM with

short-separation channels modeling the signal clutter (Gagnon

et al., 2014; von Lühmann et al., 2020). Each regular channel was

assigned an SS channel with the highest correlation (Gagnon et al.,

2014).

For Hemodynamic response function (HRF) modeling, we

fitted the GLM model to each subject. The GLM fitting here used

two classes of regressors: HRF for each condition and the systemic

signal clutter. The temporal basis functions used to model the

HRF consisted of a sequence of 16 Gaussian functions, spaced 1 s

apart, with a typical width of 1 s (Gagnon et al., 2011). This flexible

model offers better fitting of the HRF shape at the expense of more

parameter estimations than the typical canonical hemodynamic

response function (Lindquist et al., 2009). Short-separation (SS)

fNIRS signals were used as physiological regressors.

Fitting the GLM regression model to the entire data first before

cross-validating the trials would result in information leakage (von

Lühmann et al., 2020). In order to avoid leakage, we cross-validated

both the GLM regression and classification steps. In each fold of the
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FIGURE 1

Schematic diagram of the experiment and trial. (A) Schematic diagram of experimental setup. Subject is seated in front of 3 spatially separated
monitors, one at −45◦ to the left, one at 45◦ to the right, and one at 0◦ at the center. Audio is delivered via earphone. (B) Timeline of trial. The time at
the right indicates the length of di�erent parts of the trial. A cue in the form of a white cross accompanied by a pure ramping tone of 2 kHz randomly
appears at one of the three locations to indicate the location of the target stimuli at the start of the trial. Next, 3 video clips are displayed
simultaneously for 3 s. Next, two multiple-choice questions are displayed at the center monitor, to be answered with a keyboard. 1st question is to
identify the face of the speaker, 2nd question is to identify the transcript spoken by the target speaker. Subject has up to 25 s to answer both
questions. Upon the completion of the questions, a blank screen of jittered duration between 14 and 16 s follows. Next, instruction to press the space
bar is displayed at the center monitor to begin the next trial.

FIGURE 2

(A, B) fNIRS probe design with 12 sources, 17 regular separation detectors, 6 SS detectors. The sensitivity profile for the probe geometry is shown.
Sources and detectors are denoted by red and blue square boxes respectively. The color scale represents the relative sensitivity in log10 units (Aasted
et al., 2015). The longer yellow lines represent regular channels, and the shorter yellow lines represent short separation channels.

cross-validation, we fitted the GLMmodel to a training dataset and

estimated regression coefficients using the Ordinary Least Squares

(OLS)method. Then the short separation regression coefficients (SS

coefficients) estimated from the training set are used for the test set

where the individual trials are the difference between the measured

fNIRS signals and the systemic physiological regressor weighted
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FIGURE 3

Hemodynamic Response Functions (HRFs) of two of the example channels, one from each hemisphere. Top panel represents 1(HbO), middle panel
represents 1(HbR), and bottom panel represents 1(HbT). Left column represents the channel from the left hemisphere and the right column
represents the channel from the right hemisphere. Blue line represents GLM-fitted HRF responses to left stimuli and red line for right stimuli. Shaded
regions represent 95% confidence intervals. The first black vertical line at 0th second represents the cue onset and the second vertical black line
represents the movie o�set. The movie starts at the 2nd second.

by the SS coefficients. Figure 3 shows the GLM fitted group level

HRF for one of the example channels from each hemisphere for

the readers to visualize the signals from which the features were

extracted during classification.

Table 1 shows individual subject’s data. It consists of behavioral

data in terms of correctness of responses in both face and transcript

identification tasks, number of channels pruned at SNR threshold

of 1.5, individual subject’s CV accuracy, and one way ANOVA

results.

Classification

As a baseline analysis, we used LDA with linear shrinkage

of the covariance matrix (Ledoit and Wolf, 2004). We tested

2-class classification between left (-45◦) and right (45◦) spatial

locations. The features used were the area under the curve of the

Hemodynamic Response Function (HRF) with total hemoglobin

(HbT). The features were used from an incremental window where

all windows start at 0th second (cue onset). Window lengths tested

here are 0 to 0.1, 0.2, 0.5, 1, 1.5, 2, 3, 4, and 5 s. We performed

10 repetitions of 5-fold nested cross-validation (CV). Classifier

test performance metric used is Cross Validation accuracy. We

achieved a mean CV accuracy of ∼73% for 2 classes and ∼45%

for 3 class classification at 5 seconds window. Table 1 shows the

individual subject accuracy for both 2 class and 3 class classification.

Figure 4 shows the average CV accuracy across the subjects

when all of the channels were used (from all targeted regions

of interest).
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FIGURE 4

Average CV accuracy across 11 subjects when all regions of interest (ROI) are considered. All windows start at 0 s (cue onset). Decision window
lengths tested here are 0 to 0.1, 0.2, 0.5, 1, 1.5, 2, 3, 4, and 5 s. The pink line indicates statistical significance for p = 0.05 using a two-tailed t-test and
the given standard deviation from our cross-validation accuracies across subjects at window length 1 s. Error bars represent 95% confidence intervals
(counting each subject’s model performance accuracy as one sample point).

Summary

Here, we presented an fNIRS dataset from 11 subjects, along

with a behavioral dataset for decoding of attended audio-visual

location. We include the custom MATLAB scripts for two-class

and three-class classification. We also provide a link to the pre-

processing code repository that includes any modification to the

Master Homer3 package. This dataset can be used to train, test,

and validate machine learning models for attention-based BCIs on

a single trial basis.
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