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Online research has advantages over in-person research; it’s cost-efficient, 
scalable, and may increase diversity. Researchers collecting data online can assess 
protocol performance with classification models like a decision tree. However, 
challenges include attrition, lack of testing environment controls, technical 
limitations, and lack of face-to-face rapport and real time feedback. It is necessary 
to consider human factors of the teleresearch process from recruitment to data 
collection. Here we  document the impact of protocol optimizations on social 
media engagement and retention between a pilot sample of Veterans (n  =  26) 
and a post-optimization sample of both Veterans and civilians (n  =  220) recruited 
from Facebook advertisements. Two-sided tests for equality of proportions were 
statistically significant: advertisement views leading to clicks increased by 23.8% 
[X2(1)  =  130.3, p  <  0.001] and completion of behavioral tasks increased by 31.2% 
[X2(1)  =  20.74, p  <  0.001]. However, a proportion of participants dropped out of the 
study before completion for both samples. To explore why, a C5.0 decision tree 
was used to find features that classify participant dropout. The features chosen by 
the algorithm were nicotine use (100%) and cannabis use (25.6%). However, for 
those completing the study, data quality of cognitive performance was similar for 
users and nonusers. Rather than determining eligibility, participants who endorse 
using nicotine, or both nicotine and cannabis, may have individual differences 
that require support in online protocols to reduce drop out, such as extra breaks. 
An introduction page that humanizes participants’ lifestyle habits as a naturalistic 
benefit of remote research may also be  helpful. Strategies are discussed to 
increase engagement and improve data quality. The findings have implications for 
the feasibility of conducting remote research, an increasingly popular approach 
that has distinct challenges compared to in-person studies.
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1. Introduction

There has been a proliferation of remote data collection methods that participants can 
complete from home on their personal computers and devices. Teleresearch is a term used to 
describe research protocols that incorporate, either fully or partially, digitalized, remote 
adaptations of traditional, in-person research activities. In-person methods may include flyers 
or tabling for recruitment, hard copy consents, paper-and-pencil surveys or cognitive 
assessments, and sending compensation checks in the mail. Teleresearch uses modalities like 
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video interfacing, digital document signing, social media advertising, 
browser-based data collection, and electronic gift cards. Teleresearch 
is cost efficient, reaches a wide audience, reduces paper waste, and may 
reduce barriers associated with in-person data collection like 
geographic location. Teleresearch methods have been applied in both 
empirical research (Mills-Finnerty et al., 2021, 2023) and clinical trials 
(Ahmadi et al., 2018; Badran et al., 2022; Beg et al., 2022; Davies et al., 
2022; Simmons et  al., 2022). Many aspects of research can 
be implemented in a remote format, but this comes with challenges, 
such as high attrition rates of participants who enroll (as much 
as 25%).

The wider adoption of remote modalities due to COVID-19 has 
demonstrated that research can be automated and scaled, including 
recruitment, consenting, data collection, and participant payment. 
Researchers can reach a nationwide (or worldwide) audience with a 
cost-effective, social media ad campaign that funnels participants into 
the data collection process. Teleresearch reduces travel costs, the 
amount of time dedicated to data collection, and staff salaries, with 
potential to collect data from hundreds or thousands of people 
simultaneously. More important than automation, teleresearch may 
be  more generalizable than in-person studies. Compared to 
convenience samples of college undergraduates or local community 
members, remote research is not limited by geographic location or 
socioeconomic barriers. This may increase diversity and subsequent 
generalizability of research findings because datasets may be  less 
homogenous. Teleresearch reaches people who live in rural areas (14% 
of our sample), people with mental health conditions (38% of our 
sample), and special populations such as Veterans (24% of our 
sample). However, people without Wi-Fi (9.7% of US population; 
United States Census Bureau, 2021), those with unreliable electricity, 
and people who lack computer literacy skills will not be easy to recruit 
for teleresearch studies. However, information can be collected from 
most populations with remote methods, and this improves the 
usefulness of scientific efforts. Peer-reviewed, empirical assessments 
of the impact of teleresearch on diversity are needed.

Despite the many benefits of teleresearch, several limitations exist. 
First, internet-based research may be vulnerable to bot algorithms that 
complete studies with web-scraped data. It is important to incorporate 
and validate tests of human capacity throughout data collection 
(language proficiency, creativity, reCAPTCHA). Identity for groups, 
like Veterans, can also be  verified in medical records if the study 
consent includes such a query. However, with the recent proliferation 
of natural language processing algorithms, such as ChatGPT (OpenAI, 
2023), online researchers are encouraged to verify human identity via 
a phone call or Zoom interaction, especially when identity cannot 
be verified through other methods. This study was completed prior to 
the release of ChatGPT. Another potential limitation is lack of 
environmental control. Unlike a lab environment where a researcher 
can provide feedback, it is impossible to know if online participants 
are inattentive or experiencing frustration. However, these concerns 
can be mitigated with intentional research design. The teleresearch 
study becomes an object that participants are interacting with, and 
that object must be interesting and worthwhile to get complete, high-
quality data. With an engaging protocol, the naturalistic testing 
environment can become a benefit of teleresearch by reducing 
performance anxiety, demand characteristics, or personal discomfort 
or embarrassment while providing sensitive information in the 
presence of research staff, such as details about sexual performance, 
trauma, or substance use. Participants might be more forthcoming 

with such questions in the privacy of the home. A third limitation of 
online research is participant attrition. Participants drop out at 
different points throughout the data collection process, possibly 
because closing their browser and ending participation is easier than 
leaving an in-person session. It is necessary to characterize drop out 
by finding design weaknesses or participant features with data-driven 
methods. A final limitation to consider with online research is 
institutional regulations for privacy and data security (e.g., HIPAA). 
Protected health information can only be  collected and stored in 
secure environments. Digital data privacy can introduce complexities 
into the data collection methods.

The primary purpose of this study was to assess cognition in 
Veterans and civilians both with and without depression. The 
teleresearch aspects of this protocol included social media advertising 
on Facebook, a website sign-up page with a prescreening survey, 
DocuSign for consent, and a browser-based data collection workflow 
for self-report measures and cognitive tasks. A recruitment pilot 
sampled was collected to establish feasibility which revealed slow 
recruitment, user complaints, and incomplete datasets. Following the 
pilot sample, several updates were made to optimize the protocol and 
to build-in a data quality support system. For recruitment, the aim of 
optimization was to increase social media advertisement engagement 
and reduce the number of ineligible participant sign-ups. For 
enrollment, the aim of optimization was to increase retention between 
consenting and subsequent data collection. In this secondary analysis, 
we report the impact of such optimization strategies on retention rates 
between the two teleresearch protocols. Because this is a retroactive, 
secondary analysis, we cannot control for the updates as separate 
variables. We quantify the effects of the protocol optimization using 
two-sided, two-sample tests for equality of proportions between the 
pilot sample and the post-optimization sample. Despite improvements 
in retention, drop out still occurred in the post-optimization sample, 
but at a lower rate for key measures.

We aimed to uncover what demographic and substance use features 
(nicotine, cannabis, alcohol) classify participant drop out using a 
decision tree (Kuhn and Johnson, 2013). The surveys capturing these 
variables were administered first, and thus had nearly perfect 
completion rates. Teleresearchers can use descriptive machine learning 
(ML) algorithms, like decision trees, to uncover insights and key metrics 
within a dataset, also known as data mining. Classification decision 
trees are groups of if-then statements that separate data into groups that 
classify an outcome (Kuhn and Quinlan, 2023). One type of decision 
tree is the C5.0 algorithm which can handle multi-categorical and 
numerical data as predictor variables (Quinlan, 1993; Quinlan, 1996; 
Kuhn and Quinlan, 2023) and has been used across many industries to 
classify groups (Ahmadi et al., 2018; Elsayad et al., 2020; Tian and 
Zhang, 2022; Wati et  al., 2022; Delgado-Gallegos et  al., 2023). All 
variables from a dataset can be given to the algorithm and it will choose 
the most important features that classify the outcome and discard the 
irrelevant features (Kuhn and Quinlan, 2023). The C5.0 algorithm is 
computationally robust, and the results are easy to interpret both 
graphically and logically, making it a good choice to explore 
relationships within datasets. This approach considers the whole sample 
and uses the entire dataspace, which can be  more insightful than 
traditional statistical testing where feature distributions are collapsed 
into means. A novel use case for C5.0, the algorithm was used here to 
decide what variable values separate study completers from those who 
dropped out (i.e., binary classification). The nodes of the tree contain 
characteristics of participants that may need extra support during 
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participation to prevent drop out. The findings have implications for the 
feasibility of conducting remote research, an increasingly popular 
approach that has distinct challenges compared to in-person studies.

2. Method

2.1. Sample

Participants (N = 246; n = 26 pilot; n = 220 post-opt) were recruited 
with Facebook advertising with pop-art graphics containing Stanford 
University and US Department of Veterans Affairs logos. The study 
recruited Veterans and civilians (see Funding) both with and without 

depression. The pilot sample was collected in March and April of 2022 
during a 6-week ad campaign, and the post-optimization sample was 
collected from June 2022 to October 2022 with a total of 9 weeks of ads. 
The advertisements contained a link to our study website page where 
participants completed a brief screening survey (see Workflow sections 
below for screening questions). If participants pass the screening, they 
are directed to the sign-up page and report their contact information. 
All participants were over 18 years old, completed informed consent in 
DocuSign, and passed an English fluency assessment task. There were 
no targets for demographics, however, the sample mirrors race and 
education proportions of the general US population (Table 1; United 
States Census Bureau, 2021). In contrast, the sample contains a higher 
prevalence of nicotine (Center for Disease Control and Prevention, 

TABLE 1 Sample demographics compared to US census data (United States Census Bureau, 2021) and CDC data (Center for Disease Control and 
Prevention, 2021, 2023).

Demographic Level PilotV n/p̂ PostV n/p̂ PostC n/p̂ All n/p̂ Census p̂ CDC p̂

Age − 56.9 ± 9.9 51.9 ± 12.3 44.1 ± 14.7 46.5 ± 14.5 − −

Type Veteran 26/100.0 34/100.0 0/0.0 60/24.4 6.4 *

Civilian 0/0.0 0/0.0 186/100.0 186/75.6 93.6 *

Sex Male 21/80.8 22/64.7 63/33.9 106/43.1 49.5 *

Female 5/19.2 12/35.3 123/66.1 140/56.9 50.5 *

Ethnicity Non-Hisp 24/92.3 32/94.1 167/89.8 223/90.7 81.1 *

Hispanic 2/7.7 2/5.9 19/10.2 23/9.3 18.9 *

Area type Urban 10/38.5 12/35.3 67/36.0 89/36.2 * *

Suburban 15/57.7 19/55.9 88/47.3 122/49.6 * *

Rural 1/3.8 3/8.8 31/16.7 35/14.2 * *

Psych Hist No 14/53.8 25/73.5 114/61.3 153/62.2 87.0a *

Yes 12/46.2 9/26.5 72/38.7 93/37.8 13.0a *

Race White 18/69.2 22/64.7 143/76.9 183/74.4 75.8 *

Black 4/15.4 9/26.5 20/10.8 33/13.4 13.6 *

Asian 1/3.8 2/5.9 14/7.5 17/6.9 6.1 *

Multiple 2/7.7 1/2.9 6/3.2 9/3.7 2.9 *

Nativeb 0/0.0 0/0.0 3/1.6 3/1.2 1.3 *

Unknown 1/3.8 0/0.0 0/0.0 1/0.4 * *

Degree HS/GED 6/23.1 3/8.8 43/23.1 52/21.1 27.9 *

AA/S 6/23.1 10/29.4 28/15.1 44/17.9 10.5 *

BA/S 8/30.8 13/38.2 58/31.2 79/32.1 23.5 *

MA/S 3/11.5 7/20.6 45/24.2 55/22.4 14.4c *

PhD/MD 3/11.5 1/2.9 11/5.9 15/6.1 14.4c *

None 0/0.0 0/0.0 1/0.5 1/0.4 8.9 *

Nico use No 18/69.2 24/70.6 141/75.8 183/74.4 * 88.5

Yes 8/30.8 10/29.4 45/24.8 63/25.6 * 11.5

Cann use No 17/65.4 24/70.6 127/68.3 168/68.3 * 82.0

Yes 9/34.6 10/29.4 59/31.7 78/31.7 * 18.0

Dropout No 10/38.5 29/85.3 153/82.3 192/78.0 * *

Yes 16/61.5 5/14.7 33/17.7 54/22.0 * *

*Is an unavailable census or CDC value; nico, nicotine; cann, cannabis; PilotV, pilot sample of all Veterans; PostV, post-optimization Veterans; PostC, post-optimization civilians.
aThe census data reports that 13% of the US population has some form of disability: whether mental or physical. Psychiatric history reported here.
bAlaskan native or native American. The study sample does not include native Pacific Islanders.
cPercentage of adults with a Master’s degree or higher.
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TABLE 2 Statistical tests for differences between Veterans and civilians.

Demographic t X2 df p

Age* 3.70 − 67.5 <0.001

Sex* − 13.10 1 <0.001

Race − 4.77 4 0.31

Ethnicity − 0.07 1 0.78

Area − 1.60 2 0.45

Psych Hist − 0.44 1 0.51

Degree − 7.65 5 0.18

Nico use − 0.02 1 0.88

Cann use − 0.54 1 0.46

*Statistically significant difference.

2023) and cannabis users (Center for Disease Control and Prevention, 
2021), and people with disabilities compared to census data (United 
States Census Bureau, 2021). Veterans and civilians were found to differ 
with respect to sex and age (Table 2) but were similar for all other 
demographics. The differences in study protocols are described below 
and listed in Table 2. The study protocol was approved by the Stanford 
Institutional Review Board (protocol 47906).

2.2. Workflow for the pilot sample

Pilot participants were shown Facebook advertisements with 
headlines including the word “Veteran”. The sign-up website advertised 
compensation for $5.00. The compensation amount was determined 
based on crowdsource platforms (MTurk, Prolific) recommendations 
for study payments during the period of data collection. The following 
inclusion criteria were assessed in the screener: Veteran or civilian (only 
Veteran allowed through due to targeting special population), and age 
18 or older. If they pass the screening, they can add their contact 
information. Participants consented in DocuSign via an email invitation. 
REDCap (Harris et  al., 2009, 2019) links were emailed which 
automatically linked to the subsequent two data collection platforms 
(Table 3).

2.3. Workflow for the post-optimization 
sample

Post-optimization participants were shown Facebook 
advertisements with neutral headlines to target both Veterans and 
civilians. The study was described as a decision making study. The 
sign-up website advertised compensation up to $15.00, with the 
surveys being $5.00 and the cognitive tests for an additional $10.00. 
The following inclusion criteria were assessed in the screener: Veteran 
or civilian (both allowed through – target population and comparison 
group), age 18 or older, reliable Wi-Fi, access to a computer with a 
keyboard, distraction-free environment to complete the study, up-to-
date computer operating system, confirmation of understanding that 
DocuSign will be  used for informed consent (with a note that 
instructions will be sent via email), and confirmation of understanding 
that a link to start the study will be emailed after providing consent. If 
they pass the screening, they can add their contact information. 

Participants were emailed two emails: general instructions for study 
tasks and a DocuSign invitation. REDCap (Harris et al., 2009, 2019) 
links were emailed which automatically linked to the subsequent two 
data collection platforms (Table 3).

2.4. Self-report data in REDCap

In part one of the study, participants completed a series of self-
report surveys in REDCap (Harris et al., 2009, 2019). The primary 
outcome of the study was to assess how self-reported mental health 
symptoms relate to cognitive performance. To begin, participants are 

TABLE 3 Protocol workflows for both samples.

Pilot Post-optimization

Recruitment Recruitment

Facebook Ad: Veterans Facebook Ad: Veterans and civilians*

Website: $5.00 compensation Website: $15.00 compensation*

Pre-Screen: 2 Questions Pre-Screen: 8 Questions*

Sign-Up page Sign-UP page

DocuSign request Introductory email*

Email study link DocuSign request

Email study link with reminders*

Data collection Data collection

Part 1: Surveys in REDCap Part 1: Surveys in REDCap

Veteran verification Study team intro and study map*

Demographics Veteran verification

Health History Demographics

PROMIS PF-12 Health history

BIS/BAS PROMIS PF-12

MASQ-62 BIS/BAS

DEBQ MASQ-26*

PHQ-8 DEBQ

GAD-7

Part 2: Gorilla tasks Part 2: Gorilla tasks

Intro questionnaire Intro questionnaire

Delayed discounting General instructions*

Flanker T/f attention check questions*

Willingness to pay 1 minute break*

Visual search GAD-7

Simon’s Travel preferences*

Delayed discounting

PHQ-8

Visual search*

Willingness to pay

1 minute break*

Flanker*

Part 3: Unity task Part 3: Unity task

*Denotes a task that was optimized or added, see text descriptions.
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asked to report their Veteran status. For those reporting to be  a 
Veteran, they must pass follow-up questions to be allowed to continue 
in the study (i.e., insider knowledge). Following that, participants 
complete surveys for demographics, health history, and medications. 
For the pilot sample, we used the PROMIS Physical Function-12 (Fries 
et al., 2011), Behavioral Inhibition and Activation Scales (Carver and 
White, 1994), Mood and Anxiety Symptom Questionnaire-62 (Watson 
et al., 1995), Dutch Eating Behavior Questionnaire (Van Strien et al., 
1986), Patient Health Questionnaire-8 (Kroenke et al., 2009), and 
Generalized Anxiety Disorder-7 (Spitzer et al., 2006). For the post-
optimization sample, we  used the 26-item version of the MASQ 
(Watson et  al., 1995), and the PHQ-8 (Kroenke et  al., 2009) and 
GAD-7 (Spitzer et al., 2006) were administered in the second platform. 
All other measures were the same and were automatically scored with 
calculation fields in REDCap (Supplement 1).

2.5. Cognitive testing in Gorilla Experiment 
Builder

Following the completion of REDCap (Harris et  al., 2009, 
2019), participants were automatically linked to part two: a 
customized cognitive testing battery in Gorilla Experiment Builder 
(Anwyl-Irvine et al., 2020, 2021). The cognitive battery data is for 
the primary analysis aims of the study. A computer with a keyboard 
was required for the cognitive tasks due to specific button key 
responses. Participants were informed of this requirement in the 
pre-screen survey, the consent form, the introduction email, the 
introduction page of the Part 1, and the screen prior to the link 
transfer to the cognitive tasks, whereon participants were told to 
switch devices now if they were not using a computer with a 
keyboard. Non-compatible device use was identified because 
participants would time-out on the task requiring button key 
presses. The battery assessed the following cognitive domains: 
reaction time, impulsivity, visual attention, reward sensitivity, and 
accuracy. The tasks included custom adaptations of Visual Search 
(Eriksen, 1995): blue and orange letter arrays with target symbol 
being absent or present, Flanker (Eriksen and Eriksen, 1974): a 
target cartoon fish facing left or right with flanking fish being 
congruent or incongruent, Willingness to Pay (Plassmann et al., 
2007): bidding on food items, Simon’s stimulus–response 
compatibility (Cespón et al., 2020): the words “Right” and “Left” 
appearing on alternating sides of the screen being congruent or 
incongruent, and Delayed Discounting (da Matta et al., 2012; Xia 
et al., 2017): preference for immediate or delayed monetary rewards.

The pilot sample completed an introductory questionnaire where 
they input their study ID, 27 trials of Delayed Discounting, 48 trials of 
Flanker, 56 Trials of Willingness to Pay, 24 trials of Visual Search, and 
36 trials of Simon’s (Table 3). The battery contained brief instructions 
and “start” and “next” buttons to move through tasks.

The post-optimization sample completed an introductory 
questionnaire where they input their study ID and then read some 
general instructions for the cognitive tasks. The next screen 
contained two True/False attention check questions to confirm that 
they read the instructions on the previous screen. Then a 
one-minute mandatory break was given. Following the first break, 
participants completed the GAD-7 (Spitzer et al., 2006), a filler task 

about travel preferences, 27 trials of Delayed Discounting (da Matta 
et al., 2012), the PHQ-8 (Kroenke et al., 2009), three practice trials 
of Visual Search then 24 real trials, and 56 trials of Willingness to 
Pay (Plassmann et al., 2007). Then a one-minute mandatory break 
was given again. After the second break, participants completed 
four practice trials of Flanker then 48 real trials (Eriksen and 
Eriksen, 1974; Table 3). The prompts for all tasks were updated to 
have conversational language, and debrief feedback was given at the 
completion of each task. The practice trials also contained feedback, 
so participants knew whether they answered correctly or not. The 
additional details were implemented to increase engagement due to 
losing participants during the cognitive tasks in the pilot 
(Supplement 2). The Simon’s task (Cespón et al., 2020) was removed 
due to cognitive domain redundancy from the other tasks.

2.6. Reward sensitivity task in Unity

Participants were automatically linked to the third platform after 
completing the Gorilla battery (Anwyl-Irvine et al., 2020, 2021): a 
browser-deployed task coded in Unity. This task data is not required 
to complete the primary aims of the study but will be  used for 
exploratory purposes in the subgroup that completed it. Participants 
were required to rate food stimuli on a scale of strongly dislike to 
strongly like and were subsequently asked to find a target object 
amongst arrays of highly rated food items (3–8 distractors). This task 
assessed value-driven attentional priority (Anderson, 2017). The 
cohorts completed the same version of this task (Supplement 3) 
whereby responses corresponded to target’s position in the grid array 
using keyboard numbers 1, 2, 3, 4, 7, 8, 9, and 0.

2.7. Recruitment optimization updates and 
intended purposes

Following the pilot, the following issues were identified: low 
social media engagement and a high rate of dropouts due to 
participant hardware incompatibilities. To address this, recruitment 
was opened to both our target population (Veterans) and the 
comparison group (civilians) at the same time. The social media 
advertisement headlines were updated with the word “Veteran” 
removed, and the target audience settings in Facebook were 
expanded to include civilian and Veteran users. Compensation was 
increased from $5.00 to $15.00. The post-optimization sample was 
offered $5.00 for the surveys, and an additional $10.00 for 
completing the cognitive tasks, to incentivize completion. Second, 
the screening survey was expanded to include confirmation of 
understanding of technical set-up expectations: reliable Wi-Fi and 
a computer with a keyboard. Many participants from the pilot 
sample attempted to complete the study on a smartphone, so their 
data could not be  used. Adding these expectations allowed 
recruitment of eligible participants only. If a participant from the 
post-optimization sample still attempted to complete the study on 
a smart phone, they would not be able to finish the cognitive tasks. 
These participants were contacted to redo the study on a proper 
device. Participants lost to follow up due to technical 
incompatibilities were not included in analyses.
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TABLE 4 Frequency table showing proportion of retention between study components.

Sample Recruitment Enrollment Conversion

Clicks/Ads SignUp/Clicks Consent/SignUp Part1/Consent Part1/Part2 Part2/Part3 Part3/Ads

Pilot n 167/628 109/167 36/109 26/36 16/26 10/16 10/628

p̂ 26.6* 65.3* 33.0* 72.2 61.5* 62.5 1.6

Post-Opt n 3740/7422 1476/3740 282/1476 220/282 204/220 127/204 127/7422

p̂ 50.4* 39.5* 19.1* 78 92.7* 62.3 1.7

*Statistically significant difference.

2.8. Retention optimization updates and 
intended purposes

For retention, protocol adjustments increased personalization and 
engagement. The first page of the study was an introduction page to 
meet the research team. This emulates meeting in person and builds 
rapport by showing that real people are running the online study. 
Second, a study map was shown to set expectations and highlight that 
breaks will be given. People can plan their “distractions” to minimize 
multitasking. Third, the MASQ (Watson et al., 1995) was updated to 
its shortest version. Fourth, two 1-min breaks were added to the 
cognitive testing battery because it is repetitive and challenging. Fifth, 
the two mental health surveys were added in-between cognitive tasks. 
The change in task order was meant to reduce repetition of task 
formats to help participants maintain attention. Sixth, practice trials 
were added to the accuracy-based cognitive tasks so participants 
understood what to do. Seventh, entertaining filler questions were 
added (e.g., questions about travel preferences). Eighth, two truth/
false engagement questions were added that asked about instructions 
to make sure participants were being attentive. Ninth, conversational 
language was used in task instructions. Tenth, all tasks had 
encouraging feedback at the end of the task, to make study feel 
more interactive.

2.9. Data quality system

For the post-optimization sample, a system was implemented to 
assign a score to participants’ data quality based on effort and 
attention. A composite quality score was composed of seven possible 
points for people who completed the entire study. This assessment will 
be used to guide the data cleaning process for this study’s primary 
analysis plan.

 1) One point was given for a topic-related response to the 
following question: In one to two sentences, tell us your favorite 
animal and why?

 2) Participants were shown their ID number at the end of part one 
of the study and were instructed to input the number of the 
first screen of part two of the study. Participants were given one 
point for following this instruction properly.

 3) One point was given for answering the first True/False question 
about study instructions correctly.

 4) One point was given for answering the second True/False 
question about study instructions correctly.

 5) One point was given for a topic-related response to the 
following question: In one to two sentences, tell us your 

favorite vacation photo and why? Participants were shown 
three images.

 6) One point was given for having a reaction time standard 
deviation within 1.5 times the interquartile range for the 
sample for the visual search task. Participants with extremely 
low standard deviations were assumed to be bots (extreme 
response consistency), and participants with extremely high 
standard deviations were assumed to lack effort (extreme 
response inconsistency).

 7) One point was given for having a reaction time standard 
deviation within 1.5 times the interquartile range for the 
sample for the flanker task. Same assumptions as number six.

3. Results

All data analysis was completed in R Studio version 4.2.3 (R Core 
Team, n.d.) on a PC running Windows 11 using the following 
packages: tidyverse 1.3.2 (Wickham et  al., 2019), ggplot2 3.4.0 
(Wickham, 2016), C50 0.1.8 (Kuhn and Quinlan, 2023), stats 4.2.3 (R 
Core Team, n.d.), caret 6.0.93 (Kuhn, 2022), pwr 1.3.0 (Champely, 
2020). Supplement 4 contains the highlights of the code. See the 
following GitHub repository for all code: https://github.com/
HNStaggs/Participant_Dropout_Classification. The following results 
show the statistically significant improvements between the pilot 
sample (n = 26) and the post-optimization sample (n = 220) for 
recruitment and retention. A C5.0 decision tree shows important 
participant characteristics related to dropping out for the whole 
sample. Participants who dropped out because of technical 
incompatibilities were not included in any analyses. Power calculations 
(0.8, p = 0.05) were ran for all tests and the sample sizes justify 
moderate to strong effect sizes for this exploratory analysis.

3.1. Proportion testing

Two-sided, two-sample tests for equality of proportions were 
conducted to examine the difference in retention between the pilot 
sample and the post-optimization sample. The proportion tests are 
divided into the recruitment period and the enrollment period. There 
was potential for dropout at multiple points, so retention was 
examined at each step in the study timeline (Table 4). The recruitment 
period tests total advertisement views leading clicks to our website, 
clicks leading to screens, screens leading to sign-ups, and sign-ups 
leading to consents. The enrollment period assesses retention rates: 
consents leading to part one, part one leading to part two, and part 
two leading part three (Table 4).

https://doi.org/10.3389/fnhum.2023.1251174
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://github.com/HNStaggs/Participant_Dropout_Classification
https://github.com/HNStaggs/Participant_Dropout_Classification


Staggs and Mills-Finnerty 10.3389/fnhum.2023.1251174

Frontiers in Human Neuroscience 07 frontiersin.org

3.1.1. Recruitment period
The amount of clicks in proportion to total ad views increased by 

23.8% after updating the compensation amount and opening 
recruitment to both groups [pilot 26.6%; post-opt 50.4%; X2(1) = 130.3, 
p < 0.001]. The increased activity with our ads had the intended affect: 
boosting activity in the Facebook algorithm. The amount of sign-ups 
in proportion to clicks decreased by 25.8% [pilot 65.3%; post-opt 
39.5%; X2(1) = 43.1, p < 0.001] and the amount of consents in 
proportion to sign-ups decreased by 13.9% (pilot 33.0%; post-opt 
19.1%; p < 0.001). The updated screening survey and the information 
on the website had the intended effect: to deter more ineligible people 
from signing up compared to the pilot sample.

3.1.2. Enrollment period
There was a nonsignificant difference in the proportion of 

retention between consenting and part one for both samples (pilot 
72.2%; post-opt 78.0%; p = 0.568). A similar number of participants 
attempted to start the study after consenting by clicking on the 
REDCap link sent via email. The main outcome measure was to 
correlate mental health symptoms with cognitive performance. As 
such, it was imperative that participants completed part one 
(REDCap) and part two (Gorilla Experiment battery). The amount 
of participants completing part two in proportion to part one 
increased by 31.2% after optimizing the protocol for engagement 
[pilot 61.5%; post-opt 92.7%; X2(1) = 20.7, p < 0.001]. Participants 
were equally likely [X2(1) < 0.001, p = 1] to drop out between part 
two and three for both samples (pilot 62.5%, post-opt 62.3%). 
Because part 3 was an exploratory aim, this did not affect the 
primary aim analysis plan. However, the consequence of using too 
many platforms could be higher chance of technical difficulties 
or boredom.

3.2. Classification model for participant 
drop out

A C5.0 decision tree model (Kuhn and Quinlan, 2023) was 
used to classify participant dropout (0 = Completer; 1 = Dropout) 
between platform 1 and platform 2 (Figure 1) for the full sample 
(N = 246). Participants were instructed to complete the study in 
one sitting; however, they had unlimited time for the surveys and 
24 h for the cognitive tasks. This allowed some flexibility in case 
they stepped away from their browsers. If a participant stopped 
participation prior to completion, they were contacted with an 
offer to continue where they left off. Participants labeled as 
dropouts did not respond to follow up attempts. Due to the 
explanatory use of the C5.0 decision tree, the small sample size 
(Kuhn and Johnson, 2013), and the small number of predictors, the 
model could not be boosted, and performance was not validated 
with a test set. The input variables given to the algorithm were age, 
sex, ethnicity, race, residence area type, veteran status, education, 
nicotine use, cannabis use, alcohol use, and psychiatric history. 
With a minimum of 8 participants in each node to maintain 
statistical power, the primary split chosen by the algorithm was 
nicotine use (100% importance; No ≤0; Yes >0) with one additional 
split for cannabis use (26.3% importance; No ≤0; Yes >0). All other 
demographic factors were discarded by the algorithm meaning 
they were irrelevant to the classification of dropout. Twenty-seven 

people out of 183 (14.8%) who do not use nicotine dropped out of 
the study (node 2), 17 people out of 31 (54.8%) who use only 
nicotine but not cannabis dropped out of the study (node 4), and 
10 people out of 32 (31.3%) who use both substances dropped out 
of the study (node 5). The proportion of drop out is denoted by the 
darker color in the node description. It is important to note that 
not all people who use cannabis and/or nicotine dropped out of the 
study, yet the number who did represent a significant proportion 
of the subgroup. When looking at the subgroup dropout 
proportions, the highest rate is for people who endorse using 
nicotine only, with a slightly lower rate for both nicotine and 
cannabis use, with the lowest rate being those reporting no nicotine 
use. Conclusions cannot be made for people who endorse only 
cannabis use from this model.

3.2.1. Data quality analysis
For those that completed the study (n = 190), one-way analyses of 

variance (group x reaction time) were conducted to test whether 
people who endorse nicotine or cannabis use (n = 74) have different 
reaction time distributions compared to nonusers (n = 116). Reaction 
times were log-transformed. The results were non-significant for the 
Visual Search task’s absent [F(1, 120) = 0.18, p = 0.67] and present [F(1, 
126) = 0.063, p = 0.80] conditions and the Flanker task’s incongruent 
[F(1, 163) = 0.031, p = 0.86] and congruent [F(1, 163) = 0.017, p = 0.90] 
conditions. The results of the Kruskal tests (group × accuracy) were 
also non-significant for Visual Search conditions [absent, X2(1) = 0.95, 
p = 0.33; present, X2(1) = 2.69, p = 0.10] and Flanker conditions 
[incongruent, X2(1) = 1.01, p = 0.32; congruent, X2(1) = 0.29, p = 0.59]. 
There was a non-significant difference in data quality scores (n = 179 
available) between the user and nonuser group [F(1, 177) = 0.23, 
p = 0.63]. Because data quality was similar between users and 
nonusers, nicotine and cannabis use may be solely related to chance 
of drop out, and not participant effort or eligibility. Due to the 
exploratory nature of this analysis, additional variables were not 
controlled for, such as age.

FIGURE 1

C5.0 decision tree model plot for participant drop out.
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4. Discussion

Teleresearch is an accessible data collection format that has many 
benefits for researchers and participants. Despite the advantages, 
teleresearch has limitations that require creative solutions to maximize 
retention and assess data quality. This paper detailed the impact of 
protocol optimizations following a pilot testing phase. The following 
aspects of pilot protocol were suboptimal: social media engagement, 
technical set-up compatibilities, and retention between platforms. 
Many aspects of the study design were optimized to reduce drop out 
and increase usable data. The overall conversion from advertisement 
views to platform three was similar for both samples (pilot 1.6%, 
post-opt 1.7%), however, a combination of three key metrics resulted 
in more usable data for the study’s primary aims in the post-
optimization sample. The updated protocol had increased social 
media engagement (23.8%) followed by more thorough screening 
(19.1% of sign-ups were eligible compared to 33% in the pilot), leading 
to a significant increase in the amount of usable data collected (31.2% 
increase in completion of Part 2). Data-driven evaluation of protocol 
performance allows researchers to identify weaknesses in remote 
study design. Variables can be identified that classify drop out at each 
protocol step using machine learning methods like decision trees. 
Quantifying protocol efficiency should be part of preregistered data 
analysis plans.

Despite significant improvements in the protocol, some drop 
out still occurred post-optimization. Demographic factors 
associated with dropping out were identified using a C5.0 
classification decision tree. The algorithm (Kuhn and Johnson, 
2013; Kuhn and Quinlan, 2023) was used because it provides an 
easily interpretable decision tree that ignores irrelevant variables 
from the data. Because the results of decision trees will change 
based on small changes in datasets or imbalanced classes, we used 
it as an exploratory tool paired with domain expertise, to reveal 
factors that impacted retention. The model identified that a greater 
proportion of people who use only nicotine dropped out of the 
study compared to people who use both nicotine and cannabis, and 
both groups had higher dropout percentages compared to nonusers 
of nicotine. The interpretation for cannabis-only users cannot 
be determined from the model. People who use these substances 
may have difficulties with impulsivity (Round et al., 2020; Spechler 
et al., 2020; Yan et al., 2021), attention, processing speed (Vangkilde 
et al., 2011), or working memory (Lisdahl et al., 2016). People who 
work online for money may also have more mental health 
challenges compared to people who volunteer to come in for 
studies in-person (Mills-Finnerty et al., 2021, 2023), considering 
rates of depression and anxiety were higher than census values in 
our sample (United States Census Bureau, 2021). People with 
depression, anxiety, or ADHD may also have a higher chance of 
substance use (Xu et al., 2021). Researchers should be developing 
detailed screening protocols so these variables can be controlled 
for in analysis plans. We are not suggesting that studies should 
screen out nicotine and cannabis users, but rather that researchers 
should be aware of the characteristics of participants who complete 
studies online and build in support to the protocol. Considerations 
such as frequency of use and symptoms of dependence may 
be relevant. Nicotine can have positive effects on attention acutely 
(Valentine and Sofuoglu, 2018), but factors such as craving and 

withdrawal may be  distracting for particularly heavy smokers. 
Future studies might ask follow-up questions of those who use 
tobacco or marijuana to quantify usage patterns to determine how 
this impacts performance within the study. For example, the 
average completion time for our study was 45 min, so this amount 
of time may have been hard to sustain for people with attentional 
deficits. It may also be helpful to humanize participants’ lifestyle 
habits on the first screen of the study. Educating participants about 
the benefits of the naturalistic setting may reduce embarrassment 
of drop out due to substance use and may increase the chance of 
participants communicating to continue the study. Notably, there 
are 27 people who dropped out of the study for reasons that were 
not captured by the algorithm (i.e., no nicotine use). Some drop 
out is random, which is likely, but we also lack the appropriate data 
to model all drop out reasons. The purpose of this analysis was to 
gain insight into demographics that can be intervened upon, and 
we identified that it may be harder to retain people who endorse 
using nicotine only, or who use both nicotine and cannabis, 
compared to people who do not use nicotine. For the nicotine and 
cannabis users who completed the study, data quality was 
comparable to nonusers. Despite potential distractions in the home 
environment, participants using these substances provide usable 
data. Thus, use of these substances should not determine study 
eligibility but can be accommodated in study design choices.

This secondary analysis has several limitations. First, the 
advertisement period for the pilot group was 3 weeks shorter 
(6 weeks) than the period for the post-optimization group 
(9 weeks). However, the amount of advertisement views increased 
12-fold after updating the protocol, showing that there was an 
exponential, not linear, relationship between ad time and views. 
This is likely due to increased social engagement in the Facebook 
algorithm, which was a primary goal for the optimization. Second, 
the pilot group was all Veterans, and the post-optimization group 
included both Veterans and civilians. There may be an effect of 
target population that is not accounted for in our analyses. 
However, Veteran status was used as an input variable in the 
decision tree, and the algorithm chose to discard the variable as 
irrelevant to the classification of drop out. This provides evidence 
that Veteran status may not be a factor for drop out in this sample, 
which is considered a key insight for the study team. In general, 
analyses comparing the effect of two different interventions on two 
groups should ensure that the groups are similar, however, the 
exploratory use of the decision tree was still insightful for future 
protocol design choices. Third, implications of the decision tree 
model are insightful but do not imply causation. Nicotine and 
cannabis use are likely a proxy variable for other individual 
differences; it is still uncertain why people dropped out. 
Additionally, it would have been more useful to use the decision 
tree as a tool throughout the data collection period. This could 
have given real time insight compared to post-hoc speculation. 
Aside from complaints or questions, participant feedback was not 
solicited. Fourth, the results of the decision tree may not be fully 
generalizable to the community because of the higher rates of 
substance use compared to census data. Comparing census data to 
our sample’s data may also not be ideal because the characteristics 
of people participating in the census may be different than people 
interacting with depression research studies advertisements on 
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Facebook. However, data was collected from people both with and 
without depression, and from both Veterans and civilians, so a 
significant portion of the sample has variance in the data that 
resembles the census numbers. With the higher numbers of 
nicotine and cannabis use, the decision tree model had an 
appropriate amount of data to find group differences. Studies 
recruiting non-clinical populations may not be affected by a high 
number of nicotine or cannabis endorsers. Fifth, there may 
be  other factors that are relevant for drop out that could not 
be assessed in this analysis. Future analyses should assess more 
variables like socioeconomic status, family support, or income, and 
it is recommended that these data be collected first in the protocol 
to get the highest completion rates. Sixth, remote, digital data 
collection methods were possible even before the pandemic. 
However, the adoption of teleresearch methods has been slow 
within the Department of Veterans Affairs. We acknowledge that 
these methods may not be as novel to researchers working in the 
private sector, but that thoughtful teleresearch design and dropout 
evaluation is a benefit to the field of human research in general. 
Finally, it is important to acknowledge that it is difficult or 
impossible to eliminate attrition online particularly for behavioral 
studies not providing a treatment. Researchers should expect to 
overrecruit by at least 15–20%.

We show here that classification algorithms can be used as 
part of the data quality assessment for teleresearch protocols. 
Future teleresearch studies can use the C5.0 algorithm on 
demographic variables, self-report data, and numerical metrics 
(e.g., reaction time) during a pilot phase to identify variables 
related to attrition rates. While the algorithm itself is robust, it is 
easy to implement and to interpret, and is a useful exploratory 
tool for researchers doing work online. Additionally, future 
teleresearch studies may want to administer a participant feedback 
form. This form could assess if environmental distractions 
occurred, if participants thought the study was interesting or fun, 
if they were confused about anything, if they experienced 
technical difficulties, what they thought was easy or difficult, or 
if the study had any mental health triggers. Perspectives from the 
participants can translate to interesting input variables for a C5.0 
model, especially because the motivation of people doing work 
online may be  different than people recruited for in-person 
studies. There may be socioeconomic or environmental factors 
related to dropping out that we are unaware of. Studies should 
attempt to quantify such metrics and should humanize the 
participants’ experience, including recognition of the potential 
need for smoke breaks.

This paper detailed many important aspects of designing and 
evaluating the performance of a teleresearch protocol. Data 
mining can be  used to uncover insights for study design 
improvements and data quality assessments. Data-driven 
approaches can diagnose issues at each step in the research process 
and are especially important for teleresearchers that rely on 
automated systems that lack human interaction. Here 
we  quantified the success of protocol optimizations for key 
outcome measures and used a decision tree model in a novel way 
to classify participant dropout based on demographic input 
features. Statistical evidence shows that a pilot testing phase is 
essential for teleresearch studies. Researchers collecting data 

online should assess protocol performance with data-driven, 
systematic methods. It is important to document the successes 
and failures of online research strategies so a shared knowledge 
base can be developed in this transformational era.

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

Ethics statement

The studies involving humans were approved by Stanford 
University Institutional Review Board. The studies were conducted in 
accordance with the local legislation and institutional requirements. 
The participants provided their written informed consent to 
participate in this study.

Author contributions

HS: data collection, data analysis, and manuscript preparation. 
CM-F: study design and manuscript preparation. All authors 
contributed to the article and approved the submitted version.

Funding

This work was funded by the US Department of Veterans Affairs 
with a CDA grant awarded to CM-F (CDA2 #1 IK2 CX001916-01) 
and a Gorilla Experiment Builder grant awarded to CM-F.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the 
authors and do not necessarily represent those of their affiliated 
organizations, or those of the publisher, the editors and the 
reviewers. Any product that may be evaluated in this article, or 
claim that may be made by its manufacturer, is not guaranteed or 
endorsed by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/fnhum.2023.1251174/
full#supplementary-material

https://doi.org/10.3389/fnhum.2023.1251174
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/articles/10.3389/fnhum.2023.1251174/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fnhum.2023.1251174/full#supplementary-material


Staggs and Mills-Finnerty 10.3389/fnhum.2023.1251174

Frontiers in Human Neuroscience 10 frontiersin.org

References
Ahmadi, E., Weckman, G. R., and Masel, D. T. (2018). Decision making model to 

predict presence of coronary artery disease using neural network and C5.0 decision tree. 
J. Ambient. Intell. Humaniz. Comput. 9, 999–1011. doi: 10.1007/s12652-017-0499-z

Anderson, B. A. (2017). Reward processing in the value-driven attention network: 
reward signals tracking cue identity and location. Soc. Cogn. Affect. Neurosci. 12, 
461–467. doi: 10.1093/scan/nsw141

Anwyl-Irvine, A., Dalmaijer, E. S., Hodges, N., and Evershed, J. K. (2021). Realistic 
precision and accuracy of online experiment platforms, web browsers, and devices. 
Behav. Res. Methods 53, 1407–1425. doi: 10.3758/s13428-020-01501-5

Anwyl-Irvine, A. L., Massonnié, J., Flitton, A., Kirkham, N., and Evershed, J. K. (2020). 
Gorilla in our midst: an online behavioral experiment builder. Behav. Res. Methods 52, 
388–407. doi: 10.3758/s13428-019-01237-x

Badran, B. W., Huffman, S. M., Dancy, M., Austelle, C. W., Bikson, M., Kautz, S. A., 
et al. (2022). A pilot randomized controlled trial of supervised, at-home, self-
administered transcutaneous auricular vagus nerve stimulation (taVNS) to manage long 
COVID symptoms. Bioelectron Med. 8:13. doi: 10.1186/s42234-022-00094-y

Beg, S., Handa, M., Shukla, R., Rahman, M., Almalki, W. H., Afzal, O., et al. (2022). 
Wearable smart devices in cancer diagnosis and remote clinical trial monitoring: 
transforming the healthcare applications. Drug Discov. Today 27:103314. doi: 10.1016/j.
drudis.2022.06.014

Carver, C. S., and White, T. L. (1994). Behavioral inhibition, behavioral activation, and 
affective responses to impending reward and punishment: the BIS/BAS scales. J. Pers. 
Soc. Psychol. 67, 319–333. doi: 10.1037/0022-3514.67.2.319

Center for Disease Control and Prevention (2021). Marijuana and public health. 
Available at: https://www.cdc.gov/marijuana/data-statistics.htm (Accessed September 
19, 2023).

Center for Disease Control and Prevention (2023). Smoking and tobacco use. 
Available at: https://www.cdc.gov/tobacco/data_statistics/fact_sheets/adult_data/cig_
smoking/index.htm (Accessed September 19, 2023).

Cespón, J., Hommel, B., Korsch, M., and Galashan, D. (2020). The neurocognitive 
underpinnings of the Simon effect: an integrative review of current research. Cogn. 
Affect. Behav. Neurosci. 20, 1133–1172. doi: 10.3758/s13415-020-00836-y

Champely, S. (2020). pwr: Basic functions for power analysis. R package version 1.3-0. 
Available at: https://CRAN.R-project.org/package=pwr (Accessed September 19, 2023).

da Matta, A., Gonçalves, F. L., and Bizarro, L. (2012). Delay discounting: concepts and 
measures. Psychol. Neurosci. 5, 135–146. doi: 10.3922/j.psns.2012.2.03

Davies, A. P., Hesketh, K., Low, J., Sprung, V. S., Jones, H., Mcmanus, A. M., et al. 
(2022). 37-LB: feasibility of a remote clinical trial in people with type 2 diabetes—
findings from the MOTIVATE T2D trial. Diabetes 71. doi: 10.2337/db22-37-LB

Delgado-Gallegos, J. L., Avilés-Rodriguez, G., Padilla-Rivas, G. R., de los Ángeles 
Cosío-León, M., Franco-Villareal, H., Nieto-Hipólito, J. I., et al. (2023). Application of 
C5.0 algorithm for the assessment of perceived stress in healthcare professionals 
attending COVID-19. Brain Sci. 13, 513–526. doi: 10.3390/brainsci13030513

Elsayad, A. M., Nassef, A. M., Al-Dhaifallah, M., and Elsayad, K. A. (2020). 
Classification of biodegradable substances using balanced random trees and boosted 
C5.0 decision trees. Int. J. Environ. Res. Public Health 17, 9322–9342. doi: 10.3390/
ijerph17249322

Eriksen, C. W. (1995). Partitioning and saturation of visual displays and efficiency of 
visual search. J. App. Psychol. 39, 73–77. doi: 10.1037/h0045835

Eriksen, B. A., and Eriksen, C. W. (1974). Effects of noise letters upon the identification 
of a target letter in a nonsearch task. Percept. Psychophys. 16, 143–149. doi: 10.3758/
BF03203267

Fries, J. F., Krishnan, E., Rose, M., Lingala, B., and Bruce, B. (2011). Improved 
responsiveness and reduced sample size requirements of PROMIS physical function 
scales with item response theory. Arthritis Res. Ther. 13:R147. doi: 10.1186/ar3461

Harris, P. A., Taylor, R., Minor, B. L., Elliott, V., Fernandez, M., O’Neal, L., et al. (2019). 
The REDCap consortium: building an international community of software platform 
partners. J. Biomed. Inform. 95:103208. doi: 10.1016/j.jbi.2019.103208

Harris, P. A., Taylor, R., Thielke, R., Payne, J., Gonzalez, N., and Conde, J. G. (2009). 
Research electronic data capture (REDCap) – a metadata-driven methodology and 
workflow process for providing translational research informatics support. J. Biomed. 
Inform. 42, 377–381. doi: 10.1016/j.jbi.2008.08.010

Kroenke, K., Strine, T. W., Spitzer, R. L., Williams, J. B. W., Berry, J. T., and 
Mokdad, A. H. (2009). The PHQ-8 as a measure of current depression in the general 
population. J. Affect. Disord. 114, 163–173. doi: 10.1016/j.jad.2008.06.026

Kuhn, M. (2022). caret: Classification and regression training. R package version 6.0–93. 
Available at: https://CRAN.R-project.org/package=caret (Accessed September 19, 2023).

Kuhn, M., and Johnson, K. Applied predictive modeling. New York: Springer; (2013).

Kuhn, M., and Quinlan, R. (2023). C5.0 decision trees and rule-based models. R 
package version 0.1.8. Available at: https://CRAN.R-project.org/package=C50 (Accessed 
September 19, 2023).

Lisdahl, K. M., Tamm, L., Epstein, J. N., Jernigan, T., Molina, B. S. G., Hinshaw, S. P., 
et al. (2016). The impact of ADHD persistence, recent cannabis use, and age of regular 
cannabis use onset on subcortical volume and cortical thickness in young adults. Drug 
Alcohol Depend. 161, 135–146. doi: 10.1016/j.drugalcdep.2016.01.032

Mills-Finnerty, C., Hogoboom, N., Cline, C., Rolle, C., Naparstek, S., Khadr, M., et al. 
(2021). Aging online: characterizing attention, reward function, and mental health in 
older online workers. Biol. Psychiatry 89:S215. doi: 10.1016/j.biopsych.2021.02.543

Mills-Finnerty, C., Staggs, H., Hogoboom, N., Naparstek, S., Harvey, T., 
Beaudreau, S. A., et al. (2023). Association between mental health symptoms and 
behavioral performance in younger vs. older online workers. Front. Psychol. 14:995445. 
doi: 10.3389/fpsyt.2023.995445

OpenAI (2023). ChatGPT [lLarge language model]. Available at: https://chat.openai.
com/chat

Plassmann, H., O’Doherty, J., and Rangel, A. (2007). Orbitofrontal cortex encodes 
willingness to pay in everyday economic transactions. J. Neurosci. 27, 9984–9988. doi: 
10.1523/JNEUROSCI.2131-07.2007

Quinlan, JR. C4.5: Programs for machine learning. San Mateo, Calif: Morgan 
Kaufmann Publishers; (1993). 302 p.

Quinlan, J. R. (1996). Improved use of continuous attributes in C4.5. J. Artif. Intell. 
Res. 4, 77–90. doi: 10.1613/jair.279

R Core Team (n.d.). R: A language and environment for statistical computing. 
Foundation for Statistical Computing, Vienna, Austria. Available at: https://www.R-
project.org/ (Accessed September 19, 2023).

Round, J. T., Fozard, T. E., Harrison, A. A., and Kolokotroni, K. Z. (2020). 
Disentangling the effects of cannabis and cigarette smoking on impulsivity. J. 
Psychopharmacol. 34, 955–968. doi: 10.1177/0269881120926674

Simmons, L. A., Phipps, J. E., Whipps, M., Smith, P., Carbajal, K. A., Overstreet, C., 
et al. (2022). From hybrid to fully remote clinical trial amidst the COVID-19 pandemic: 
strategies to promote recruitment, retention, and engagement in a randomized mHealth 
trial. Digit Health. 8:205520762211290. doi: 10.1177/20552076221129065

Spechler, P. A., Stewart, J. L., Kuplicki, R., and Paulus, M. P. (2020). Parsing impulsivity 
in individuals with anxiety and depression who use Cannabis. Drug Alcohol Depend. 
217:108289. doi: 10.1016/j.drugalcdep.2020.108289

Spitzer, R. L., Kroenke, K., Williams, J. B. W., and Löwe, B. (2006). A brief measure for 
assessing generalized anxiety disorder: the GAD-7. Arch. Intern. Med. 166:1092. doi: 
10.1001/archinte.166.10.1092

Tian, J. X., and Zhang, J. (2022). Breast cancer diagnosis using feature extraction and 
boosted C5.0 decision tree algorithm with penalty factor. Math. Biosci. Eng. 19, 
2193–2205. doi: 10.3934/mbe.2022102

United States Census Bureau (2021). Data. Available at: https://www.census.gov/data.
html (Accessed September 19, 2023).

Valentine, G., and Sofuoglu, M. (2018). Cognitive effects of nicotine: recent progress. 
Curr. Neuropharmacol. 16, 403–414. doi: 10.2174/1570159X15666171103152136

Van Strien, T., Frijters, J. E. R., Bergers, G. P. A., and Defares, P. B. (1986). The Dutch 
eating behavior questionnaire (DEBQ) for assessment of restrained, emotional, and 
external eating behavior. Int. J. Eat. Disord. 5, 295–315. doi: 
10.1002/1098-108X(198602)5:2<295::AID-EAT2260050209>3.0.CO;2-T

Vangkilde, S., Bundesen, C., and Coull, J. T. (2011). Prompt but inefficient: nicotine 
differentially modulates discrete components of attention. Psychopharmacology 218, 
667–680. doi: 10.1007/s00213-011-2361-x

Wati, C. M., Fauzan, A. C., and Harliana, H. (2022). Performance comparison of 
mushroom type classification based on multi-scenario dataset using decision tree C4.5 
and C5.0. J. Ris. Inform. 4, 247–258. doi: 10.34288/jri.v4i3.383

Watson, D., Weber, K., Assenheimer, J. S., Clark, L. A., Strauss, M. E., and 
McCormick, R. A. (1995). Testing a tripartite model: I. Evaluating the convergent and 
discriminant validity of anxiety and depression symptom scales. J. Abnorm. Psychol. 104, 
3–14. doi: 10.1037/0021-843X.104.1.3

Wickham, H. (2016). ggplot2: Elegant graphics for data analysis. 2nd ed. Cham: 
Springer International Publishing.

Wickham, H., Averick, M., Bryan, J., Chang, W., McGowan, L., François, R., et al. 
(2019). Welcome to the Tidyverse. JOSS 4:1686. doi: 10.21105/joss.01686

Xia, L., Gu, R., Zhang, D., and Luo, Y. (2017). Anxious individuals are impulsive 
decision-makers in the delay discounting task: an ERP study. Front. Behav. Neurosci. 
11:11. doi: 10.3389/fnbeh.2017.00005

Xu, G., Snetselaar, L. G., Strathearn, L., Ryckman, K., Nothwehr, F., and Torner, J. 
(2021). Association of attention-deficit/hyperactivity disorder with e-cigarette use. Am. 
J. Prev. Med. 60, 488–496. doi: 10.1016/j.amepre.2020.11.010

Yan, W. S., Chen, R. T., Liu, M. M., and Zheng, D. H. (2021). Monetary reward 
discounting, inhibitory control, and trait impulsivity in young adults with internet 
gaming disorder and nicotine dependence. Front. Psychol. 12:628933. doi: 10.3389/
fpsyt.2021.628933

https://doi.org/10.3389/fnhum.2023.1251174
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://doi.org/10.1007/s12652-017-0499-z
https://doi.org/10.1093/scan/nsw141
https://doi.org/10.3758/s13428-020-01501-5
https://doi.org/10.3758/s13428-019-01237-x
https://doi.org/10.1186/s42234-022-00094-y
https://doi.org/10.1016/j.drudis.2022.06.014
https://doi.org/10.1016/j.drudis.2022.06.014
https://doi.org/10.1037/0022-3514.67.2.319
https://www.cdc.gov/marijuana/data-statistics.htm
https://www.cdc.gov/tobacco/data_statistics/fact_sheets/adult_data/cig_smoking/index.htm
https://www.cdc.gov/tobacco/data_statistics/fact_sheets/adult_data/cig_smoking/index.htm
https://doi.org/10.3758/s13415-020-00836-y
https://CRAN.R-project.org/package=pwr
https://doi.org/10.3922/j.psns.2012.2.03
https://doi.org/10.2337/db22-37-LB
https://doi.org/10.3390/brainsci13030513
https://doi.org/10.3390/ijerph17249322
https://doi.org/10.3390/ijerph17249322
https://doi.org/10.1037/h0045835
https://doi.org/10.3758/BF03203267
https://doi.org/10.3758/BF03203267
https://doi.org/10.1186/ar3461
https://doi.org/10.1016/j.jbi.2019.103208
https://doi.org/10.1016/j.jbi.2008.08.010
https://doi.org/10.1016/j.jad.2008.06.026
https://CRAN.R-project.org/package=caret
https://CRAN.R-project.org/package=C50
https://doi.org/10.1016/j.drugalcdep.2016.01.032
https://doi.org/10.1016/j.biopsych.2021.02.543
https://doi.org/10.3389/fpsyt.2023.995445
https://chat.openai.com/chat
https://chat.openai.com/chat
https://doi.org/10.1523/JNEUROSCI.2131-07.2007
https://doi.org/10.1613/jair.279
https://www.R-project.org/
https://www.R-project.org/
https://doi.org/10.1177/0269881120926674
https://doi.org/10.1177/20552076221129065
https://doi.org/10.1016/j.drugalcdep.2020.108289
https://doi.org/10.1001/archinte.166.10.1092
https://doi.org/10.3934/mbe.2022102
https://www.census.gov/data.html
https://www.census.gov/data.html
https://doi.org/10.2174/1570159X15666171103152136
https://doi.org/10.1002/1098-108X(198602)5:2<295::AID-EAT2260050209>3.0.CO;2-T
https://doi.org/10.1007/s00213-011-2361-x
https://doi.org/10.34288/jri.v4i3.383
https://doi.org/10.1037/0021-843X.104.1.3
https://doi.org/10.21105/joss.01686
https://doi.org/10.3389/fnbeh.2017.00005
https://doi.org/10.1016/j.amepre.2020.11.010
https://doi.org/10.3389/fpsyt.2021.628933
https://doi.org/10.3389/fpsyt.2021.628933

	Protocol optimization and reducing dropout in online research
	1. Introduction
	2. Method
	2.1. Sample
	2.2. Workflow for the pilot sample
	2.3. Workflow for the post-optimization sample
	2.4. Self-report data in REDCap
	2.5. Cognitive testing in Gorilla Experiment Builder
	2.6. Reward sensitivity task in Unity
	2.7. Recruitment optimization updates and intended purposes
	2.8. Retention optimization updates and intended purposes
	2.9. Data quality system

	3. Results
	3.1. Proportion testing
	3.1.1. Recruitment period
	3.1.2. Enrollment period
	3.2. Classification model for participant drop out
	3.2.1. Data quality analysis

	4. Discussion
	Data availability statement
	Ethics statement
	Author contributions

	References

