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Text generation by artificial intelligence became available to a broader public,

latterly. This technology is based on machine learning and language models that

need to be trained with input data. Many studies have focused on the distinction

of human-written text. vs. generated texts but recent studies show that the

underlying language models might be prone to reproduce gender bias in their

output and, consequently, reinforcing gender roles and imbalances. In this paper,

we give a perspective on this topic, considering both the generated text data itself

and the machine learning models used for language generation. We present a

case study of gender bias in generated text data and review recent literature

addressing language models. Our results indicate that researching gender bias in

the context of text generation faces significant challenges and that future work

needs to overcome a lack of definitions as well as a lack of transparency.
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1 Introduction

With artificial intelligence becoming increasingly popular in recent times, their

mainstream usage for writing texts has also increased. With large providers like ChatGPT

and Gemini users have direct access to language models and machine learning methods

for text generation and these have been objects of research in many fields, including

natural language processing and computer science. Most studies focus on investigating the

distinction of human-created and AI-generated texts (Bolukbasi et al., 2016). Measuring

gender bias especially at large scale in output texts of generative AIs and their language

models is still a rather new discipline. However, numerous studies have shown how gender

bias in technology may lead to exclusion, making this topic worth of investigating (Stumpf

et al., 2020). There are two views of perspective on gender bias in generated texts: First, the

texts produced by artificial intelligence can be studied to shed light on the used language.

Second, the language models that are used by artificial intelligence to generate texts can be

studied to gain insight into the impact and predictability of gender bias.

In the literature, there are two different concepts of gender bias. The first understanding

aims to establish a balance of gender-assigned terms in texts, meaning a similar amount of

female-assigned and male-assigned words. The goal is that both genders are represented

to a similar extent. The second understanding is the establishment of gender-neutral terms

instead of gender-assigned terms. The goal is to use words that do not give an indication of

gender. While a balance between male- and female-assigned terms may be assessed using

counters or statistical methods, gender-neutral terms are less standardized and, thus, often

excluded in studies on gender-assigned language (Vergoossen et al., 2020).

In this paper, we aim to give a two-fold perspective on gender bias in generated

texts. First, we bring attention to the generated data itself and conduct a brief study on

term occurrence. Second, we review literature on methods to measure and influence text
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generation models. Both views indicate a lack of standardized

definitions and benchmarks, needed for thorough analyses.

Nevertheless, promising approaches to reduce gender bias in

generated texts exist.

2 Gender bias in generated texts

Before shedding light on the models used for text generation,

we investigate the generated text data itself regarding possible

gender bias. For getting a first impression of the impact of gender

bias in generated text data using artificial intelligence, we conduct a

case study utilizing a frequency-based approach.

In this study, we recognize words that are defined as gender-

assigned vs. gender-neutral in existing text corpora. Although there

are numerous guidelines for gender-neutral language, e.g., by the

European Parliament (Parliament, 2018) that began to encourage

the use of inclusive and neutral language in 2008, these documents

usually do not provide comprehensive lists of words that represent a

specific gender and words that are deemed gender-neutral. Hence,

authors who want to use gender-neutral language have to rely on

different dictionaries and sources, and often on their intuition.

To lay a solid foundation for our case study, we utilize the

following two sources of terms:

• The dictionary of gender-assigned and gender-neutral terms

by Butler (2023a), including terms that are gender-assigned

and gender-neutral terms.

• The dictionary of gender-neutral language published by

Pronouns.page, also including gender-assigned and gender-

neutral terms (Pronouns.page, 2024).

We scraped the websites of these dictionaries and extracted

extracted the words together with a label describing each word as

gender-neutral, female-assigned, ormale-assigned. In combination,

these dictionaries provide 764 gender-assigned words with almost

the same share of male-assigned and female-assigned terms, and

1,415 neutral terms that do not represent a specific gender. The

first dictionary also includes 431 terms that are neutral in terms

of the Human Gender-Neutral Language (HGNE) standard and

181 terms that are discouraged by that standard, also known

as Universal Gender-Neutral English (UGNE) standard (Butler,

2023b).

2.1 Corpora

For the case study, we investigate three different corpora

containing of AI-generated texts and compare these to a reference

corpus of human-written texts. All texts we used are written in

English.

Corpus A The first corpus that we used in the case study

consists of 109 text generated by ChatGPT (Sotov, 2024a). It has

been used to develop a detector able to classify texts that have

been generated by ChatPGT (Sotov, 2024b). While distinguishing

generated and human-written texts is a significant task, out study

focuses on the language of these texts by investigating the use of

gender-related terms.

Corpus B The second corpus contains generated essays and

has been copmrised for a large-scale comparison of human-written

and generated texts (Herbold et al., 2023). The 90 essays were

rated by teachers as human experts and its data is available in the

corresponding repository (Herbold, 2023). For our analysis, we use

the generated texts of this corpus and analyze gender-related terms

occurrences.

Corpus C The largest corpus holds answers generated by

ChatGPT to questions ranging from open-domain, financial,

medical, legal, and psychological areas. It has been built to tell apart

human experts from artificial intelligence and is called the Human

ChatGPT Comparison Corpus (HC3) (Guo et al., 2023). In total, it

contains 26,903 AI-generated texts in English that we use for our

case study.

Corpus H For reference, we also analyze a corpus of human-

written texts. The Human ChatGPT Comparison Corpus (HC3)

does not only contain generated texts but also answers to questions

from open-domain, financial, medical, legal, and psychological

areas that have been written by humans (Guo et al., 2023). We

use the included 58,546 human-written texts for comparison in our

analysis.

2.2 Analysis

To gain insights into the use of gender-related terms in

generated texts, we analyze the corpora on a term-level, in contrast

to previous work that has targeted whole sentences to assign

gender-labels (Kaneko et al., 2022). After lemmatization, gender-

assigned terms are counted for male and female forms of these

terms as well as gender-neutral terms. We then calculate the

following scores:

Male-assigned words share =
number of male-assigned terms

total word count

Female-assigned words share =
number of female-assigned terms

total word count

Neutral words share =
number of gender-neutral terms

total word count

Male-female ratio =

number of male-assigned terms

number of female-assigned terms

Male-neutral ratio =

number of male-assigned terms

number of gender-neutral terms

Female-neutral ratio =

number of female-assigned terms

number of gender-neutral terms

HGNE ratio =

number of HGNE neutral terms

number of HGNE discouraged terms

Figure 1 shows the results of these calculations for each corpus

as a colored heatmap, with the red end of the scale representing

the use of gender-assigned terms and the green end of the scale

representing the use of gender-neutral terms or the avoidance of

gender-assigned terms. To enable a cross-corpus comparison, the

colors scale is applied row-wise.

The two smaller corpora A and B both contain more female-

assigned words than male-assigned words. In contrast, the larger

corpora of generated texts (C) and human-written texts (H) both
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FIGURE 1

Measurements of occurrences of gender-assigned and

gender-neutral terms in corpora.

show a higher frequency of male-assigned terms over female-

assigned terms.

All corpora have a higher neutral words share than gender-

specific words share including both male-assigned and female-

assigned terms. However, we cannot deduce that neutral terms are

used to avoid gender-bias specifically. While all generated corpora

contain “individuals” as a neutral term to describe persons of all

genders, the dictionaries also list terms like “you” and “god” as

neutral terms. Although these are deemed neutral, they are not

meant as alternatives for a gender-specific term. Furthermore,

the dictionaries define in total more neutral words than gender-

assigned words. With this in mind, it seems plausible that the use of

neutral terms outweighs the use of gender-assigned terms.

In a direct frequency comparison, there is no clear picture of

the tendency of the occurrences of male-assigned terms in relation

to female-assigned terms in the generated texts. For corpora A

and B, the results indicate that ChatGPT might use more female-

assigned words, e.g., in student essays. But corpus C shows a clear

outweigh of male-assigned terms over female-assigned terms. The

male-female ratio of corpus H, the human-written texts, lies in

between the AI-generated texts corpora.

For male-to-neutral ratio, neutral terms are higher represented

in the generated texts than male-assigned terms for all generated

corpora. In comparison, the human-written texts seem to include

more male-assigned terms than the generated texts, measured in

the ratio to neutral terms. In contrast, female-assigned terms seem

to be used more frequently measured in ratio to neutral terms in

the smaller corpora A and B than in the larger corpus C.

Finally, the ratio of neutral terms to discouraged terms due to

the HGNE/UGNE standard gives a mixed result. It is important

to note that these defined terms occurred only rarely. The most

often found term of that standard, servant, was found 8 times

in all corpora. This raises the question whether the terms of this

dictionary are suitable at all to describe gender-related tendencies

in generated texts.

The overall results demonstrate the difficulties of measuring

gender bias in generated texts. While the two smaller corpora show

a tendency to include female-assigned terms, the larger corpus and

the human-written texts tend to use more male-assigned terms.

Measuring the representation of gender-neutral depends on the

used dictionaries and definitions.

2.3 Limitations

From this data, we cannot observe clear evidence of the

presence or absence of a gender-bias in AI-generated texts. First,

the data available is limited. Our case study included different

corpora and especially the HC3 corpus is sufficiently large, but

the dictionaries of gender-related and gender-neutral terms are

not comprehensive and may follow different definitions. Especially

theHGNE/UGNE dictionary underperformed in detecting relevant

terms and includes terms that are not well-defined, e.g., mother

nature as a female-assigned term. Furthermore, the impact of the

texts’ topics remains unclear. For further research, texts of specific

topical areas should be compared to avoid a mix of topic-specific

words throughout corpora.

Ultimately, the highest hurdle in the investigations of gender

bias in generated texts is the absence of clear definitions and

standards. In practice, guidelines describe the problem of gender

bias bud do not give a well-defined dictionary or comprehensive

list of terms that are assigned to one gender or terms that are

commonly agreed upon to be gender-neutral. For investigating

generated texts at a large scale, such a catalog is required but it

seems challenging to achieve completeness.

3 Gender bias in generative models

The identified limitations of investigating gender bias in

generated texts also seem to exist for the perspective on generative

models. Nevertheless, the idea is to train the underlying language

model of a generative AI in such way that gender-neutral terms are

used as a default and gender-assigned terms should be avoided. This

has been a research subject in several previous works that will be

described in the following to give the perspective on gender bias in

generative models.

Vig et al. (2020) introduce a causal mediation analysis

framework for interpreting NLP models, which is then applied to

analyze gender bias in pre-trained transformer language models.

The used causal mediation analysis aims to understand how

information flows through different model components, such as

neurons, and how this affects the model’s outputs. The authors test

two types of interventions: set-gender, which replaces ambiguous

professions with anti-stereotypical gender-specific words, and

null, which leaves the input unchanged. To assess the impact,

the total effect, natural direct effect, and natural indirect effect

of the interventions on the model’s gender bias are measured.

These effects are described to understand how different model

components mediate the gender bias. The study utilizes three

datasets designed to gauge a model’s sensitivity to gender bias in

order to analyze gender bias in pre-trained transformer language

models using causal mediation analysis.

Gupta et al. (2022) proposes an approach to mitigate gender

bias in text generation from language models during knowledge

distillation by using counterfactual role reversal, which involves

modifying the teacher model’s probabilities and augmenting
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the training set with counterfactual data. In a first step,

counterfactual sequences are generated by swapping gendered

words in the original text. Then, a combination of the original

and counterfactual token probabilities is made in several ways, e.g.,

max, mean, expMean, swap, to obtain a more equitable teacher

model. The training data is then enriched with the counterfactual

sequences in addition to modifying the teacher probabilities and

influence the language model used for text generation. The original

GPT-2 language model was used as the starting point for the

knowledge distillation and fine-tuning process.

Lu et al. (2020) examine gender bias in neural natural language

processing systems and define a benchmark to quantify this

bias. They propose counterfactual data augmentation (CDA) to

mitigate the bias while preserving model accuracy. The introduced

benchmark to quantify gender bias in neural NLP tasks is

based on causal testing of matched pairs and could be used

for language modeling tasks. Exploring CDA, word embedding

debiasing (WED) is investigated as technique to mitigate gender

bias. The authors also comprise a corpus that was augmented by

the proposed CDA.

Kaneko et al. (2022) propose a multilingual bias evaluation

(MBE) score to evaluate gender bias in masked language models

(MLMs). As a strong benefit, this process does not require manual

annotation of data. For this approach, the authors extract female-

assigned and male-assigned sentences from a parallel corpus using

a gender word lists and calculate the likelihoods of the extracted

gender-assigned sentences using the target MLM. Then, the

likelihoods of female- and male-assigned sentences are calculated

using the all unmasked likelihood with attention weights (AULA)

method, and compared to compute a bias score based on the

percentage of male sentences with higher likelihoods.

Bordia and Bowman (2019) develop a metric to measure

gender bias in a recurrent neural network language model and

propose a regularization loss term that minimizes the projection

of encoder-trained embeddings. These methods are based on word

occurrences, requiring a dictionary of gender-related terms, and

establishing a relation between male-assigned and female-assigned

words in context windows. The authors evaluate the proposed

method on three different text corpora: Penn Treebank, WikiText-

2, and CNN/Daily Mail and make use of a standard LSTM-based

language model architecture, the AWD-LSTM, as the base model

for their experiments.

de Vassimon Manela et al. (2021) propose a new metrics to

quantify gender bias in language models with a focus on male-

assigned pronouns and stereotypical use of pronouns. The authors

define two new metrics to quantify gender bias in language models:

skew as the overall preference for male pronouns and stereotype

as the assignment of pronouns to stereotypical professions. They

measure the gender bias of various pre-trained language models

(BERT, RoBERTa, ALBERT, etc.) using the WinoBias dataset. As

approach for mitigation of gender bias effects, a data augmentation

method to fine-tune BERTmodels is applied with the goal to reduce

both skew and stereotype bias.

Qian et al. (2019) introduce a specialized loss function to

mitigate gender bias in neural languagemodels utilizing pre-trained

GloVe word embeddings. The new loss term aims to equalize

the predicted probabilities of gender-paired words, combined with

the standard cross-entropy loss. Additionally, counterfactual data

augmentation (CDA) is applied to expand the training corpus by

swapping gender pairs, similar to the work done by Lu et al. (2020)

The authors perform a tuning of the used LSTM language model

with specific hyperparameters and use a sub-sample of 5% of the

Daily Mail news article dataset for training. They also utilize the

bias regularization method introduced by Bordia and Bowman

(2019) which debiases the word embedding during language model

training.

Vig et al. (2020) state that larger language models are more

sensitive to gender bias, with the effect saturating at the largest

model sizes. Gender bias effects couldmainly be observed in a small

subset of the model’s middle layers and only a small fraction of the

model is responsible for the majority of the gender bias effects. The

authors acknowledge a limited setup and constructed templates due

to the difficulties of assessing complete gender bias phenomena in

language and language models.

Vig et al. (2020) find the approach of using counterfactual role

reversal (CRR) during knowledge distillation capable of reducing

gender disparity in the generated text. However, they acknowledge

reducing gender disparity in text generation does not necessarily

improve embedding fairness or overcomes gender bias in the

generated data. Both introduced methods to mitigate gender bias

in distilled language models reduced gender disparity in text

generation, but did not consider gender-neutral terms.

Lu et al. (2020) attest that NLP systems exhibit significant

gender bias, particularly regarding occupations. Optimization

processes of language models could encourage the growth of

gender bias in progressing training. Word embedding debiasing

techniques is able to reduce this bias, but the residual bias is still

considerable and may result in a drop in accuracy. In contrast,

the counterfactual data augmentation (CDA) effectively decreases

gender bias while preserving accuracy in their experiments, and

outperforms word embedding debiasing.

The multilingual bias evaluation (MBE) method proposed by

Kaneko et al. (2022) is able to measure gender bias in MLMs

across multiple languages, showing high correlation with human

bias annotations. MBE especially outperforms methods that use

machine translation to evaluate bias in non-English languages. This

shows that gender bias exists in MLMs across different languages

studied.

The method to reduce gender bias in language models by

Bordia and Bowman (2019) was found to be effective up to an

optimal weight for the loss term, beyond which the model became

unstable with increased perplexity. Furthermore, this approach also

relies on word lists and dictionaries as additional limitation.

de Vassimon Manela et al. (2021) find in their study that

there is a trade-off between gender stereotype and gender skew

in pre-trained language models. The applied fine-tuning of BERT

with a gender-balanced dataset can reduce both gender skew and

stereotype compared to fine-tuning on the original dataset. This

is in line with other mentioned papers, stating that countering an

overweight of male-assigned terms, words or sentences may be

countered by balancing the data, e.g., by adding counterfactual

terms, words, or sentences. However, it is acknowledged that

current gender bias benchmarks do not fully capture gender

bias, especially regarding professions, as pronoun resolution may
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be influenced by other forms of gender prejudice beyond just

professional stereotypes.

The developed loss function by Qian et al. is capable of

influencing the output of a language model by equalizing the

probabilities of male-assigned and female-assigned words. The

authors show that their new loss function effectively reduces gender

bias during model training without explicitly addressing the bias in

the embedding layer. In the conducted experiments, the approach

outperforms debiasing methods like data augmentation and word

embedding debiasing and it is suggested to combine the approach

with data augmentation for further improvement in reducing the

bias. Still, the proposed method may have similar limitations as

other debiasing strategies, especially in aspects beyond reducing

gender bias in occupation words. The authors also acknowledge

that the effectiveness of reducing gender bias may be limited to

the specific bias evaluation metrics used, and that further research

could explore other metrics (Qian et al., 2019).

In summary, several approaches have been made to benchmark

and influence effects of gender bias in language models under

certain limitations. There are strong indications of gender

bias in language models, even for different languages. While

balancing gender-assigned terms counterfactually may reduce

the overbalance of a specific gender in generated texts, it

fails encouraging the use of gender-neutral terms. Additionally,

language models may be influenced, e.g., by loss functions, to favor

a balance of gender-assigned words in a generated text but if such

an influence is implemented in a model’s training remains unclear

in practice.

4 Conclusion

Both views on the generated text data and on the generation

models shed light on certain gap in the research field. Measuring

gender bias in generated texts is seems to be a significant challenge,

especially due to missing consistent word lists and insufficient data

of gender-neutral terms. Generally, there exists a lack of definitions

and standards that needs to be overcome to enable thorough

future studies and apply statistical methods for gender bias analyses

beyond comparing female-assigned and male-assigned words.

Furthermore, the majority of research investigates English texts

while other languages, e.g., German, may be more challenging

regarding gender-neutral terms. Future research might also dive

into different corpora of texts with a dedicated feminist stance, for

instance, Feminist HCI work (Bellini et al., 2018; Chivukula and

Gray, 2020).

For language models used to generate texts, counterfactual

methods enable a balancing of gender-assigned terms and seem

to be a valid way of mitigating gender bias in terms of one

gender outweighing another regarding used words. However,

measuring the effect and outcome of methods aiming at reducing

gender-assigned language and encouraging gender-neutral terms is

still a significant challenge. This goal seems to be underrepresented

in current research as it requires additional definitions and

dictionaries that are yet to be made. Closing this gap is crucial for

proceeding with future research on gender-neutral text generation.

Nevertheless, approaches to improve generative AI models exist

while their enforcement and implementation is unclear in practice

and users may never know whether or not the language model

of a text generator AI is set to mitigate gender bias. Hence,

transparency and explainability of machine learning methods used

for text generation is essential for future research of gender bias in

language models while word-level analyses may generally neglect

contextual gender bias like subtle reinforcement of traditional

roles, imbalanced representation, or implicit expectations about

gendered behavior.
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