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Correctly initializing the fire within coupled fire-atmosphere models is critical for 
producing accurate forecasts of meteorology near the fire, as well as the fire growth, 
and plume evolution. Improperly initializing the fire in a coupled fire-atmosphere 
model can introduce forecast errors that can impact wind circulations surrounding 
the fire and updrafts along the fire front. A well-constructed fire initialization 
process must be integrated within coupled fire-atmosphere models to ensure that 
the atmospheric component of the model does not become numerically unstable 
due to excessive heat fluxes released during the ignition, and that realistic fire-
induced atmospheric circulations are established at the model initialization time. 
The primary objective of this study is to establish an effective fire initialization 
method in a coupled fire-atmosphere model, based on the analysis of the impact 
of the initialization procedure on the model’s ability to resolve fire-atmosphere 
circulations and fire growth. Here, we test three different fire initialization approaches 
leveraging the FireFlux II experimental fire, which provides a comprehensive suite 
of observations of the pyroconvective column, local micrometeorology, and fire 
characteristics. The two most effective fire initialization methods identified using 
the FireFlux II case study are then tested on the 380,000-acre Creek Fire, which 
burned across the central Sierra Nevada mountains during the 2020 Western U.S. 
wildfire season. For this case study, simulated pyroconvection and fire progression 
are evaluated using plume top height observations from MISR and airborne fire 
perimeter data, to assess the effectiveness of different initialization methods in the 
context of establishing pyroconvection and resolving the fire growth. The analyses 
of both the experimental fire simulation and the wildfire simulation indicate that 
the spin-up initialization method based on historical fire progression that masks 
out inactive fire regions provides the best results in terms of resolving the fire-
induced vertical circulation and fire progression.
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1 Introduction

Coupled fire-atmosphere models represent the latest and one of the most comprehensive 
tools for simulating wildfire growth and downwind smoke dispersion (Mallia and Kochanski, 
2023). Coupled fire-atmosphere models dynamically link high-resolution meteorological 
forecast models with a fire spread model. The fire spread model and meteorological model are 
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coupled together so that the meteorology surrounding the fire can 
influence simulated fire progression. Subsequently, heat fluxes 
produced by wildfires dynamically interact with the atmosphere by 
generating buoyancy that promotes the formation of pyroconvective 
plumes and modifies atmospheric circulation near the fire. The latest 
generation of coupled fire-atmosphere models such as WRF-SFIRE 
(Mandel et al., 2011) utilize a fuel consumption and emissions model 
that allows these models to forecast not only the fire progression but 
also the plume rise and downwind smoke dispersion (Kochanski et al., 
2016, 2019; Mallia et al. 2020a,b).

The importance of the effectiveness of the initialization method in 
the context of establishing fire-atmosphere coupling and 
pyroconvection stems from the fact that the near-surface winds at the 
fire head are strongly affected by fire-induced convection. The fire-
induced circulations have been observed using Lidar (Banta et al., 
1992; Lareau and Clements, 2016; Lareau et al., 2018) and in-situ 
observations (Clements et  al., 2007, 2019). The analysis of the 
numerical experiments by Clark et  al. (1996) also showed that 
pyroconvection can modify surface winds. The recent study by Benik 
et al. (2023) showed that resolving pyroconvection and fire-induced 
winds is critical for a realistic representation of the fire front 
progression as the fire-induced winds can accelerate the fire 
progression by up to 30%. Hence, in order to correctly render local 
winds and fire behavior, the model must be able to accurately resolve 
the pyroconvection. Therefore, special attention is needed during the 
fire initialization process to ensure (1) that the atmospheric 
component of the model does not become numerically unstable due 
to excessive heat fluxes released during the fire ignition, and (2) that a 
realistic fire-induced atmospheric circulation is established by the 
initialization method, and that the fire and the atmospheric models 
are in sync at the beginning of the simulation of an ongoing fire.

Typically, a wildfire at the time when its forecast starts has already 
developed a well-established fire perimeter. In such cases, assimilating 
fire data into numerical coupled fire-atmosphere prediction models is 
critical to forecast the fire growth, as well as downwind smoke 
transport. During long-lived (multi-day) fires, periodic assimilation 
of newly available fire observations can be used to correct the model 
state and potentially improve the fire spread prediction. Coen and 
Schroeder (2013) demonstrated how satellite fire detections can 
be used directly as ignition points in the model to restart the model 
periodically. Satellite data comprising fire, non-fire, and unknown 
values were also utilized in other studies. For example, in fine-tuning 
the estimation of fire arrival times using a variational method as 
described by Mandel et al. (2016) or, in preprocessing of satellite data 
to reconstruct historical fire patterns through the application of the 
Support Vector Machines (SVM) algorithm, as detailed by Farguell 
et  al. (2021). More information about applications of satellite fire 
detections and satellite products for fire mapping, emission estimates, 
and fire intensity characterization can be  found in Wooster 
et al. (2021).

It has to be noted that while the work listed above utilized satellite 
data in coupled fire-atmosphere simulations, the problem of utilizing 
airborne infrared (IR) fire perimeters from reconnaissance flights such 
as the ones available from the National Infrared Operations (NIROPS), 
or the Geospatial Multi-Agency Coordination (GeoMac) has not been 
systematically studied. For uncoupled wildfire spread models such as 
Behave (Andrews, 2013), heat fluxes from the fire do not impact the 
state of the atmosphere. Therefore, in this case, the most recent fire 

perimeters can simply be used directly to ignite fires and initialize 
forecasts. From here, fires will naturally propagate outward from the 
burned area, while the initial burning of fuels inside the perimeter will 
not impact the future fire progression. In coupled fire-atmosphere 
models; however, the fire initialization can directly impact the state of 
the atmosphere.

The primary objective of this study is to identify an effective 
methodology that allows to assimilate fire perimeters into a coupled 
fire-atmosphere model, assuring that the fire and atmospheric models 
are in sync, and the fire-atmosphere coupling is successfully 
established at the beginning of a coupled fire-atmosphere simulation. 
Here, we leverage a coupled fire-atmosphere model (WRF-SFIRE; 
Mandel et al., 2011) to better understand the impacts of different fire 
initialization strategies on fire propagation and plume dynamics. 
WRF-SFIRE dynamically links the Weather Research and Forecast 
model (WRF; Skamarock et al., 2008) with a fire spread model (SFIRE) 
based on a semi-empirical Rothermel model (Rothermel, 1972). WRF 
provides realistic meteorological forcing that is used to drive fire 
progression within SFIRE, while heat and moisture fluxes at the fire 
front are fed back into WRF so that the atmospheric state responds to 
the presence of the fire (see the right panel of Figure 1). The fire-
affected winds are used to compute the fire’s rate of spread (ROS), 
resulting in a two-way atmosphere-fire coupling. WRF-SFIRE also has 
functionality that allows the fire ROS to be prescribed with a fire 
arrival history. It allows the model to spin up meteorology and the 
corresponding fire-atmosphere interactions before the start of the 
forecast (see the left panel of Figure 1). This fire “replay” functionality 
described in Mandel et al. (2014) is used in this study to test various 
initialization methods. Through this framework, we  assess and 
evaluate different fire initialization methodologies and their impacts 
on modeled fire behavior and fire-atmosphere interactions such 
as pyroconvection.

This study utilizes the FireFlux II experiment, which provides a 
unique opportunity to evaluate simulated fire-induced circulation 
based on the in-situ observations of vertical velocities from sonic 
anemometers. Unfortunately, such data are not available for large 
wildfire events like the Creek Fire. Therefore, to assess the initialization 
methods in the Creek Fire wildfire case study, plume top height data 
are used as a proxy to assess if the model realistically resolved 
pyroconvection since the vertical velocity scale and the plume top 
height are closely related (Moisseeva and Stull, 2021).

The Methodology (Section 2) introduces fire initialization 
methods, outlines the modeling framework, and describes 
WRF-SFIRE model configurations used to quantify how tested fire 
initialization methods might impact fire growth and smoke forecasts. 
In the Results (Section 3), we present the findings from the sensitivity 
tests outlined in the methodology section. In (Section 4) we discuss 
the results and limitations of the presented methods in terms of 
operational applications. Finally, in the Conclusion (Section 5), 
we summarize key findings.

2 Methods

In order to assess the potential influence of different fire 
initialization methods on both fire growth and plume development 
within a coupled fire-atmosphere model, we developed and tested 
three methodologies. These methodologies, presented schematically 
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in Figure 2, enable the initialization of the fire model’s state using 
perimeter observations. The analyzed methods included:

 a. Instantaneous ignition of the whole fire area within the 
fire perimeter.

 b. Instantaneous ignition along the fire perimeter with the fuel 
removed from the inside of the fire (simple method).

 c. Gradual ignition from the fire history (spin-up method).

In the first method, the entire perimeter and the fuel within the 
perimeter are ignited instantaneously (see Figure 2A). For this setup, 
the fire simultaneously consumes the fuel inside the fire and the fuel 
surrounding it as the fire propagates outward. Once the fuel within the 
burning region is consumed, a firefront forms and extends away from 
the burned area. Panel (b) in Figure 2 illustrates the second method, 
where the fire is ignited along the fire perimeter only. In this method, 
the fuel within the fire perimeter is removed before the ignition. 
Finally, panel (c) illustrates the method where fire growth prior to the 
initialization time is prescribed using an external fire arrival time. In 

this scenario, the fuels inside of the initial fire perimeter are burned at 
a time that is prescribed by the fire arrival time. Once the fire reaches 
the time that corresponds to the fire initialization time, the fire rate of 
spread model is turned on and the fire arrival time is no longer used 
to prescribe the fire growth. This method is a simplification of the 
original methods used by Kondratenko et al. (2011), Mandel et al. 
(2012), and Farguell Caus et al. (2018), which controls the ROS. Here 
we simply use a spatial interpolation to the fire model grid of the fire 
arrival time defined at the ignition point and two perimeters to 
prescribe the initial fire evolution. In this study, we used the data 
assimilation functionality included in WRF-SFIRE which enables 
initialization of the fire based on the fire arrival time as described in 
Mandel et al. (2014). It has to be noted that although the first two of 
these methods are less realistic than the other two, all of them would 
provide identical results when applied to uncoupled simulations. 
Therefore, in order to highlight the unique requirements of the 
coupled models all of them were tested on the experimental fire.

In the first step, we deployed all three methods to the simulation 
of the FireFlux II experimental fire and evaluated the model-resolved 

FIGURE 1

Schematic representation of the initial spin-up phase during which the fire progression history is replayed (left) and the fully coupled simulation (right).

FIGURE 2

Schematic diagrams of three fire initialization methods investigated in this study: (A) Instantaneous ignition (red fill), (B) Simple initialization—ignition 
along the fire perimeter after removal of the fuel from the inside represented by the white fill, (C) Spin-up method with the gradient fill representing the 
gradual ignition during the fire replay period. The green shading represents unburned fuel.
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vertical velocities. Next, we applied two best-performing ones to a 
wildfire and assessed the vertical plume extent and fire growth.

2.1 Simulations of experimental fire 
(FireFlux II)

The initial investigation of the ignition procedures leveraged 
idealized WRF-SFIRE numerical simulations of a grassland fire on flat 
ground, mimicking the FireFlux II experimental burn. Our simulation 
configuration follows the one used to provide the forecasting support 
during the FireFlux II, which is outlined in Clements et al. (2019). The 
domain covered an area of 1000 × 1600 m (Figure  3) with a grid 
spacing of 10 m for the atmospheric grid and a fire mesh with 1 m grid 
spacing (1:10 refinement ratio). The model top was set to 1,200 m and 
80 vertically stretched levels were used with depths varying from 2 m 
at the surface to 37.75 m at the domain top. Open boundary conditions 
were used so that the fire-induced updraft would not contaminate the 
inflow. The simulation was started at 15:00 UTC on January 31st, 2013, 
and the model was run for 15 min with a time step of 0.25 s. The 
output was saved at 5 s intervals. The fire ignition was started at 
15:04:12 (hh:mm:ss), in the form of two walking ignitions represented 
by yellow and orange lines in Figure  3. The burn plot was 
predominately covered with tall grass and had an overall fuel moisture 
content of 18%, a depth of 1.25 m, and a load of 1.08 kg m−1. The model 

was initialized with a uniform fuel set within the burn plot to category 
3 (Albini, 1976), and dead fuel moisture of 18%. The atmospheric 
model was initialized using vertical profiles of wind speed and 
direction, temperature, and moisture derived from a nearby tall tower 
and radiosonde observations before the burn.

A total of three idealized simulations were analyzed. The 
benchmark simulation was started from the walking ignitions, and 
three additional simulations were performed with fire initialization 
procedures outlined in Figure  2. These initialization runs were 
executed as a continuation of the benchmark run. The restart file from 
the benchmark run was saved 4 min into the simulation (at 15:04 
UTC). Then, three versions of this file were created by updating the 
fire arrival time according to the presented ignition methods. Each of 
the initialization cases was then executed starting from 15:04 UTC.

The instantaneous ignition from the fire area represented in 
Figure 2A, continued the benchmark simulation by restarting from 
the benchmark simulation at 15:04. Then the fire arrival time in the 
restart file was set to 15:05:12 (72 s since the beginning of the restart) 
everywhere within the second (purple) perimeter in Figure 3. The 
time of 72 s was selected so that the ignition ended before the fire 
reached the measurement tower. Starting from that point, the model 
continued in a fully coupled mode, allowing the fire to evolve from the 
shape forced by the fire arrival time used as the input.

The ignition from the fire perimeter with fuel masking, 
schematically shown in Figure 2B, was restarted with the fire arrival 
time set to 72 s after the simulation started, but only along the second 
(purple) perimeter presented in Figure 3. Starting from that point, the 
model continued in a fully coupled mode, allowing the fire to grow 
only outward of the ignited perimeter since the fuel inside of the fire 
perimeter was removed.

To implement the gradual ignition in the spin-up method, shown 
schematically in Figure 2C, first, two fire perimeters were manually 
generated by outlining the fire contour based on the infrared camera 
footage at 15:05:00 and 15:05:12. These perimeters correspond to 60 s, 
and 72 s from the simulation restart time. The fire arrival time used to 
drive the initial fire progression history was generated using a 
bi-harmonic spline interpolation of the 2D time arrival data including 
the time of the ignition which was 12 s since the simulation start, and 
the two observed fire perimeters shown in Figure 4 (60 s and 72 s). The 
resulting fire arrival time presented in Figure 4 was used to prescribe 
the initial fire propagation and the release of the heat and moisture 
fluxes from the fire into the atmosphere. This gradual ignition phase 
covered the initial fire evolution between the ignition time (15:04:12) 
and the time of the second perimeter (15:05:12). This spin-up phase 
corresponds to the period between 12 s and 72 s from the beginning 
of the simulation, during which the fire model is forced to replay the 
fire history as shown in the left panel of Figure 1. After the fire replay, 
the fire model continued to forecast the fire in a fully coupled mode 
as shown schematically in the right panel of Figure 1.

2.2 Wildfire simulations (Creek Fire)

Since the first fire initialization method (instantaneous ignition) 
did not provide realistic results for the idealized FireFlux II simulation 
(see Section 3 below), only the last two fire initialization methods were 
tested in the wildfire case: the simple instantaneous perimeter ignition 
with fuel masking and the gradual ignition from the fire history 

FIGURE 3

Model domain (green rectangle) with the location of ignition lines 
(yellow and orange), the measurement tower (red cross), and the 
perimeters at 15:05:00 and 15:05:12  s derived from IR observations 
(blue and magenta lines).
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during the spin-up. Both methods were applied to the Creek Fire, 
which started southwest of Big Creek, CA on September 4th, 2020, 
and burned a total of 379,895 acres between Fresno and 
Madera counties.

In the FireFlux II case study described previously, the performance 
and viability of different fire initialization methods were analyzed by 
comparing simulated fire-induced vertical velocities to in-situ 
observations. Unfortunately, in-situ observations of fire-induced 
vertical velocities are generally not available for wildfire events. 
Therefore, in order to analyze initialization methods at a larger scale 
of a wildfire, it is necessary to determine a proxy to fire-induced 
vertical velocity that would be available from observations. It is well 
established that the dynamics of fire-induced smoke plumes, and their 
height of injection into the atmosphere, are driven by ambient 
conditions and the wildland fire’s energy release (Kahn et al., 2008). 
More precisely, the dynamics of plumes are influenced by several key 
factors, including the buoyancy flux resulting from convective heat 
generated by fires in the combustion zone, and the release of latent 
heat through water vapor condensation within the plume (Freitas 
et al., 2007). Since fire-induced updrafts, plume rise, and therefore 
subsequently plume height, are driven by similar dynamics, satellite-
derived plume height can be used as a proxy of fire-induced vertical 
circulation for the analysis of initialization method performance when 
simulating a real wildland fire case. Moisseeva and Stull (2021) used 
WRF-SFIRE in idealized large-eddy simulation (LES) mode to 
develop a simple parameterization of the mean plume rise as a 
function of the vertical velocity scale. They found that crosswind 
integrated smoke injection height for a fire of any shape and size can 

be modeled with a simple energy balance because there exists a linear 
dimensionless relationship between updraft velocity scales and plume 
vertical penetration distance. They used experimental burn data to 
constrain and evaluate their study starting at a small scale, and then 
evaluating at a larger scale with the RxCADRE burn data 
(RxCADRE 2012).

Based on a similar concept, in this study, we used an experimental 
burn with in-situ observations of vertical velocities to investigate the 
initialization methods at small scales, and then we used plume top 
height as a proxy for vertical velocities associated with pyroconvection 
during a wildfire without in-situ observations. Each model simulation 
that used a different fire ignition strategy was evaluated using plume 
top heights above sea level (ASL) derived from the Multi-angle 
Imaging Spectroradiometer (MISR; Kahn et al., 2008). Based on the 
availability of MISR overpasses 3 days were selected for the analysis: 
September 20th, 27th, and 29th of 2020. The plume top height in the 
simulation was estimated using the passive tracer corresponding to 
PM2.5. The threshold of 1 μg m−3 was used to determine the vertical 
plume extent, which is similar to the threshold used by Kochanski 
et  al. (2021). Additional information about MISR data, as well as 
details about the data processing are presented in the 
Supplementary material.

As in the FireFlux II case study, we first executed a benchmark 
simulation, which ran continuously from September 5th to the 29th of 
2020. In this simulation, the fire evolution derived from satellite data 
as well as airborne infrared observations was used to constrain the fire 
progression in the simulation using the SVM method implemented by 
Farguell et al. (2021). Unlike the forecast runs, this simulation was 
executed continuously from start to finish. This simulation is 
considered a benchmark, since it is based on best-guess fire progression 
(according to remote sensing observations) and therefore represents 
the best possible realization of the fire and smoke dynamics. More 
details about the SVM method and the fire arrival time derived using 
this method are presented in Supplementary Figure S1.

The atmospheric component of WRF-SFIRE was initialized with 
the Climate Forecast System Reanalysis (CFSR 6-hourly) dataset (Saha 
et al., 2014). WRF was configured with three nested domains, D01, 
D02, and D03, as seen in Table 1. The fire mesh within the innermost 
domain D03 had a grid spacing of 27 m.

For each day in the study period, two fire-atmosphere forecast 
initialization methods were tested. The first simulation used the 
simple method with instantaneous ignition (Figure 2B), while the 
second simulation used the spin-up method with gradual fire ignition 
illustrated in Figure 2C. The initialization with the simple method was 
performed based on the most recent fire perimeter taken from the 
National Infrared Operations (NIROPS) data, which were available 
prior to the forecast start time (see Figure  5A). The most recent 
perimeter (black line) is used to ignite the fire (see yellow line in 
Figure 5A), while unburnable fuel (gray fill) is set inside of it.

The spin-up initialization method with gradual ignition leveraged 
two perimeters as shown in Figure 5B. The fire history generated by 
interpolating the fire arrival time between two perimeters (presented 
in Figure 5C) was used to perform the gradual ignition within the 
spin-up method. Figure 5 presents an example for 09/20, but the same 
method was used also for 09/27 and 09/29. The timing of the 
perimeters used for the periodic initialization for all analyzed days is 
presented in Table  2. The ignition maps used for all the days are 
presented in Supplementary Figures S2, S3.

FIGURE 4

Fire arrival time (s) representing the history of the fire propagation 
used in the gradual ignition case, derived from the ignition origin at 
15:04:12, as well as the fire perimeters at 15:05:00 and 15:05:12 
presented in Figure 3.

https://doi.org/10.3389/ffgc.2023.1203578
https://www.frontiersin.org/journals/forests-and-global-change
https://www.frontiersin.org


Kochanski et al. 10.3389/ffgc.2023.1203578

Frontiers in Forests and Global Change 06 frontiersin.org

To identify areas of active growth (indicated by the yellow fill in 
Figure 5B), for each run, the inside of the prior perimeter was masked 
out to represent already burned fuel. The masking (fuel removal) was 
performed with an extra margin extending outside of the first 
perimeter. This buffer deactivated ignition over the sections of the fire 
perimeter where subsequent perimeters overlapped, or were closer 
together than the buffer size, indicating no active fire propagation. The 
removal of fuel during the masking phase has a dual purpose. It allows 
for the deactivation of fire over the regions of marginal or no fire 
activity and to prevent fire from propagation inward from the fire 
perimeter. Even where the perimeters are overlapping, the fire arrival 
time forces the fire model to start the fire. However, the mask, which 
removes burnable fuel, effectively stops the fire propagation by setting 
the rate of spread to zero at these locations. Consequently, the fire is 
gradually ignited only in the regions of actively propagating fire, 
indicated by the gradual fill color in Figure  5B, following the 
reconstructed fire progression shown in Figure  5C, whereas the 
instantaneous ignition ignites fire everywhere around the entire 
perimeter whether there is known fire activity there or not as shown 
in Figure  5A. The method introduced here builds upon a more 
straightforward approach employed by Herr et al. (2020). Herr et al. 
(2020) utilized fire replay, similar to our approach, but without the 
incorporation of selective ignition through masking. In their study, 
the fire was ignited uniformly across the entire second perimeter.

3 Results

3.1 Experimental fire (FireFlux II)

The time series of the updraft velocities near the fire front simulated 
in the benchmark run (started from two ignition lines corresponding to 
the actual FireFlux II ignition procedure and ran continuously for 
15 min) are shown in Figure 6A. The signature of pyroconvection was 
visible first at 20 m above the ground level (AGL) and, then subsequently 
at 10 m and 6 m, as the tilted plume impacted the sensors at lower 
elevations. The maximum simulated updraft velocities were equal to 
5.2 m s−1, 4.4 m s−1, and 3.5 m s−1 at 20 m, 10 m, and 6 m AGL respectively, 
compared to observed updraft velocities of 7.5 m s−1 5.2 m s−1, and 
4.2 m s−1 (see Figures  6A,D respectively). The main reason for the 
discrepancies between the simulated and observed updraft velocities is 

that the simulated fire head slightly missed the tower location. 
We hypothesize that it was due to a wind direction shift that occurred 
after the ignition and could not be accounted for in idealized simulations 
with open boundary conditions. The maximum simulated updrafts at 
the fire head were significantly higher and closer to observations.

3.1.1 Instantaneous ignition from the fire area
As a first test, the fire was instantaneously ignited from the fire 

area encompassed by the fire perimeter at 15:05:12 presented as the 
purple line in Figure 3. This simulation led to an unrealistically high 
fire heat flux that induced very strong updraft/downdraft couplets that 
numerically destabilized the model. The fire did not even reach the 
location of the tower, as the updraft velocities at 10 m reached values 
of 52 m s−1, making the atmospheric component of the model 
numerically unstable due to a violation of the vertical Courant–
Friedrichs–Lewy (CFL) condition.

3.1.2 Ignition from the fire perimeter with no 
inside fuel

In the second test, the same fire was instantaneously ignited, but 
only along the fire perimeter. In this case, the fuel inside of the fire 
perimeter was set to fuel category 14 (no-fuel), so that the fire could 
propagate only outward from the initial perimeter. By removing the 
fuel from inside the perimeter, the formation of the secondary fire 
front behind the fire head was avoided. The updraft structure from 
this WRF-SFIRE simulation resembles the benchmark simulation (see 
Figure  6B). The vertical velocities were increasing with height as 
expected, but their maximum values at 6 m and 10 m AGL were 
significantly smaller than in the benchmark run (2.7 m s−1 and 3.0 m s−1 
vs. 3.4 m s−1 and 4.4 m s−1), while the maximum updraft at 20 m was 
much stronger than in the benchmark run (8.6 m s−1 vs. 5.2 m s−1). 
These discrepancies suggest that as the simulated fire passed the tower 
location, the fire-atmosphere interaction wasn’t well established, and 
the heat abruptly injected into the atmosphere during the ignition 
caused puff-like plume behavior where the updraft was over and 
underestimated at higher and lower levels, respectively.

3.1.3 Gradual ignition from the fire replay
The last fire initialization method shown in Figure 2C leveraged 

the fire replay functionality schematically represented in the left part 
of Figure 1. The time series of the vertical velocities simulated using 

TABLE 1 WRF-SFIRE configuration for the real case.

Domains D01 D02 D03

Dimensions 196 × 196 × 41 196 × 196 × 41 196 × 196 × 41

Fire mesh N/A N/A 3,920 × 3,920

Horizontal grid spacing (atmosphere) 5,000 m 1,666 m 555 m

Horizontal grid spacing (fire) N/A N/A 27 m

Time step 24 s 6 s 2 s

Microphysics Thompson ARW NMM Option 8 Thompson ARW NMM Option 8 Thompson ARW NMM Option 8

PBL physics MYNN2 Option 5 MYNN2 Option 5 MYNN2 Option 5

Surface model GFS Option 3 GFS Option 3 GFS Option 3

Cumulus parameterization Kain–Fritsch Option 1 N/A N/A

Radiation RRTMG Option 4 RRTMG Option 4 RRTMG Option 4

Meteorological forcing CFSR D01 D02
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the spin-up method shown in Figure 6C suggest that at the restart 
time, the fire plume was fully evolved. The maximum updraft 
velocities of 7.1 m s−1, 5.6 m, and 4.6 m s−1 at 20 m, 10 m, and 6 m, 
respectively, better resembled the observations and benchmark 
simulations relative to the other perimeter ignition methods.

The updraft velocities increased with height and the time was 
shifted by 5 s between the peaks suggesting that the plume was tilting 
downwind. There were no stability issues in this run, as the fire was 
not ignited instantaneously. The replay from the fire history ensured 

FIGURE 5

(A) Fire ignition of the simple initialization method. The perimeter ignition represented by the yellow line is based solely on the most recent perimeter, 
the gray fill (masking) represents fuel removed from the inside of it. (B) Initialization of the gradual ignition in the spin-up method. (C) The fire arrival 
time estimated based on two consecutive perimeters used to control the gradual ignition. (D) The Landfire fuel map used in the simulations showing 
distribution of 13 Albini (1976) fuel categories.

TABLE 2 Timing of the simulations and the IR perimeters.

Simulation 
segment

1 2 3

Simulation start 9/20/2020 00:00 9/27/2020 00:00 9/29/2020 00:00

Simulation end 9/20/2020 12:00 9/27/2020 12:00 9/29/2020 12:00

Perimeter 1 time 9/16/2020 23:00 9/26/2020 04:45 9/27/2020 06:15

Perimeter 2 time 9/20/2020 04:00 9/27/2020 06:15 9/29/2020 05:30

All times are listed in UTC.
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that the fuel got depleted within the fire perimeter, so the formation 
of an artificial secondary fire front was prevented. Since the fire is 
ignited gradually from the fire history, the atmosphere equilibrates 
with the fire during the fire replay procedure, which results in 
significantly improved fire plume representation at the start of the 
simulation relative to the other methods tested in this study.

3.2 Wildfire case (Creek Fire)

Two ignition procedures were tested on the wildfire event. The 
first fire initialization method tested was the simple method 
(instantaneous ignition along the perimeter with the fuel removed 
from its inside). The second fire initialization method tested was the 
spin-up method with gradual ignition. In the latter case, the fire was 
gradually ignited only in the regions of actively propagating fire, 
indicated by a gradual fill color in Figure 5B, whereas in the former 
case, the instantaneous ignition activated fire everywhere around the 
entire perimeter whether there was known fire activity there or not 
(yellow fill in Figure 5A). For each ignition procedure, we evaluated 
the overall fire growth and the vertical plume extent.

As shown in Figure  7 and Supplementary Table S3, the fire 
initialization method can have a significant impact on the simulated 
fire progression. Figure 7 represents the first 12 h of fire growth for 
each fire initialization method and simulation segment. 
Supplementary Table S3 in the Supplementary material shows total 
fire growth in acres for the same period and their percentage error 
compared to linearly interpolated IR fire perimeter observations. The 
simulation that utilizes the simple method (red line) during 
initialization experienced much more rapid growth relative to the 
simulation initialized using the spin-up method (dotted blue line). The 

fire growth in the simulations initialized with the simple method was 
significantly overestimated when compared to the estimate based on 
the observations represented by the dashed black line. During the first 
day, the simulation with the simple method overestimated the fire 
growth by around 3,800 acres while the one with the spin-up method 
reduced this error by a factor of three to around 1,300 acres. On 
September 27th, the difference between the methods was even greater. 
Here the simple method overestimated the fire growth by 
approximately 6,500 acres, while the spin-up ignition method reduced 
this error to 400 acres (almost 16 times). During the last analyzed day 
(September 29th) the spin-up method underestimated the fire growth 
by 200 acres, while the simple method overestimated the fire growth 
by around 8,000 acres. In summary, the spin-up method reduced the 
fire growth absolute percentage error compared to observations from 
273 to 94% for the first day, from 484 to 29% for the second day, and 
from 791 to 21% for the last day. These results indicate that the spin-up 
method results in a better representation of the fire growth as 
compared to the simple method. It has to be noted though, that this 
improvement is partially due to the selective ignition and masking 
procedure being a part of the spin-up method. The selective ignition 
requires two consecutive perimeters to identify the fire growth and 
therefore, it cannot be done based on a single perimeter, which is what 
is utilized during initialization with the simple method.

To assess the impact of the initialization procedure on model’s 
ability to resolve pyroconvection, the vertical plume extent from 
the simulations was compared to MISR observations for 
September 20th, 27th, and 29th. Details about the MISR processing 
as well as the MISR error estimate are presented in the 
Supplementary material. Supplementary Tables S1, S2 included 
herein, list overpasses used in the study and provide statistics of 
the simulated plume top heights. Figure 8 presents the box and 

FIGURE 6

Simulated updraft velocities at the main tower at 6  m, 10  m and 20  m above the ground level from (A) the benchmark run, (B) instantaneous ignition 
with fuel removal, (C) gradual ignition (spin-up), (D) observed vertical velocities at 1  Hz.
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whisker as well as violin plots for the analyzed days. The red line 
presented there shows the median MISR-derived plume height, 
while the red shading represents the estimated plume height 
retrieval error of ±260 m. As shown there, the simulations 
initialized with the simple method produced higher plume tops 
than the spin-up method or the benchmark for all days. It is 
important to mention that the benchmark run can be treated as a 
predictability limit for WRF-SFIRE, which in this case is 
constrained by the observed fire progression. For that reason, it 
can serve as a reference point during the discussion of the results 
from the tests of the initialization methods.

For all days it can be observed that the maximum plume top 
heights from the simulations initialized with the spin-up method were 
closer to the benchmark simulation than the simulations initialized 
with the simple method. During the 09/20 simulations, even though 
on average the spin-up method overestimated the plume heights, it 
was closer to the observations than the simple method. The violin plot 
for 09/20 indicates that the spatial distribution of plume top heights 
shown in violin plots was captured well in the benchmark simulation. 
The simulation with the spin-up method rendered the maximum 
plume top heights of (5,109 m ASL), which compared favorably to the 
MISR observations of plume top heights (5,523 m ASL). While the 
simple method (instantaneous ignition) simulation had a maximum 
plume top height that was in relatively good agreement with MISR 
observations (5,806 m vs. 5,523 m ASL), there were significant 

mismatches in the distribution of plume tops as seen in the violin plot 
indicating an unrealistically large number of plume tops exceeding 
4,000 m ASL. It has to be noted that although the simulation initialized 
with the spin-up method shows a higher concentration of points 
above 3,500 m ASL compared to MISR, the violin plot in Figure 8A 
shows a similar pattern of two peaks of smoke height, making the 
simulation initialized with the spin-up method closer to the 
observations than the simulation initialized with the simple method. 
To further investigate the simulated pyroconvection, we also generated 
spatial plume top height maps based on the model output at the time 
closest to the MISR overpass (see Figure 9 and Supplementary Table S1).

The spatial maps show time snapshots of the vertical plume extent 
from simulations and observations and are intended to provide more 
insight into the differences between the analyzed cases. It must 
be noted that only a fraction of plumes is effectively used for the 
retrieval of the plume top heights by MISR. Therefore, the white 
spaces in observation panels should be treated as missing data rather 
than areas without smoke.

As can be  observed in Figure  9A, on September 20th MISR 
indicated that the highest smoke layer was located on the northeastern 
flank of the fire while the lowest heights were to the southwest. The 
overestimation of the plume top heights as well as the extensive area of 
elevated smoke in the eastern part of the domain in the case initialized 
with the simple method were the result of the instantaneous ignition 
of the entire fire perimeter. The fire heat fluxes from the simple ignition 

FIGURE 7

Comparison of fire growth for the first 12  h of the forecast between instantaneous ignition (simple method)—solid red, and gradual ignition with the fire 
replay (spin-up method)—dotted blue, for (A) September 20th (B) 27th, and (C) 29th of 2020. The black dots represent the fire area derived from the 
infrared perimeter data. The black dashed lines (observations) are the linear interpolation between consecutive infrared fire perimeters.
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FIGURE 8

Box and whisker plots overlaid with the violin plots comparing between the observed (MISR) and WRF-SFIRE simulated plume top heights from 
the benchmark simulation and two fire initialization methods—instantaneous ignition (simple) and gradual ignition (spin-up) for: September 
20th (A), 27th (B), and 29th (C) of 2020. The red line represents median observed plume height and the red shading represents uncertainty in 
the MISR plume top height retrieval estimated to be around 260 m (see the Supplementary material).
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case were overestimated compared to the benchmark, which resulted 
in unrealistic updraft velocities, and therefore, an overestimated spatial 
extent of high plumes. The benchmark simulation provided a similar 
spatial distribution of the plume heights to the MISR estimates with the 
highest plumes near the north-east edge of the fire and lowest plumes 
in in the south-western region. The spin-up method produced a similar 
pattern but with a larger extent of the plumes above 4,000 m.

On September 27th, the benchmark simulation showed very good 
agreement with the observations, with the median plume height 
matching well the MISR data. The spin-up simulation on that day 
showed a slightly lower median plume height than the benchmark 
simulation and observations, but within the estimated error of the MISR 
data, indicated in Figure 8 by the red shading. As shown in Figure 8B, 
the initialization with the simple method again had the highest median 
smoke height out of all the simulations and, in a statistical sense, 
performed worse than the benchmark and spin-up runs when 
compared to the statistics of the observed heights. It has to be noted that 
on September 27th there was a residual upper layer of smoke entering 
the fire domain from domain 2, which was removed from the plots to 
show the extent of the primary smoke associated with the fire activity.

On September 29th, the simple method simulation yielded the 
highest smoke layer. Nevertheless, it’s noteworthy that on this 

particular day, both the benchmark and the spin-up simulation 
tended to underestimate plume heights. Consequently, the simple 
initialization method demonstrated a closer alignment with observed 
data on a statistical basis. The accompanying violin plots in Figure 8C, 
along with the plume top height map in Figure 9C however, illustrate 
the prevalence of plume height discrepancies, with a substantial 
interplay between overestimations and underestimations that tended 
to balance each other out. MISR observations show the highest 
vertical plume extent along the northern flank of the fire which is also 
seen in the benchmark and spin-up method simulations. However, 
the simple method simulation overestimated the plume top heights 
across the fire as well as east from it, where the overestimation is most 
evident. The simple method simulation was the only simulation that 
significantly overestimated the maximum plume top heights on that 
day. This method produced much higher smoke columns (5,803 m 
ASL) compared to the spin-up (4,278 m ASL), the benchmark 
simulation (4,258 m ASL), and the MISR observations (4,138 m ASL). 
Compared to MISR observations, the spin-up method case was within 
~100 m of the highest observed smoke height, whereas the simple 
method case had smoke heights ~1,700 m higher than observations, 
which indicates a much better performance of the spin-up method 
initialization than the simple one.

FIGURE 9

Maps of smoke height from MISR (m ASL), the benchmark simulation, the spin-up method (gradual ignition) simulation, and the simple method 
(instantaneous ignition) simulation for: September 20th (A), 27th (B), and 29th (C) of 2020.

https://doi.org/10.3389/ffgc.2023.1203578
https://www.frontiersin.org/journals/forests-and-global-change
https://www.frontiersin.org


Kochanski et al. 10.3389/ffgc.2023.1203578

Frontiers in Forests and Global Change 12 frontiersin.org

4 Discussion

The presented work focuses on methods for integrating fire 
perimeters into a fire-atmosphere model through cyclic initialization. It 
evaluates various approaches for initializing fires within the model and 
examines their impact on fire growth and plume rise forecasts using 
experimental burns and wildfires. Numerical simulations for the 
experimental burn and a wildfire case indicate that fire spread and plume 
rise forecasts were sensitive to the fire initialization method. In the case of 
the experimental burn (FireFlux II) simulations, the spin-up method 
better represented plume dynamics relative to the other fire initialization 
methods. The simulated vertical velocities in the gradual ignition case 
were closer to the observations relative to the other simulations. The 
vertical winds matched well the observations increasing from 4.6 m s−1 at 
6 m to 7.1 m s−1 at 20 m compared to the measured values of 4.2 m s−1 at 
6 m and 7.5 m s−1 at 20 m. Of the three approaches evaluated here, the two 
best-performing fire initialization methods (spin-up or gradual ignition 
and simple or instantaneous ignition with fuel removal from the inside of 
the perimeter) were applied to a wildfire case. For each of these 
aforementioned fire initialization methods, fire growth and vertical plume 
extent were evaluated with MISR plume top heights on three different 
days of the Creek Fire. For the wildfire case study, the simulation that used 
the simple method generally overestimated fire growth and vertical plume 
extent relative to the benchmark simulation and observations. The 
simulation that used the spin-up technique improved both the vertical 
plume extent as well as the fire growth. The error in the fire growth in the 
spin-up (gradual ignition) case was 3 to 35 times smaller than in the 
simple (instantaneous ignition) case. It must however be noted, that this 
improvement is due to both the gradual ignition as well as the masking 
procedure enabling selective ignitions within the spin-up method. 
However, selective ignition requires two consecutive perimeters to 
identify the historical fire growth and therefore, it cannot be performed 
based on a single perimeter as used in the simple (instantaneous ignition) 
method. For that reason, the simple initialization method cannot take 
advantage of the selective ignition utilized in the spin-up method.

In the wildfire test case, analyzed using MISR data, the error in 
predicted vertical plume extent was reduced by half for the spin-up 
method when compared to the simple method (11 vs. 5%). The 
horizontal extent of high-level smoke was significantly overestimated 
in the simple initialization case while using the spin-up initialization 
method, utilizing selective fire ignition, resulted in a more realistic 
plume structure when compared to the benchmark simulation.

It should be emphasized that the spin-up method outlined in this 
work requires two IR fire perimeters as a source of data for fire 
reconstruction needed for the fire spin-up phase and for the 
identification of the actively burning regions. The reliance on IR fire 
perimeters introduces numerous limitations to the initialization 
method. Operational IR perimeters are not globally available, which 
makes this method usable only for countries with established airborne 
fire mapping programs. Even in the US, infrared perimeters are 
available only for selected fire incidents, and typically perimeters are 
not available at the very beginning of the fire.

It also must be noted, that in our analysis, perimeters collected after 
the fire incident were used. The fire progression history was replayed to 
the time corresponding to the end of the spin-up phase which was set to 
2 h. This represents the best possible scenario when the perimeter data 
are available at the time of the forecast start +2 h. However, even in cases 
of fire events with airborne observational support, IR perimeters often 
aren’t available in real-time and may experience multi-hour latency 

before they become publicly available and ready for assimilation. For 
example, the IR perimeters posted by the National Infrared Observations 
(NIROPS) in the morning typically reflect the fire extent mapped the 
previous night, which means that at the time when these perimeters 
become available, they are often outdated. In such cases, the forecast 
would need to be started either way earlier, so that the end of the spin-up 
corresponds to the time of the IR data retrieval, or the fire progression 
between the time of the overflight and the forecast would need to 
be ignored. For many fires experiencing marginal nighttime activity, it 
could be acceptable but for fire events remaining active at night, this 
assumption could introduce significant errors due to inaccurate 
representation of the state of the fire at the start of the forecast.

To reduce the issues associated with this delay, one could 
incorporate satellite observations. The recent advances in satellite data 
processing and fire spread reconstruction open new possibilities in the 
context of fire initialization using presented methods. Although tested 
on the IR airborne perimeters the methodology presented in this study 
could be also used to leverage perimeters obtained based on satellite 
data. For example, the method presented by Chen et al. (2022) that 
allows the creation of twice-daily fire perimeters based on the VIIRS 
data could serve as a source of synthetic fire perimeters for the presented 
initialization method. Additionally, machine learning techniques like 
SVM, could be used to reconstruct fire progression history and provide 
fire perimeters at arbitrary times. However, the usability of the satellite 
data will still depend on the data latency and will require postprocessing 
methods converting satellite rasters to synthetic perimeters. The latency 
of satellite data (up to 4 h for VIIRS) although lower than the airborne 
observations is still significant and will limit the accuracy of the 
representation of the fire state at the beginning of a forecast or will 
require starting the forecast hours earlier to sync the time of the end of 
the spin-up phase with the time of the satellite overpass. The fire tracing 
methods leveraging geostationary satellites like the one proposed by Liu 
et al. (2023) could address this problem by providing synthetic fire 
perimeters at hourly intervals. However, the coarse resolution of the 
underlying GOES data (~2 km) may limit the applicability of such 
methods to large and fast-propagating fires. Considering the limitations 
of satellite fire detections, a dedicated airborne fire mapping program 
providing on-demand high-resolution perimeters with low latency is 
expected to provide the best results in operational forecasting using the 
proposed spin-up method outlined in this work.

It must be noted that the forecast spin-up effectively increases the 
length of each forecast. The extra 2 h of the forecast spin-up would 
mean increasing the computational time by about 17% in the case of 
a 12-h forecast. For a typical forecast length of 24 or 48 h, this increase 
would be reduced to 8% or 4%, respectively.

5 Conclusion

Various initialization methods have been tested on the 
experimental fire (FireFlux 2) and wildfire test case (Creek Fire). The 
experimental fire provided unique in-situ data that enabled the 
examination of in-plume vertical velocities to assess the impact of the 
initialization method on the model’s ability to resolve fire-induced 
circulation at the beginning of a simulation of an ongoing fire. In the 
wildfire case, the fire growth and the plume top height estimates from 
MISR were used for initialization method assessment. The 
improvements in the representation of the fire-induced updrafts, 
vertical smoke extent, as well as fire growth, suggest that the spin-up 
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method is the optimal fire initialization strategy when running a 
coupled fire-atmosphere model like WRF-SFIRE for ongoing fires. 
Since accurately forecasting wildfire plume rise is especially important 
for correctly predicting the downwind transport of wildfire smoke, 
which can be sensitive to the plume injection height (Mallia et al., 2018, 
2020a; Kochanski et  al., 2021), this method would also likely be 
beneficial for smoke forecasting applications and modeling frameworks.
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