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Forest management can be seen as a sequential decision-making problem to determine

an optimal scheduling policy, e.g., harvest, thinning, or do-nothing, that can mitigate

the risks of wildfire. Markov Decision Processes (MDPs) offer an efficient mathematical

framework for optimizing forest management policies. However, computing optimal

MDP solutions is computationally challenging for large-scale forests due to the curse of

dimensionality, as the total number of forest states grows exponentially with the numbers

of stands into which it is discretized. In this work, we propose a Deep Reinforcement

Learning (DRL) approach to improve forest management plans that track the forest

dynamics in a large area. The approach emphasizes on prevention and mitigation of

wildfire risks by determining highly efficient management policies. A large-scale forest

model is designed using a spatial MDP that divides the square-matrix forest into equal

stands. The model considers the probability of wildfire dependent on the forest timber

volume, the flammability, and the directional distribution of the wind using data that

reflects the inventory of a typical eucalypt (Eucalyptus globulus Labill) plantation in

Portugal. In this spatial MDP, the agent (decision-maker) takes an action at one stand at

each step. We use an off-policy actor-critic with experience replay reinforcement learning

approach to approximate the MDP optimal policy. In three different case studies, the

approach shows good scalability for providing large-scale forest management plans. The

results of the expected return value and the computed DRL policy are found identical

to the exact optimum MDP solution, when this exact solution is available, i.e., for low

dimensional models. DRL is also found to outperform a genetic algorithm (GA) solutions

which were used as benchmarks for large-scale model policy.
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1. INTRODUCTION

Wildfires threaten and kill people, destroy urban and rural
property, degrade air quality, ravage forest ecosystems, and
contribute to global warming. For example, in California, an
enormous increase in wildfire activity has occurred in the last
few years causing 150 fatalities, 25,000 destroyed properties,
and a total loss of 50 million dollars in the 2017–2018 period
alone (Williams et al., 2019). High temperatures and unusual
droughts in some regions are the main drivers that accelerate
these wildfires (Goss et al., 2020). Many other parts of the planet,
such as the Mediterranean region in Europe, suffer from the
risks and damages of the massive increase in wildfires, partly
due to climate change (Faivre et al., 2018; Molina et al., 2019).
For example, in 2017 alone, wildfires in Portugal claimed over
110 lives and destroyed property worth over 1,000 million euros.
This context highlights the need for the development of a new
wildfire management paradigm (Castellnou et al., 2019; Moreira
et al., 2020). It further places a challenge to forest researchers and
managers as it calls for methods and tools that may help integrate
forest and fire management planning activities, currently still
being carried out mostly independently of each other.

The development of wildfire occurrence probability models
(Marques et al., 2012) and wildfire damage models (e.g.,
Botequim et al., 2017) was influential in further research efforts
to address wildfire events in both stand (e.g., González et al.,
2006; Ferreira et al., 2014), and landscape level management
planning methods (e.g., Wei et al., 2008; González-Olabarria and
Pukkala, 2011; Wei, 2012; Ferreira et al., 2015; Marques et al.,
2017), within decision support systems (e.g., Pacheco et al., 2015).
Yet these methods have focused either on a stand-level spatial
scale or, else, in a decomposition of the landscape-level problem
that acknowledges neighborhood relations and the potential of
wildfire spread between sets of neighbors (e.g., Ferreira et al.,
2015; Marques et al., 2017) do not consider wildfire behavior and
spread over the whole landscape. Recent studies (e.g., Botequim
et al., 2017), highlighted that spatially, explicit fire simulators,
such as FARSITE (Finney, 2004) and FlamMap (Finney, 2006),
have been used extensively both for research and for practical
purposes (Alexander and Cruz, 2013). These simulators integrate
biometric and environmental, e.g., topographic and weather,
data to estimate fire behavior characteristics, such as fireline
intensity and rate of spread (Finney and Andrews, 1999).
Nevertheless, the use of wildfire behavior simulators requires
dynamic weather information and accurate spatial estimation
of fuel characteristics, which are difficult to predict over time
and space (He and Mladenoff, 1999), thus complicating their
application within a management planning framework.

The work presented in this paper addresses the computational
shortcomings of approaches that rely on multiple wildfire
behavior simulations. It targets the development of an approach
that combines Markov Decision Process (MDP) modeling
through a Deep Reinforcement Learning (DRL) framework in
order to encapsulate ignition probability, wildfire occurrence,
and damage models, e.g., stand flammability and wildfire spread
parameters, to address wildfire risk over the whole landscape.
Unlike classical high-computational techniques, DRL has the

ability to compute the optimal solution of large-scale MDPs.
Dynamic programming (DP) has been previously applied to
address several forest management planning problems (e.g.,
Hoganson et al., 2008). Ferreira et al. (2014) further introduced
a stochastic dynamic programming approach to address wildfire
risk, where stand-level management planning was modeled as
an MDP, with the basal area and shrub age as the state space
parameters, and cleaning the shrub (fuel treatment) and thinning
as the available actions. DRL has been also used in forest
management to design a wildfire dynamic model using satellite
images (Ganapathi Subramanian and Crowley, 2018). The agent
observes the wildfire from images and predicts the propagation
direction. This approach does not provide however any decisions
that can help prevent the propagation of wildfire. Another
DRL approach was introduced in Haksar and Schwager (2018)
that aims to autonomously fight forest wildfire via unmanned
aerial vehicles.

This research builds from this experience to solve a 1-
period large-scale forest-level model using a DRL algorithm. We
start with an MDP that provides a probabilistic model for the
propagation of fire in the landscape of interest. To derive such
a model, the area of interest is divided into stands and, for
each of them, the possible actions are harvest or do nothing. In
this model, given the wind direction, the probability of wildfire
occurrence at each stand is estimated, as a function of the
probability of ignition in the stand and the probability of wildfire
propagation from adjacent stands, leading to a model of fire
propagation for the whole landscape. Three case studies are
provided in this paper to validate the algorithm. Comparing to
the backward induction algorithm for the exact MDP solution,
the proposed solution is shown to have satisfactory results in
small models. The results of large-scale problems outperform GA
benchmarks in both solution quality and computational time.

2. MATERIALS AND METHODS

2.1. Background
This section presents a brief description of MDPs, as well as
different solution algorithms and their limitations.

2.1.1. Markov Decision Process
A Markov Decision Process (MDP) is a mathematical model
for sequential decision-making problems (Papakonstantinou and
Shinozuka, 2014; Puterman, 2014). The decision maker (the
agent) interacts with the environment to accomplish a goal. The
MDP is defined by the 4-tuple (S,A, P,R), where S is the state
space,A is the action space, P isMarkovian transition probability,
andR the set of all possible rewards. At each step m, the current
state sm ∈ Sm is observed, then the agent selects an action
am ∈ A, and receives a numerical reward r ∈ R ⊂ R. Following
the conditional probability distribution P :S×S×A→ [0, 1] the
system transitions to next state sm+1. The conditional probability
P(sm+1|sm, am) satisfies the so-called Markov property; i.e., the
next state relies only on current state and action, regardless of
all prior history of states and decisions. Thus, the current state
includes all information that matters.
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The goal is to maximize the expected total reward starting at
any given stepm and going forward into the future. The expected
reward r to be received, when the system is at state sm and action
am is taken, is the function r :S×A→ R. The total reward Rm is
the summation of a sequence of rewards starting at step m until
the end of the horizonM:

Rm = r(sm, am)+ r(sm+1, am+1)+ ...+ r(sM , aM)

=
M−m
∑

i=0
r(sm+i, am+i) (1)

Equation (2) below shows a recursive relationship between
rewards:

Rm = r(sm, am)+ [r(sm+1, am+1)+ r(sm+2, am+2)

+ r(sm+3, am+3)+ ...]

= r(sm, am)+ Rm+1 (2)

The policy π is a function that assigns the sequence of actions
to be chosen at each step m. It can be either deterministic
π(sm) :S → A, where π(sm) is a single action, or stochastic
π(am|sm) :S → P(A) where π(am|sm) is a conditional
probability distribution over actions given the state. In other
words, the deterministic policy can be also interpreted as a
stochastic policy with a probability of 1. Following the policy π ,
the expected total reward at state sm is called the value function
vπ (sm):

vπ (sm) = Eπ [R
π
m|sm] (3)

where Rπ
m is the total reward starting atm under the policy π . The

expected return of the policy π at state sm and taking action am is
the action-value function Qπ (sm, am) (or simply the Q-function):

Qπ (sm, am) = Eπ [R
π
m|sm, am] (4)

Both the value function and the Q-function satisfy recursive
relationships. Using (2) in (3), for any policy π , the value function
vπ (sm) can be written as:

vπ (sm) = Eπ [R
π
m|sm] = r(sm, am)+ Eπ [R

π
m+1|sm+1] (5)

Similarly for Q-function, for any policy π :

Qπ (sm, am) = Eπ [R
π
m|sm, am]

= r(sm, am)+ Eπ [R
π
m+1|sm+1, am+1]

(6)

Solving the MDP means finding the policy that maximizes the
value function. Thus, for each MDP, there is at least one policy
that is better than or equal to all other policies (Sutton and
Barto, 2018). This policy is the optimal policy π∗ that leads
to the optimal value functions v∗(sm) and optimal Q-function

Q∗(sm, am). These optimal functions satisfy the recursive relation
in (5) and (6) that define the Bellman equation:

v∗(sm) = max
am∈A

Q∗(sm, am)

= max
am∈A

{

r(sm, am)+ Eπ∗ [R
π∗
m+1|sm+1, am+1]

}

= max
am∈A

{

r(sm, am)+ Eπ∗ [v
∗(sm+1)]

}

= max
am∈A

{

r(sm, am)+
∑

sm+1∈S

P(sm+1|sm, am)v∗(sm+1)
}

(7)

2.1.2. Dynamic Programming: Curse of

Dimensionality
Dynamic programming is a technique for finding an optimal
MDP solution (Puterman, 2014). To find the exact MDP solution
with a dynamic programming algorithm, such as value iteration
with backward induction, the value of each state is computed
and stored first to identify the optimal actions at the last step.
This procedure is then repeated at each step in a backward
manner until the first step. More details about value iteration
and backward induction are provided in Section 2.3.1. Thus,
exact dynamic programming solutions require full knowledge
of the model and although powerful and convenient for low
dimensional MDPs, they are practically inefficient in large-scale
MDP settings where the computations grow exponentially with
the numbers of variables involved, a phenomenon also referred to
as the curse of dimensionality. Hence, several solution techniques
are developed to approximate the MDP value function and
policy, such as Deep Reinforcement Learning (DRL) (Sutton and
Barto, 2018).

2.1.3. Reinforcement Learning
Reinforcement Learning (RL) is an efficient solution for dynamic
decision-making problems. Without explicitly knowing/needing
the model of the environment and to overcome the curse of
dimensionality, the RL agent learns through direct interaction
with the environment and updates the Q-functions accordingly.
It is thus a model-free technique since full knowledge of the
model is not required, as the agent learns from the observations
from the environment. Temporal-Difference (TD) learning
is central approach in RL that uses the experience of the
agent-environment interaction to update the Q-functions. RL
algorithms belong to two families of approaches called on-policy
and off-policy, respectively. On-policy algorithms evaluate the
same policy the agent is learning or exploring, while off-policy
algorithms evaluate a target policy different than the behavior
policy of the agent. In off-policy algorithms, the agent evaluates
a target policy from the data collected by the behavior policy
(Sutton and Barto, 2018). Separating these two policies helps the
agent explore the environment during its learning as a parallel
task. Moreover, updating the target policy by sampling the data
experienced by the behavior policy in off-policy training is more
sample-efficient compared to the on-policy method (Wang et al.,
2016). These advantages make off-policy algorithms attractive
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and suitable for many fields (Degris et al., 2012). Hence, only
off-policy algorithms are considered in this paper.

For state s and action a at step m with reward rm(sm, am),
the Q-learning algorithm (Watkins and Dayan, 1992), one of the
basic TD approaches, learns, and updates Q(sm, am) as follows:

Q(sm, am)← Q(sm, am)

+η

(

r(sm, am)+ max
am+1∈A

Q(sm+1, am+1)− Q(sm, am)

)

(8)

where η is the learning rate. The TD target Ym is:

Ym = r(sm, am)+ max
am+1∈A

Q(sm+1, am+1) (9)

and the difference between Ym andQ(sm, am) is known as the TD
error δm:

δm = Ym − Q(sm, am) (10)

The Q-functions for all state-action pairs are learned and stored
in tabular form that depends on the cardinality of the state and
action spaces. However, this leads to a difficult and inefficient
learning process in the case of large-scale spaces and complex
environments. The Q-functions approximation, therefore, is
being used to overcome this high-dimensional challenge. The
action-value function is approximated using a parameter vector
θ with a relatively small dimension compared to the cardinality
of the state and action spaces, i.e., |θ | ≪ |S×A|. Specifically, the
Q-function is approximated as follows:

Q(sm, am) ≈ Q(sm, am|θ) (11)

where θ is the weight vector that is updated to minimize the
TD error. Several function approximation processes can be used,
such as a linear combination of features and neural networks.

One notable algorithm of approximating the action-value
function through a neural network was introduced in Mnih
et al. (2013), where the Deep Q-Network (DQN) algorithm was
developed. The key idea of DQN is to approximate the Q-
function, where the state vector is the input of the neural network
and the action-value functions are the outputs. The number of
hidden layers expresses how deep the network is. A memory
buffer is used to store rewards and past transitions generated by
the behavior policy as tuple of current state, action, and next state,
(sm, am, rm, sm+1), known as experience replay. At each training
step, the agent replays a sample batch from the experience replay
to update the neural network parameters/weights θ .

The state usually transitions to a state that is dependent on
the previous one. Sampling these consecutive states from the
memory builds up correlations between samples that slow-downs
the learning process. Hence, the sample batch is randomized
to break the correlation between transitions and to accelerate
the learning process. Instead of sampling uniformly, prioritized
sampling from the experience replay based on the TD error can
further speed-up the learning progress by choosing transitions
that have high error more often than other transitions (Schaul
et al., 2015).

The θ updating to minimize the TD error in (10) is performed
using stochastic gradient descent (SGD). Instead of updating the
target Ym at each training step that may cause instability in the
learning process, a separate copy from the original network called
target network is used to calculate the TD target Ym (Mnih et al.,
2015) as follows:

Ym = r(sm, am)+ max
am+1∈A

Q−(sm+1, am+1|θ−) (12)

whereQ− refers to the target network that is a delayed copy of the
original network. The θ− is the target network’s parameter vector
which is updated from step to step with an appropriate update
interval. However, the DQN algorithm following this strategy
keeps selecting a certain action that maximizes the Q-function
for a certain state that can lead to a positive bias and, therefore,
overestimation. Using both the original network and the target
network as in the DDQN algorithm overcomes this issue (Van
Hasselt et al., 2016):

Ym = r(sm, am)+ max
am+1∈A

Q−(sm+1, argmaxQ(sm+1, am+1|θ)|θ−)(13)

Here one network selects the maximization action, and the other
network calculates the Q-function with that action. However,
this maximization is computationally expensive which is a major
drawback in case of large action spaces (Wang et al., 2016).

DRL approaches can also approximate the policy
π(am|sm) ≈ πθ (am|sm) by computing the policy gradient
based on ∇θπ logπθ (am|sm) (Sutton et al., 2000). The policy is
thus gradually improved to maximize the expected reward by
updating parameters θπ through the policy gradient:

gθπ = Esm ,am

[

∑

m=0
∇θπ logπθ (am|sm)Qπθ (sm, am)

]

(14)

The Qπθ (sm, am) in Equation (14) can be also replaced by several
functions such as the value function vπθ (sm) and the advantage
function Aπθ (sm, am) (Schulman et al., 2015) :

Aπθ (sm, am) = Qπθ (sm, am)− vπθ (sm) (15)

where the value function vπθ (sm) under the policy π is used as a
baseline. The policy gradient in (14) is then computed:

gθπ = Esm ,am

[

∑

m=0
∇θπ logπθ (am|sm)Aπθ (sm, am)

]

(16)

Equation (16) is supported by two neural networks. The first
network provides the policy and is called actor network with
parameter θπ . The value function vπθ (sm) in (15) is approximated
by another network called the critic-network with parameters θv.
This approach with two interacting networks is called actor-critic
RL. An approximation of the advantage function was proposed
in (Mnih et al., 2016):

Aπθ (sm, am; θv) =
k−1
∑

i=0
r(sm+i, am+i)+ vπθ (sm+k; θv)− vπθ (sm; θv)(17)
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where vπθ (sm; θv) is the value function approximated by the
critic network and k is the number of steps. To compute the
gradient in (16) in an efficient way, an importance sampling
technique is used (Wang et al., 2016). The importance sampling

weights are based on wm = π(am|sm)
µ(am|sm) where π(am|sm) is the target

policy that is predicted by the actor network and µ(am|sm) is
the behavior policy that the agent experienced and stored in the
memory replay. Equation (16) then becomes:

gθπ = Esm∼ρ,am∼µ

[

wm∇θπ logπθ (am|sm)Aπθ (sm, am; θv)
]

(18)

where ρ is the limit distribution of the states related to the
behavior policy µ. This gradient is unbiased although it can
suffer from high variance due to the unbounded values of the
weights wm. Truncating these weights to prevent these high
values rectifies this issue, as proposed in Wawrzyński (2009).

In both these main DRL approaches, i.e., DQNs and deep
policy gradient approaches, the output dimension of the neural
network is a function of the action space dimension |A|. This
becomes problematic in the case of multi-component control
systems, where each component has its state variable and own
available actions, causing the number of possible system actions
to grow exponentially. In Andriotis and Papakonstantinou
(2019), a Deep Centralized Multi-agent Actor-Critic (DCMAC)
approach was developed that treats the actions of each system
components as conditionally independent:

π(am|sm) =
n
∏

i=1
πi(a

(i)
m |sm), (19)

where sm = {s(i)m }li=1, l is the number of system components, and

am = {a(i)m }ni=1 with n the number of control units. The number
of control units n differs from the number of system components
l because two or more components (sub-systems) can share the
same set and actions. In DCMAC, all control units (agents) use
shared actor-network parameters to approximate their policies,
resulting in an output probability mass function over all possible
actions for each component. A system critic-network helps to
approximate the advantage function Aπθ in a centralized fashion.
The output of the actor-network thus now grows linearly instead
of exponentially as a function of the number of control units
n. DCMAC is shown to have better performance in several
sequential decision-making problems related to inspection and
maintenance planning of multi-component engineering systems,
when compared with state-of-the-art policies (Andriotis and
Papakonstantinou, 2019, 2021).

2.2. Fire Propagation Model
This section introduces the forest model structure and the
probability of fire occurrence.

2.2.1. Notation
Here we summarize our relevant notation in Table 1.

2.2.2. Forest Wildfire Model
The forest wildfire modeling is utilized in computing a policy
to mitigate fire risks and maximize timber production during

TABLE 1 | List of notation for wildfire occurrence model.

Notation Description

M Number of stands in the forest.

N North direction.

W West direction.

NW Northwest direction.

PNWF (m) The probability of wildfire in stand m with (NW) wind direction.

V [age(m)] The timber volume based on the age of the stand m.

D The Do-Nothing action.

H The Harvest action.

one period. The model consists of M stands arranged as cells
in a square matrix with sides equal to

√
M. The model is

designed as an MDP to solve a sequential-decision-making
problem within a spatially varied environment. The MDP has
a finite horizon equal to the number of stands M. The model
proceeds from one step to another in a spatial manner, i.e.,
one stand is treated at each step. This spatial dynamics of
the model considers the probability of fire that propagates
in the northwest (NW) direction, as an example. However,
the model can be easily modified accordingly for any wind
direction.

To consider the fire propagating from the NW direction, the
stands in the square matrix are sorted in order from left to right
starting in the upper-left corner of the matrix. Fire propagates
from three adjacent stands in the northwest (NW), north (N),
and west (W) directions that form a set of stands called up-wind
stands. The probability of fire for each stand mainly depends on
actions taken on these up-wind stands. Hence, the fire transition
from one stand to another relies on actions taken on the up-
wind stands. More details of the fire propagation are provided
in Section 2.2.3.

Action am applied to each stand m, where m = 1, 2, ...,M, is
either Harvest (H) or Do-nothing (D). The harvest action aims
to remove all the timber volume, while there is no intervention
with the do-nothing action that lets the stand timber grow. As the
model considers the wildfire propagating from the NWdirection,
the action am affects the states of the standm and all neighboring
stands in the down-wind direction. The state sm is represented
by binary values based on action am, i.e., (0) for H and (1) for D.
The state also includes relevant action values for related stands
that affect the probability of fire at stand m + 1, and the state
sm+1 contains values needed at stand m + 2, etc. Furthermore,
any stand and its north stand -if it exists- are located in two
consecutive lines in the square matrix. In other words, the stand
m has the stand with index m −

√
M (the upper one) on its

N direction, which is also on the NW direction of the stand
m+1. Thus, the state sm contains represented values of all actions
occurring from stand m −

√
M to stand m to include all the up-

wind set of stands related to standm+ 1. The state space Sm thus
comprises binary combinations of different possible actions up

to
√
M + 1 stands, so, the maximum number of states is 2

√
M+1.

Hence, the number of states at each step grows exponentially with
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the number of stands M. A simple clarifying example is further
illustrated in the next section.

Each standm is assigned an age that corresponds to the timber
volume in that stand. The reward function relies on the inventory
volume available in each stand now and one year from now,
after a wildfire season. Particularly, the reward r(sm, am) of taking
action a in state s of the stand m is a function of the timber
volume:

r(sm, am) =

{

V
[

age(m)
]

+
[

1− PF(m)
]

× V(1), if am = H,∀sm ∈ Sm
[

1− PF(m)
]

× V
[

age(m)+ 1
]

, if am = D,∀sm ∈ Sm

(20)

whereV[age(m)] is the timber volume of the age of standm,V(1)
is volume at age 1, and PF(m) is the probability of stand m to get
burned from NW fire propagation. After the stand is harvested,
its timber volume gets renewed to the minimum volume at age
1. On the other hand, the timber volume grows to the next age
class if a do-nothing action is applied. This volume is simulated
to reflect the inventory of a eucalypt (Eucalyptus globulus Labill)
plantation in Portugal. The reward also relies further on the
ignition, stand flammability and wildfire spread parameters that
formed the probability of getting burned PF(m), as described
in the next section. The decision to harvest or do-nothing is
based on the same PF(m) at each step. If PF(m) is higher, then
the rewards are generally smaller for both decisions because the
expected volume is lower, and vice versa. As the timber volume
can be fully traced through the action, only the action is essential
in the state variables.

2.2.3. Wildfire Probability
The wildfire probability is designed to include risk of fire
spreading from stands in the NWwind direction. The probability
of the stand m to get burned is related to the probability of
ignition at standm, Pign(m), or in one of the three upwind stands
in the NW direction:

PF(m) = Pign(m)+ PF(NW)+ PF(N)+ PF(W) (21)

where

• Pign(m) = Ig(m) × flam(m), Ig(m) is ignition probability and
flam(m) is the flammability of standm.
• PF(NW) = PNW× [1−Pign(m)] is the probability of fire in the

NW stand.
• PNW = Ig(NW) × flam(NW) × S(NW) is the probability of

wildfire spread from the NW stand to m, and S(NW) the fire
spread probability from NW direction.
• PF(N) = PN × [1 − Pign(m) − PF(NW)]is the probability of

fire in the N stand.
• PN = Ig(N) × flam(N) × S(N) is the probability of wildfire

spread from the N stand to m, and S(N) the fire spread
probability from N direction.
• PF(W) = PW × [1 − Pign(m) − PF(NW) − PF(N)]is the

probability of fire in the W stand.
• PW = Ig(W)× flam(W)× S(W) is the probability of wildfire

spread from the W stand to m, and S(W) the fire spread
probability fromW direction.

Algorithm 1: Value iteration for solving Finite-Horizon
MDP.

1 Set: v(sM) = 0
2 form = M − 1,M − 2, ..., 1 do
3 for each a ∈ A do

4 for each s ∈ S do

5 Q(sm, am) = Rm + v∗(sm+1)

6 π∗(sm) = argmax
a∈A

Q(sm, am) ∀a ∈ A

7 v∗(sm) = max
s∈S

Q(sm, am) ∀s ∈ S

8 Output: π∗(s), v∗(s)

That is, the probability of each stand to get burned depends both
on the same stand and actions taken in the previous three upwind
stands. This simple model is utilized in this paper, given that
the focus is on the suggested DRL solution approach. However,
other, more sophisticated, wildfire spread models and quantified
uncertainties can also be used here without loss of generality.

A 2 × 2 forest model matrix is considered as an example to
clarify theMDP formulation. It containsM = 4 stands organized
as shown in Figure 1A. For each stand, the up-wind set in the
NW direction contains a number of stands ranging from 0 to 3
stands. Figure 1B shows the up-wind set for the stand 4. At the
beginning, for stand 1, there are two actions, i.e., H and D that
could be applied and there are no up-wind stands that affect stand
1. Thus, (0) and (1) are the only two possible states at step 1 that
have effects on further stands, as in Figure 1C.

In step 2, the number of states increases to 4 overall states,
including actions in stand 2 and actions in the previous step,
because the following steps depend on these two stands. The

number of states keeps increasing in the third step to be 2
√
4+1 =

8 states, before it reduces to only 2 states in the last step (H4 and
D4) because there are no more dependent stands.

2.3. Solution of the MDP Problem
In this section, the exact solution of the MDP, a genetic
algorithm (GA), and DQN are presented, alongside with their
challenges and complications for comparison purposes. The
proposed solution in this paper is also explained together with
its advantages.

2.3.1. Value Iteration Algorithm
The exact solution of a finite-horizonMDP is provided by solving
the Bellman Equation (22) by backward induction and value
iteration, to determine the optimal value v∗ under the optimal
policy π∗.

v(sm)← max
am

{

r(sm, am)+
∑

sm+1∈S

p(sm+1|sm, am)v(sm+1)
}

(22)

Algorithm 1 solves the MDP via value iteration and obtains
the optimal policy and the optimal value function (Bertsekas,
2005). At each step, Algorithm 1 moves over all states per each
action, requiring full knowledge of the forest model. Thus, the

Frontiers in Forests and Global Change | www.frontiersin.org 6 July 2022 | Volume 5 | Article 734330

https://www.frontiersin.org/journals/forests-and-global-change
https://www.frontiersin.org
https://www.frontiersin.org/journals/forests-and-global-change#articles


Altamimi et al. Large-Scale Wildfire Mitigation Through DRL

FIGURE 1 | (A) 2× 2 matrix forest. (B) Northwest wind (blue) and the up-wind stands (red) for stand 4. (C) The state space of 2× 2 stands.

complexity of the Algorithm 1 isO(M × S×A) which becomes
prohibiting for combinatorial state spaces for large models. For
example, in the case of 3 × 3 stands, there are only 23 + 1 = 16
states per step while a larger forest model of 100 × 100 stands
has 2101 states per step. This huge state number that makes the
optimal solution intractable by Algorithm 1 for large models.

2.3.2. Genetic Algorithm
Genetic Algorithm (GA) is a global optimization heuristics tool
(Man et al., 1996) that is applicable to a variety of representations
including MDP problems. In GA, a fixed population of solutions
is first randomly created. The objective function (the fitness
function) is computed for each of these solutions. These solutions
are then sorted based on their fitness scores to select the best
among them. Usually, the best half of the population is chosen
as the so-called parents seeds. New solutions through offspring
generations are created by a crossover process between two
parents. Mutations by slightly changing some genes in the new
solutions are taking place after crossover to create a more diverse
population and to enable wider exploration of the state space.
Hence, a new generation with the same population size is formed

at each step that has improved performance. The same process is
then repeated until convergence .

GA is used in this work as a benchmark solution for large-scale
models where value iteration is difficult to implement. However,
the population size must be large enough to adequately explore
the state space and converge to a relevant value. The number of
generationsmust be large as well to start seeing acceptable results.
Thus, the high computational complexity that depends on the
population size, number of generations, state space dimensions,
and the complexity of evaluating the objective function often
makes GA inefficient and expensive to implement. Algorithm 2

summarizes the GA used in this work for solving the problem.

2.3.3. Proposed Deep Reinforcement Learning

Solution
In this section, we consider an off-policy actor-critic algorithm
with experience replay to overcome the discussed curse of
dimensionality and be able to solve large and complex forest
models. In the actor-critic algorithm, two neural networks
interact with each other; the critic network evaluates the state
value function following the policy updated by the actor-network,
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Algorithm 2: Genetic Algorithm implementation.

1 Generate population P of random policies of sizeN
2 Set c and η

3 for generation = 1, 2, ... do
4 for n = 1, 2, ...,N do

5 Compute fitness score by evaluating the policy n

6 Select N2 policies (parents) from P according to highest
fitness scores

7 for i = 1, 2, ....., N2 do

8 Select two policies
9 Generate offspring by crossover the two policies at c

level
10 Perform mutation for the offspring by switching

actions in µ stands

11 Update population P← [N2 parents N
2 offsprings]

FIGURE 2 | Actor and critic networks with their interaction to compute the

weighted advantage that is needed for the gradients.

as shown in Figure 2. The actor network updates the policy
distribution and learns the optimal policy through the policy
gradients. The networks are trained separately and update their
relevant weights at each step.

The actor-network outputs the probability mass function over
all possible actions using a softmax function:

σ (z)i =
ezi

∑K
j=1 e

zj
(23)

where zi is the input vector element of the action i = 1, ..,K.
As the input vector is z, σ is the probability output vector with
the sum of components equaling 1. The actor network updates
the policy using the policy gradient, with the aid of the critic

Algorithm 3: Off-Policy Actor-Critic with Experience
Replay

1 Initialize experience replay
2 Initialize actor and critic network weights θπ , θv

3 select ǫ > 0
4 for episode = 1, 2, ... do
5 form = 1, 2, ...,M do

6 Select action am at random with probability ǫ,
otherwise select action am according to policy
πθ (am|sm)

7 Receive reward r(sm, am) and next state sm+1
8 Store transition (sm,µm, r(sm, am), sm+1) in

experience replay
9 Sample batch (sj,µj, r(sj, aj), sj+1) from experience

replay
10 Compute the advantage Aj

11 Update actor parameters θπ according to gradient:

12 gθπ =
∑

j=0 wj∇θπ logπ
(

aj|sj
)

Aj

13 Update critic parameters θv according to gradient:

14 gθv =
∑

j=0 wj∇θvv
π
(

sj
)

Aj

network as in (18). The critic network assists the actor network by
approximating the value function vπ (sm; θv) needed for standm,
that is needed to compute the advantage functionAπθ (sm, am; θv)
for the policy gradient as in (17). The inputs for the critic
network are the index of stand m and the state sm ∈ Sm for
the stand m, which as mentioned is the combination of different
relevant actions of the forest model. The loss function of the critic
network is the mean squared error to minimize the TD error
together with the importance sampling weight (Andriotis and
Papakonstantinou, 2019):

Lv(θ
v) = Esm∼ρ,am∼µ

[

wm(r(sm, am)+ vπ (sm+1; θv)− vπ (sm; θv))2
]

(24)

where ρ, µ, and wm are as explained in (18). The weights θv

are updated by computing the corresponding gradient (Andriotis
and Papakonstantinou, 2019):

gθv = Esm∼ρ,am∼µ

[

wm∇θvv
π (sm; θv)Aπθ (sm, am; θv)

]

(25)

The pseudocode of actor-critic algorithm is presented in
Algorithm 3.

The off-policy actor-critic algorithm is selected over other
DRL approaches due to its discussed advantages, such as sample
efficiency and scalability in solving large MDP problems, and
can be similarly applied not only to the herein presented fire
propagation model but to others as well, as illustrated in Degris
et al. (2012) and Wang et al. (2016). However, the DQN
algorithm in Mnih et al. (2015), described in Section 2.1.3, is also
implemented in this paper to compare its performance with the
proposed algorithm.
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TABLE 2 | The flammability and timber volume.

Age Initial volume Final volume Flammability (%)

(m3/hectare) (m3/hectare)

1 0 10

8 100 106 35

9 106 110 30

10 110 114 25

3. RESULTS

To demonstrate the proposed solution, we consider three
different forest sizes in this section. The DRL solution is also
compared with the exact value iteration for the small dimension
model, where such an exact solution can be obtained. GA
solutions are used as benchmarks to evaluate the DRL results in
the large-scale models, where exact solutions cannot be obtained.

For all experiments, the probability of fire at each stand is
computed using Equation (21). The ignition probability is fixed
for all stands to be Ig(m) = 0.08. The flammability that depends
on the stand age is shown in Table 2. The fire spread probability
from diagonally adjacent stands, i.e., NW direction, is set to be
S(NW) = 0.75, while from side way adjacent stands is S(N) =
S(W) = 1.

Two neural networks with architectures of 2 fully connected
hidden layers are used for the actor and critic networks of
Algorithm 3. A vector that includes the state variables and
the index of the stand is used as an input to both networks.
Rectified linear unit (ReLU) is the used activation function in
the two hidden layers. The output layer of the actor network
has 2 neurons with a softmax activation function, to obtain
the probability mass function of the two possible actions for
each stand. The output of the critic network provides the value
function estimation and it has one neuron with a linear activation
function at that output layer. The Adam optimizer (Kingma and
Ba, 2014) with a learning rate of 1 × 10−4 for the actor network
and 1 × 10−3 for the critic network is used. A batch size of
64 is used to train the networks at each step. The exploration
rate is high at the beginning of the learning process and the
probability of choosing a random action starts at 100% and
decreases during learning until it reaches a 1% value. The number
of the network neurons and the size of the memory buffer differ
in each experiment. The Keras-Tensorflow library in Python is
used to implement Algorithm 3. All experiments are run on a
computer with Intel(R) Core(TM) i5-2400 CPU at 3.19 GHz
processor and 8 GB RAM.

3.1. Case Study 1: 3 × 3 Stands
A forest model of 9 stands that are designed in a 3 × 3 matrix
as in Figure 3A is presented in this example. Different age
classes are assigned to each stand as in Figure 3B. Each age class
corresponds to a timber volume and flammability as described
in Table 2. These values are used to reflect the inventory and

flammability of a eucalypt (Eucalyptus globulus Labill) plantation
in Portugal, at different ages.

The maximum number of states in this 3× 3 case is 2
√
3+1 =

16 and the state space is shown in Figure 4. Because there are two
actions for each stand (H or D), the number of states is 2, 4, and
8 for stands 1, 2, and 3, respectively. There are 16 states for the
stands in the remaining rows. The number of states is reduced
for stand 6 because the first three stands (first row) are no longer
needed for the remaining stands. This reduction in the number
of states is repeated for any stand located at the end of each row.

As the 3×3 forest is relatively small, the problem can be solved
by Algorithm 1, in order to compute the exact optimal value
and compare it to the implemented DRL approach outlined in
Algorithm 3. To show the validity and eligibility of the proposed
Algorithm 3, the DQN algorithm is also implemented in this
case. Using the described architectures, the neural networks here
have 128 neurons each. The size of the memory buffer is 1× 104

to store the last 10,000 transition tuples, i.e., (sm, am, sm+1, rm).
The obtained optimal value using Algorithm 1 is

952.83 m3/ha and the DRL approach in Algorithm 3 managed
to achieve the same value in less than 1, 200 episodes, as shown in
Figure 5. DQN algorithm shows a worse convergence compared
to Algorithm 3. As a result, only Algorithm 3 is considered
in the next cases as the preferred DRL approach. Detailed
comparisons between DRL algorithms are beyond the scope of
this paper.

The light blue and green lines show the rewards in one episode
for Algorithm 3 and the DQN algorithm, respectively. A one-
episode line is defined as a total expected combined reward
from stand 1 to stand 9. As the actions are changing from one
episode to another, the total expected reward is also changing
until convergence. This variation makes monitoring the learning
process difficult. Hence, the movings average of total rewards
over 50 previous episodes is computed and displayed in Figure 5.

3.2. Case Study 2: 10 × 10 Stands
In this second example there are 100 stands distributed in a
10 × 10 matrix. The age-class distribution is shown in Figure 6.
Due to the high computational complexity, the value iteration
algorithm can not be implemented in this case due to the high
number of states, as mentioned in Section 2.3.1. Instead, the
GA approach in Algorithm 2 is used as a benchmark solution
to compare with the proposed DRL approach. A GA population
size of N =2,000 is used for 100 generations. The population is
updated by recombining every two policies at cross point c = 50.
Mutation is then performed by randomly switching the actions
in η = 10 stands.

DRL approach is also applied to this 10 × 10 model case.
The architectures of the neural networks are the same as in the
previous 3 × 3 case except for the number of neurons that is
increased now to 512 for the hidden layers in both networks,
as the state vector has increased. A larger memory buffer of size
1×105 is also used. Figure 7 shows the GA obtained value as well
as the actor-critic algorithm solution for the 10 × 10 model case
using the moving average of the last 50 episodes.

Figure 7 illustrates how the agent is learning until it converges
to a value that is 18% higher than the converged GA value
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FIGURE 3 | (A) The 3× 3 stands formation. (B) Timber ages for each stand.

FIGURE 4 | The state space of the 3× 3 stands case. The binary values indicate the actions taken and the lower subscript is the stand index.

(as compared to the random initial policy) in less than 1,000
episodes. DRL rewards exceed GA rewards in 1.68 times faster
computational time.

3.3. Case Study 3: 100 × 100 Stands
The main goal of the presented DRL approach is of solving large-
scale forest models that classical solutions are incapable to solve.
In this 100× 100 case there are more than > 2101 possible states,
but using the DRL method, the state input of the networks is
the current trajectory which is a vector of length 102, including

the location of the stand. The stand ages used are described in
Figure 8. This example is also solved using GA, for comparison
purposes, with a population size N=1,000 in 100 generations,
c =5,000, and η = 100.

Using Algorithm 3 with the same neural networks
architectures as before, 1,024 neurons in hidden layers, and
a memory buffer of size 1×106, around 40 episodes were enough
in this case to reach a stable value. Figure 9 shows the resulting
volume with the computed policy for the 100×100 stands model
using the moving average of the last 10 episodes. DRL solution
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FIGURE 5 | Obtained DRL solutions compared to the optimal value for the

3× 3 stands case.

FIGURE 6 | Timber ages for the 10× 10 stands case.

provides a 78% improvement over the GA one (as compared
to the random initial policy), and achieves this 108 times faster
than GA. Table 3 summarizes the results of both the 10× 10 and
100× 100 cases.

4. DISCUSSION

DRL is shown to provide good results in solving wildfire
risk management problems that are intractable by other
methods. For small-size models such as 3 × 3, the proposed
solution achieves the optimal value of timber volume as
shown in Figure 5. The suggested Algorithm 3 also exceeds
the DQN result, as anticipated and explained before. The
optimal policy obtained from both algorithms is illustrated

FIGURE 7 | Obtained DRL solution for the 10× 10 stands case compared

with the GA obtained value.

FIGURE 8 | Timber ages for the 100× 100 stands case.

in Figure 10. Since the wildfire propagates in the NW
direction in this model, the optimal policy shows that the
stands are harvested in that direction to mitigate the wildfire
propagation.

The DRL approach also works well in the larger model of
10× 10 stands. In this case, the exact solution from Algorithm 1

is infeasible and GA is used instead. The main point behind
comparing to GA is getting an indication that DRL is converging
to the right solution. The DRL solution inAlgorithm 3 converges
to a timber volume that is higher than the attained GA value
by 18%, as shown in Figure 7. The DRL solution obtains this
value in faster computational time compared to GA that is known
for its high time complexity. Similar to the 3 × 3 case, the DRL
obtained policy of the 10 × 10 stands case is shown in Figure 11
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FIGURE 9 | Obtained DRL solution for the 100× 100 stands case compared

with the GA obtained value.

TABLE 3 | Summary of DRL performance compared to GA for Cases 2 and 3.

Case Rewards (%) Computational time

10× 10 stands DRL 18% ↑ DRL = GA/1.68

100× 100 stands DRL 78% ↑ DRL = GA/108

FIGURE 10 | The optimal policy of the 3× 3 stands case.

and the agent tries to mitigate the fire propagation by harvesting
in the NW direction. In the first line, the wildfire propagates
from only one side since the NW and N up-wind stands do not
exists. Thus, the algorithm has chosen not to harvest in these
stands.

The difference in the value of timber volume and time
complexity between the two algorithms becomes obvious in

FIGURE 11 | Computed DRL policy for the 10× 10 stands case, where stand

1 is at the upper left corner.

FIGURE 12 | Computed DRL policy for the 100× 100 stands case.

a large-scale model. Figure 9 for the 100 × 100 stands case
shows that the timber volume reached by the DRL algorithm
surpasses the obtained GA value by 78% achieving that
108 times faster. Thus, in terms of speed, GA is greatly
suboptimal to DRL and it is considered only as a benchmark,
not as practical way of solving a large problem. Figure 12

illustrates the DRL obtained policy for the 100 × 100 stands
case. As the ignition probability Ig(m) in equation(21) is
the same for all stands, the agent suggests harvesting zones
consistent with the NW wind in a largely repeated pattern
because of the large number of stands. The risk of wildfire
propagation decreases between stands if they are far away from
each other.
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Comparing Figures 5–7, 9, we notice that the policy converges
in fewer episodes as the number of stands increases. The reason
behind this is that in the 100 × 100 stands case, one episode
corresponds to 10,000 learning steps. At each step, a sample batch
is drawn from the experience replay, TD targets are computed,
and a gradient step is taken to update the neural network
parameters. Thus, one episode corresponds to 10,000 gradient
descent steps in the 100 × 100 case, compared to 9 and 100
gradient steps in one episode of the 3 × 3 case and 10 × 10
case, respectively.

In conclusion, we consider the wildfire propagation problem
given the NW wind direction during one period. The probability
of the stand getting burned is either for the wildfire starting
at that stand or one of the adjacent stands. The entire forest
model is designed as a large-scale MDP with spatial dynamics.
As classical solutions of large-scale MDPs are inefficient due
to the curse of dimensionality, a tractable and efficient DRL
algorithm is proposed for the solution of large-scale problems.
DRL solution is implemented using the off-policy actor-critic
algorithm. Obtained DRL matched exact values, when these
could be computed, and surpassed DQN and GA benchmarks
both in computational time and obtained objective function
value. We have shown that the proposed DRL approach can
estimate a near-optimal policy even for very complex problems
where the number of relevant possible decisions is extremely
high. Hence, DRL is an efficient new approach to solve large-scale
problems of this type, with many capabilities for generalizations
and several extensions.
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