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Over the past two decades, the joint manifestation of global warming and rapid
urbanization has significantly increased the occurrence of heatwaves and the
formation of urban heat islands in temperate cities. Consequently, this synergy
has amplified the frequency and duration of periods with tropical nights (TNs) in
these urban areas. While the occurrences of such extreme events demonstrate
irregular and nonlinear annual patterns, they consistently manifest a discernible
rising decadal trend in local or regional climatic data. In urban regions situated
amidst hilly or mountainous landscapes, changing wind directions—often
associated with uphill or downhill thermal flows—profoundly impact the
spread and dispersion of heat-related pollution, creating unique natural
ventilation patterns. Using the Lausanne/Pully urban area in Switzerland as
examples of hilly and lakeshore temperate cities, this study explores the
influence of wind patterns and natural urban ventilation on the nonlinearity of
recorded climatic data within an urban environment. This study integrates a
mesoscale numerical weather prediction model (COSMO-1), a microscale
Computational Fluid Dynamics (CFD) model, field observations, variational
mode decomposition technique, and statistical analysis to investigate how
wind speed and direction critically influence the nonlinearity of recorded
long-term trends of extreme events, specifically focusing on the frequency
and duration of TNs in lakeshore and hilly cities. The results strongly indicate
a direct correlation between the frequency of TNs and the occurrence of specific
moderate wind patterns. These wind patterns are exclusively captured by the
microscale CFD model, unlike the mesoscale model, which neglects both urban
morphology and complex hilly terrains. The impact of temporal and spatial
variability of the wind field on long-term observations at fixed measurement
stations suggests that caution should be exercised when relying on limited spatial
measurement points to monitor and quantify long-term urban climate trends,
particularly in cities located in complex terrains.
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1 Introduction

The synergistic interplay between urban climate dynamics and
global warming has resulted in a rise in both the frequency and duration
of heatwaves (HWs) and the prevalence of urban heat islands (UHIs)
and tropical nights (TNs) in major metropolitan areas (Palme and
Salvati, 2021). A TN is commonly defined as a night during which the
minimum temperature exceeds a predetermined critical threshold
(Alexander et al., 2006). The consequences of TNs and UHIs are
far-reaching, triggering several adverse effects such as heightened
energy demands for cooling, reduced air quality, and an increased
vulnerability to heat-related illnesses and mortality (Buguet, 2007;
Akbari and Kolokotsa, 2016; Obradovich et al., 2017; Minor et al.,
2022; Rippstein et al., 2023; Acosta et al., 2024). The adverse effects are
more pronounced during nighttime as UHIs form, creating a significant
temperature difference between urban and rural environments (Scherer
et al., 2013; Ragettli et al., 2017).

Among various microclimate conditions, wind speed and direction
are widely recognized as key factors in mitigating the UHI and TN
effects (Meng et al., 2022; Tian et al., 2023; Li et al., 2024). Wind directly
interacts with various structural components such as building roofs,
facades, and other surfaces, and regulates the dynamics of heat and
pollution transfer (Mei et al., 2017; Guo et al., 2018; Xie et al., 2022). The
wind field plays a crucial role in influencing air infiltration by directly
impacting both forced and natural convections, which are triggered by
temperature differences (Nikkho et al., 2017). The mechanical
turbulence induced by wind primarily facilitates the efficient
exchange of heat, substances, and energy, thereby mitigating the
UHI effects commonly observed in urban environments (Yang et al.,
2021; Du et al., 2024). Previous studies have shown that once the wind
speed surpasses a critical threshold, it holds the potential to mitigate the
UHI and TN effects (e.g., Alonso et al., 2003; Guo et al., 2018).

However, the intricate geometries and morphology of high-
density urban landscapes often cause aerodynamic blockages, which
disrupt the airflow and alter the distribution of wind pressure and
speed across building surfaces (He Y. et al., 2022). This disruption
leads to a reduction in natural ventilation, posing a challenge for
passive cooling mechanisms and increasing the demand for cooling
loads in buildings during the summer months (Van Moeseke et al.,
2005). In the atmospheric boundary layer, wind speed typically
demonstrates specific vertical patterns. Usually, wind speed
increases with increasing height, and the rate of change in wind
speed tends to diminish (Jung et al., 2016). However, the spatial
heterogeneity of surface roughness and friction, resulting from
buildings of varying heights in areas with diverse built-
environment densities, significantly alters the vertical distribution
of wind speeds (Wang et al., 2020). Consequently, above the urban
canopy layer, wind speed tends to increase, while remaining
relatively constant near the ground (He W. et al., 2022; Li et al.,
2024). It is therefore crucial to consider the diverse mitigating effects
of the wind field on the UHIs and TNs, given that these effects
exhibit variations both horizontally and vertically in urban settings.

Previous studies have predominantly focused on simulating urban
climate at the neighborhood scale or street canopy scale, often situated in
simple or flat terrains (e.g., Feddersen et al., 2003; Rotach et al., 2005;
Soebiyan et al., 2017;Wang et al., 2018; Juan et al., 2021; Back et al., 2023;
Xi et al., 2024). However, the existing body of knowledge may not
adequately reflect the complexities inherent to urban landscapes situated

in diverse natural terrains, such as lakeshore and hilly areas, which are
commonly found worldwide. In particular, the influence of elevation
changes, lakeshore features, and the dynamic interplay between natural
and built environments in hilly and lakeshore cities introduces unique
challenges in understanding the intricate patterns of wind flow in such
cities (Lun et al., 2003; He Y. et al., 2022; Du et al., 2024). Depending on
wind direction, wind flow can be highly variable, leading to different
natural ventilation effects induced by the wind field (Guo et al., 2018). In
general, the intricate aerodynamic interactions among airflow, complex
terrain and urban morphology generate significant spatial and vertical
variability in wind velocity and direction within the urban canopy
(Feddersen et al., 2003; Rotach et al., 2005; Wang et al., 2020).

Investigating such spatial and vertical heterogeneity is crucial for a
more comprehensive understanding of urban climatology and for
developing effective strategies for sustainable urban planning, design,
and redesign (Tian et al., 2019; Liu et al., 2024). The assessment of wind
field in urban environments primarily depends on field measurements,
wind tunnel tests, and numerical simulations (Johnson andHunter, 1998;
Feddersen et al., 2003; Rotach et al., 2005; Gao et al., 2012). Although field
measurements and wind tunnel tests offer higher accuracy, their
implementation is time-consuming and logistically and financially
demanding (Guo et al., 2018). The numerical models used to simulate
wind fields in urban areas usually fall into two categories (Barlow, 2014;
Potsis et al., 2023): mesoscale models with spatial resolutions ranging
from 1 to 103 km (e.g., the Weather Research and Forecasting (WRF)
model and mesoscale atmospheric models (MAMs)) and microscale
models with spatial resolutions ranging from a few meters to a few
hundred meters (e.g., Krayenhoff and Voogt, 2007; Mirzaei and
Haghighat, 2010). Microscale CFD models are favored for high-
resolution simulations within urban environments, providing detailed
insights into flow patterns influenced by urban morphology but
computationally expensive (Vieira Zezzo et al., 2023). Integrating
mesoscale and microscale model outcomes is crucial for
understanding meteorological trends in urban climates, ranging from
daily variations to decadal patterns. However, this integration is currently
lacking, impeding a comprehensive understanding of urban wind
dynamics necessary for informing sustainable urban planning and
resilient landscape design (Liu et al., 2024).

On the other hand, monitoring air quality and meteorological
parameters in urban areas primarily relies on a few fixed
measurement stations, often limited in both temporal and spatial
coverage. Time series of meteorological parameters recorded in
these stations commonly reveal nonlinear and nonstationary
trends (Khaliq et al., 2006; Zou et al., 2021), further complicating
the comprehension of interrelations among various meteorological
factors and the occurrence of extreme events such as UHIs or TNs.
Fully grasping these interactions and extracting daily, seasonal,
annual, and interannual trends from recorded data requires
employing robust time series analysis techniques. Furthermore,
integrating realistic high-resolution 3D numerical modeling that
incorporates urban morphology and complex topography is crucial.
Additionally, to enhance effective urban planning aimed at
mitigating climate-driven risks in urban environments, further
investigations into the uncertainties associated with mesoscale or
global multi-model projections—particularly those arising from
neglecting urbanmorphology—are imperative (Sanches et al., 2023).

To the best of the authors’ knowledge, prior research has
predominantly focused on the potential impact of localized wind
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flows during extreme meteorological events such as UHIs or
heatwaves (e.g., Lun et al., 2003; Juan et al., 2021; He W. et al.,
2022; Back et al., 2023; Xi et al., 2024; Du et al., 2024). Nevertheless,
the integrated effects of complex topographical features, such as hilly
terrains, medium-sized inland water bodies, and detailed city-scale
urban configurations, on the uncertainty and nonlinearity of long-
term field measurements remain largely unexplored. This gap is
significant because these elements can profoundly impact predictive
modelling and data interpretation, potentially leading to the
underestimation or overestimation of both the severity and
frequency of extreme weather events in urban environments.
This study aims to address the complexities associated with
uncertainty and non-linearity inherent in the long-term trends of
meteorological parameters, with a specific focus on an extreme
event–TNs observed in lakeshore and mountainous cities like
Lausanne/Pully, Switzerland. The primary objective is to
investigate the influence of wind fields on these trends,
elucidating how spatial heterogeneity in the wind field, shaped by
both urban morphology and intricate hilly terrain, significantly
impacts climatic data. To delve further into these dynamics, a
microscale model developed in OpenFOAM in conjunction with
a mesoscale NWP (COSMO-1) model is used to explore the spatial
heterogeneity of urban wind field by taking into account both city-
scale urban morphology and hilly terrains. By leveraging the
simplicity and robustness of Variational Mode Decomposition
(VMD), a non-recursive and adaptive time series analysis
(Dragomiretskiy and Zosso, 2013), the historical meteorological
parameters recorded in an urban area are decomposed into the
interannual and annual trends. Then, the crucial role of the wind
field, especially wind direction, in the nonlinearity of historical data
recorded at a fixed station is examined through the utilization of
VMD andmicroscale CFD results. Additionally, the microscale CFD
model is used to unravel the physical sources of uncertainty in the
NWP model for forecasting extreme events, such as TNs, in hilly
urban environments.

2 Materials and methods

2.1 Study area

Lausanne (N46.5°, E6.6°), situated on the northern shore of Lake
Geneva, holds the distinction of being the largest city in the canton
of Vaud, Switzerland. With a population of 138,000 residents in
2016, Lausanne is at the center of an agglomeration comprising
twenty-five municipalities, including 291,000 residents (Marini
et al., 2019). The city faces challenges in terms of available land
for new constructions and adheres to strict regulations aimed at
preserving existing buildings. In contrast, the neighboring
municipalities present more opportunities for new construction
due to the availability of land (Marini et al., 2019). Lausanne is
located on the southern escarpment of the Swiss plateau,
characterized by an elevation change of approximately 500 m
between the lakeshore at Ouchy and its northern periphery
adjoining Le Mont-sur-Lausanne and Épalinges. It roughly covers
an area of 41.8 km2. Due to its surrounding topography, two strong,
dominant winds, namely the Bise (coming from the northeast) and
the Vent (coming from the southwest) pass over the city area

(Figure 1). These dominant winds contribute to the city’s
distinctive weather patterns and add a nuanced layer to its
environmental characteristics.

2.2 Numerical weather prediction model
(COSMO-1)

Mesoscale Numerical Weather Prediction (NWP) models,
characterized by resolutions around O (1 km), serve as crucial
tools for assessing wind and heat patterns in urban areas and
complex terrains (Kruyt et al., 2018). The Consortium for Small-
Scale Modeling (COSMO) encompasses a non-hydrostatic family of
mesoscale NWP models, widely adopted by global research
institutes and meteorological services. The horizontal resolution
of COSMO-1 is 0.01°, which corresponds to 1.11 km in the north-
south (N-S) direction and ranging from 0.74 to 0.78 km in the east-
west (E-W) direction. Vertically, the COSMO-1 model integrates
80 levels structured utilizing Smooth Level Vertical (SLEVE) terrain-
following coordinates. The SLEVE scheme plays a crucial role in the
model’s functionality by facilitating a more rapid decay of smaller
terrain features compared to larger ones. This design choice
significantly minimizes computational errors, ensuring a
smoother transition to the upper levels, which maintain
homogeneity within the model’s vertical structure (Schär et al.,
2002). Such advancements not only enhance computational
efficiency but also optimize accuracy in depicting complex
features (Leuenberger et al., 2010). This study employs the
outputs of COSMO-1 for the year 2022 to scrutinize its
performance within the studied area (Figure 1).

2.3 Microscale CFD model

In this study, wind flow simulations at the building scale with a
spatial resolution of less than 10 m were conducted using
OpenFOAM V8. The simpleFoam solver is employed to solve the
steady-state Reynolds-Averaged Navier-Stokes (RANS) equations
governing incompressible turbulent flows. Utilizing the finite
volume method (FVM), this solver uses the SIMPLE (Semi-
Implicit Method for Pressure-Linked Equations) algorithm to
solve the governing equations. To efficiently simulate airflow in
urban areas with varying wind speeds and directions without
creating a new mesh for each wind direction, Kastner and Dogan
(2020) recommended using a cylindrical computational domain
(Figure 2A, B). The preprocessing tasks, including the assignment of
boundary conditions, were automated using Eddy3D, an open-
source Grasshopper plugin. The mesh was created using
blockMesh for the base mesh, while snappyHexMesh was used to
align the background mesh with complex building geometries,
resulting in a highly detailed mixed polyhedral mesh. Figure 2A
illustrates the cylindrical domains created in Grasshopper, adhering
to best practice guidelines. The cylindrical domain comprises
approximately 37 million computational cells.

The inlet of the domain was configured to follow an atmospheric
boundary layer (ABL) profile for wind velocity (u), turbulent kinetic
energy (k), and specific dissipation rate (ω). A fixed pressure
condition was applied at the outlet, while other variables were
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maintained under zero-gradient conditions. The ground and
building walls were assigned identical boundary conditions: a no-
slip condition for wind velocity, zero-gradient for pressure, and wall
functions for k and ω. Turbulent viscosity (]t) was determined using
the nutUSpaldingWallFunction, recognized for its effective wall
modeling (Kastner and Dogan, 2020). Symmetric boundary
conditions were imposed on the top face for all variables. The
kinematic viscosity (ν) was set at 1.5 × 10⁻⁵. The turbulence inlet
parameters were computed using Equations 1, 2 as:

K � up( )2���
Cµ

√ (1)

ε � up( )3
κ z + z0( ) (2)

where, up denotes the friction velocity, and Cµ � 0.09 is a constant
specific to the turbulence model. The inlet wind velocity for the ABL
modeling approach in OpenFOAM is determined using Equations 3,
4 as: (Wallace and Hobbs, 2006):

u z( ) � up

κ
ln

z + z0
z0

( ) (3)

up � κ
uref

ln zref + z0( )/z0( ) (4)

FIGURE 1
(A) Lake Geneva and surrounding topography, adapted from a public domain satellite image (NASA World Wind, last accessed 1 January 2024) and
bathymetry data from SwissTopo (last accessed 1 January 2024). The thick orange arrows indicate the direction of the two strong dominant winds, called
the Bise (coming from the northeast) and the Vent (coming from the southwest). (B) Urban morphology of the study area, including Lausanne and Pully.
The yellow star shows the location of the Pully meteorological station. (C) The wind rose of field observation recorded at Pully station for the year
2022. (D) Averaged wind speed and direction at 10-m height above the ground simulated by COSMO-1 during a typical Bise event in summertime. (E)
Averaged wind speed and direction at 10-m height above the ground simulated by COSMO-1 during a typical Vent event in summertime.
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where up signifies the friction velocity, κ represents the von Karman
constant, uref is the reference velocity at the reference height zref,
and z0 indicates the aerodynamic roughness length.

All computational simulations were performed using the steady-
state simpleFoam solver in OpenFOAM, integrated with the Shear
Stress Transport (SST) k−ω RANS turbulence model. The pressure-
velocity coupling was managed through the SIMPLE algorithm with
three non-orthogonal corrector loops. This study focuses primarily
on wind events with speeds greater than 1.8 m/s, allowing for the
exclusion of buoyancy effects (Boulard et al., 1996; Tecle et al., 2013;

Mei and Yuan, 2022). Convergence was considered achieved when
residuals dropped to O (10–4) for pressure (p) and O (10–5) for all
other fields. Each simulation was run until these convergence criteria
were met, as depicted in Figures 2C, D. The relaxation factors were
set to 0.5 for pressure (p), and 0.3 for velocity (u), turbulent kinetic
energy (k), and specific dissipation rate (ω). Other parameters,
including discretization schemes, were selected based on best
practice guidelines (Franke, 2006). Further validation of the
microscale CFD model against field observations is detailed in
Supplementary Text S1 and Supplementary Figure S1.

FIGURE 2
(A) The computational domain of the studied area (B) illustration of themesh refinement around buildings and topography. The convergence criteria
for numerical results including (C) the velocity field (i.e., u, v, w) and (D) pressure.
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2.4 Variational mode decomposition (VMD)

Time series of meteorological parameters recorded in field
stations commonly reveal nonlinear and nonstationary trends
(Khaliq et al., 2006; Zou et al., 2021), further complicating the
comprehension of interrelations among various meteorological
factors and the occurrence of extreme events such as UHIs and
TNs. Therefore, it is imperative to employ a robust time series
analysis for examining daily, seasonal, annual, and interannual
trends in the collected data (Sanches et al., 2023). Various signal
and time series processing techniques have been developed to
decompose the hidden sub-signals in the original historical time
series utilizing data preprocessing techniques (Feng et al., 2020).
Variational Mode Decomposition (VMD) is one of the most
innovative non-recursive and adaptive methods for extracting
nonlinear trends and harmonics from complex data signals
(Dragomiretskiy and Zosso, 2013). The effectiveness of VMD in
capturing nonlinear trends in time series has been validated across
various research fields, including atmospheric science (Ali et al.,
2018; Gan et al., 2021; Meng et al., 2023; Lu et al., 2024). VMD is
adept at concurrently breaking down input time series into distinct
stationary and narrow-band sequences known as intrinsic mode
functions (IMFs) (Dragomiretskiy and Zosso, 2013). The
combination of all IMFs along with a residual constitutes the
original signal. The sparsity of each mode is directly linked to its
bandwidth in the frequency domain, and the data predominantly
concentrated around the central frequency. Further details of the
VMD method can be found in Supplementary Text S2.

2.5 Urban surface transport index (USTI)

The accumulation, transport, and eventual elimination of heat
and air pollution strongly depend on wind patterns within urban
areas. Wind plays a crucial role in naturally mitigating these effects
during HWs, TNs and UHIs. Having a reference index in urban
settings to depict the origin of heat and pollution, whether local or
external, is essential (Xie et al., 2022). Earlier investigations in
synoptic and climate research have depended on the consistency
of near-surface winds under different conditions within a particular
geographic area to assess the ability of wind in transporting air
pollution or heat (Berkovic, 2016; Luo et al., 2023). Recently, a new
parameter known as Urban Surface Transport Index (USTI) has
been introduced to quantify the ability of wind in transporting
passive and active tracers by considering the spatial variability of
wind field (Xie et al., 2022). USTI measures the consistency and
steadiness of local wind direction within a city and is computed
as follows:

USTI �
�����������������∑n

i�1ui( )2 + ∑n
i�1vi( )2√

∑n
i�1Wi

(5)

where ui, vi, Wi, and n stands for the zonal wind speed, the
meridional wind speed, the overall wind speed, and number of
weather stations, respectively. The USTI has a range between 0 and
1. When the USTI value is close to 1, the observed winds tend to
exhibit broad consistency, maintaining a consistent direction
without significantly recirculating the same air masses

(Figure 3C). Conversely, when the USTI value approaches zero
(Figure 3A), the wind directions become more erratic and tend to air
mass recirculation. However, in practical scenarios, most instances
fall within USTI values not too close to either 0 or 1, as depicted
in Figure 3B.

A coherent and organized near-surface wind pattern across a
city offers greater advantages for the transportation of heat or air
pollutants from upwind to downwind compared to a
disorganized one. The spatial diversity in building sizes and
densities also plays an important role in determining USTI
values. For instance, as illustrated in Figure 3D, the presence
of tall and compacted buildings in urban areas, such as in
Lausanne, significantly influences wind speed and direction,
leading to a more erratic pattern and consequently a lower
USTI value. Conversely, wind directions are less affected by
smaller buildings with lower density, characteristic of
residential areas in the Pully region (Figure 3E). Consequently,
a higher USTI value is expected in Pully compared to Lausanne
due to this lower impact of building structures on local wind
direction. This study employs the USTI to assess natural
ventilation in both urban and monotonous or hilly areas
under various dominant wind directions. It aims to establish a
potential correlation between the USTI during different wind
events and the observed occurrences of TNs at the Pully station
(see Figure 1B for location). Note that the results from the
microscale CFD model are used to assess the USTI values
under varying wind speeds and directions.

3 Results

3.1 The link between long-term trends in
recorded meteorological data

Anthropogenic activities and climate change lead to increasing
nonlinearity and non-stationarity in meteorological data,
introducing significant uncertainty in assessing recorded
parameters at urban meteorological stations (Sanches et al.,
2023), as well as in low-resolution Numerical Weather Prediction
(NWP) models. The Pully meteorological station (refer to Figure 1
for its location), situated in the suburbs of Lausanne, is frequently
used to analyze air quality and local extreme weather events in the
residential site of Lausanne. The meteorological parameters
recorded at this station can be influenced by urban morphology
and complex hilly terrains. This study examines the impact of wind
fields on the meteorological and air quality parameters within urban
settings, especially in contexts involving hilly or mountainous
terrain. The intricate wind patterns resulting from the interplay
between urban morphology and hilly terrain remain largely
unexplored in terms of their effect on long-term recorded data.
Here, we delve into the significance and influence of the wind field
on the long-term trends of various meteorological parameters, with
a focus on daytime and nighttime air temperatures.

To achieve this, the first step involves decomposing long-term
(annual and interannual) trends, seasonal patterns, monthly
fluctuations, daily variations, and residual elements in the
recorded data (Gan et al., 2021). The robustness of the VMD
technique has been confirmed in decomposing the original time
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series into distinct modal components and addressing the non-
stationarity observed in various random and irregular time series
(e.g., Ali et al., 2018; Meng et al., 2023; Lu et al., 2024). To address the
non-stationarity observed in the random and irregular
meteorological parameters recorded at the Pully station, the

VMD technique was utilized due to its robust decomposition
capabilities (Meng et al., 2023). This technique effectively
decomposes the original time series into distinct modal
components (Ali et al., 2018; Lu et al., 2024). The time series
data for global radiation, as well as diurnal and nocturnal

FIGURE 3
(A–C) A schematic representation delineating various ranges of the Urban Surface Transport Index (USTI), (D) The simulated horizontal wind
direction within the densely built environments of Lausanne, and (E) The simulated horizontal wind direction in the suburban area of Pully.

Frontiers in Environmental Science frontiersin.org07

Hamze-Ziabari et al. 10.3389/fenvs.2024.1438917

https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://doi.org/10.3389/fenvs.2024.1438917


FIGURE 4
Daily air temperature time series for June recorded at Pully station with corresponding VMD analysis. (A) VMD modes arranged from low to high
frequency. (B) Spectral analyses of each decomposed frequency component. (C)Comparative analysis between the original time series and the extracted
long-term trend modes. “cpm” denotes cycles per month.
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measurements of air temperature, air pressure, wind speed and
direction, and precipitation were decomposed into different modes
characterized by various central frequencies. For instance, Figure 4A
illustrates the decomposition of the daily average of air temperature
measured at a height of 2 m above the ground using the VMD
technique over the last 20 years. All time series are consistently
decomposed into 5 IMFs and a residual as shown in Figure 4A.
Figure 4B illustrates the Fourier spectrum maps of the original time
series and modes 1–5 derived from VMD, indicating a comparison
of energy distribution across varying frequencies (Gan et al., 2021).

As illustrated in Figure 4B, modes 1 and 2 signify the long-
term trend and intra-seasonal oscillations, respectively, while

modes 3–5 represent signals with cycles of less than 30 days. Each
mode exhibits distinctive power spectra, as depicted in Figure 4B.
This indicates the successful decomposition of the original signal
into various modes characterized by distinct frequencies using
the VMD technique (Feng et al., 2020; Gan et al., 2021). Figure 4C
demonstrates that VMD modes corresponding to long-term
trends effectively capture the long-term variations in air
temperature recorded at Pully station in June. Applying a
similar methodology, we extract the long-term trends of
diverse meteorological parameters—including global radiation,
wind speed and direction, precipitation, and air temperature for
both day and night—over the last two decades using the VMD

FIGURE 5
Long-term (annual and interannual) trends in meteorological parameters at Pully station: Day and night analysis for summer months using VMD.
Parameters include global radiation (GR), wind speed (W), wind direction (DIR), precipitation (PR), and air temperature (T).
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technique. The resulting long-term trends for all recorded
parameters are illustrated in Figure 5 for summer months,
i.e., June, July and August. Examining the correlation between
long-term trends of meteorological parameters can unveil the
significance of complex wind patterns caused by urban and
terrain features on variables such as air temperature, which is
greatly influenced by changing urban climate.

To better understand the relationship between long-term
fluctuations in day and night air temperatures and various
meteorological variables, statistical correlations are computed among
long-term trends extracted using VMD. These correlations are evaluated
using the Pearson correlation coefficient, denoted as R, and the
corresponding p-values. The heatmaps of R and p-values for
averaged diurnal and nocturnal meteorological parameters for

FIGURE 6
Heatmap representation of (A, C, E) correlation coefficient (R) and (B, D, F) p-values during summer months between different meteorological
parameters, including global radiation (GR), wind direction during day (DIRD) and night (DIRN), wind speed during day (WD) and night (WN), precipitation
during day (PRD) and night (PRN), and air temperature at 2-m height above ground during day (TD) and night (TN).
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different months in summer are given in Figure 6. As anticipated, the
diurnal and nocturnal temperatures exhibit a strong positive correlation,
given the pattern of warm days being followed by warm nights and vice
versa. This correlation becomes particularly pronounced in urban
environments due to formation of UHIs (Burgstall et al., 2021; Panda
et al., 2024). This is primarily attributed to the greater heat retention
capacity of urbanmaterials and infrastructures, the confinement of long-
wave radiation within urban environments, lower albedo surfaces,
reduced evapotranspiration, and decreased air ventilation in densely
populated urban areas compared to rural and vegetated sites (Fischer
et al., 2012; Roth, 2012).

There is a statistically strong positive correlation (0.6–0.7) between
global radiation and air temperature. Higher absorption of solar
radiation transfers more energy to Earth’s surface and atmosphere,
thereby increasing the temperature of land, air, and water. In urban
areas, this effect can be further amplified by factors such as infrastructure,
buildings, and human activities, leading to localized variations in
temperature patterns (Palme and Salvati, 2021). There are also
negative correlations between the long-term trend of precipitation
and air temperature during day and night. The daily average R
values, representing the correlation between diurnal and nocturnal air
temperature and precipitation, are −0.15, −0.33, and −0.39 for June, July,
and August, respectively. As depicted in Figure 6, there are also
correlations among various meteorological parameters, given their
potential to directly or indirectly influence each other.

The correlation coefficients between diurnal and nocturnal air
temperature and wind speed are nearly 0.05, 0.23, and 0.10 for June,
July, and August, respectively. The correlation between wind speed and
air temperature is statistically significant primarily during nighttime, as
indicated by low p-value (≪ 0.05). On the other hand, the correlation
between wind direction and air temperature exhibits statistical
significance during both day and night, with a particularly
pronounced significance in July and August during daytime hours.
The correlation between diurnal and nocturnal air temperature and
wind direction, are nearly −0.26, −0.38, and −0.47 for June, July, and
August, respectively. This statistical correlation between wind direction
and air temperature holds comparable importance to that of precipitation,
and in certain scenarios, it may exhibit even greater significance. These
results suggest the significant role of wind direction in influencing the
long-term trends observed in air temperature variations.

The prevailing wind direction at Pully station generally ranges from
0–90° (Bise) to 180–270° (Vent) representing the dominantwind patterns
in this region (see Figure 1C). A negative correlation between long-term
trends of air temperature and wind direction suggests that air
temperature decreases with an increase in the azimuth angle of the
wind direction, which indicates a transition from Bise to Vent. In the
subsequent sections, we investigate how these changes in wind direction
within a hilly city may contribute to the nonlinear patterns observed in
air temperature, as well as to the occurrence of extreme events such as
tropical nights (TNs) recorded at Pully meteorological station.

3.2 Impact of urban and topographical
factors on wind spatial variability: mesoscale
versus microscale modeling

In this section, COSMO-1, a widely used Numerical Weather
Prediction (NWP) model, and a microscale model developed in

OpenFOAM for Lausanne and Pully are used to study the spatial
variability of wind field induced by urban landscape and hilly terrain
for different dominant wind directions. This investigation can shed
light on the influence of wind direction on natural ventilation of hilly
and lakeshore cities, facilitating the understanding of the observed
correlation between wind directions and the long-term trends of air
temperature discussed in the previous section. Previous studies have
shown that COSMO-1 effectively captures mesoscale air circulation
and wind patterns in Switzerland (e.g., Kruyt et al., 2018; Miralles
et al., 2022). However, COSMO-1 fails to account for two critical
factors in urban climate: urban morphology and intricate hilly
terrain at resolutions below 0.01°. Therefore, alongside COSMO-
1, it is crucial to utilize a microscale model to integrate these effects
into the analysis of dominant wind patterns within the city. The
wind rose illustrating the recorded wind field at the Pully station for
the year 2022 is presented in Figure 1C. According to this figure,
there are two dominant wind directions: the northeast wind, referred
to as Bise, and the southwest wind, known as Vent. In the following
sections, the spatial variability of wind field for various dominant
wind directions are investigated by comparing the outcomes of
COSMO-1 and microscale models.

3.2.1 The Bise
A typical Bise event (3 days averaged) simulated by COSMO-

1 and the microscale model is shown in Figure 7. For a Bise event,
Lausanne and Pully are both located in the lee of the hilly terrain.
The turbulent boundary layer over hilly terrain is intricately
shaped by key factors including the slope, local surroundings, and
upstream roughness conditions (Raderschall et al., 2008; Cao
et al., 2012; Elgendi et al., 2023). The terrain-induced
complexities can result in topographic speed-up, secondary
flow, turbulence intermittency, flow separation, and
reattachment in hilly cities (Sun and Zheng, 2023; Duetsch-
Patel et al., 2023). Depending on the surface roughness
induced by built and natural canopies, hill slope, hill shape
and wind speed, a recirculation bubble in the leeward side of
Bise event can occur as shown in Figure 7B, thereby both cities are
shielded from Bise event. This shielding effect can lead to
minimal natural ventilation in case of Bise events.

On the other hand, a recirculation flow formed downstream
of the hill may create a slow-returning flow field, potentially
introducing humidity and colder air from a nearby lake or sea
into the city (Guo et al., 2023). As depicted in Figure 7C, the
returning flow is generally inconsequential and may marginally
penetrate the city according to the microscale model. It is
noteworthy that, apart from the topographical impact on
sheltering urban areas during the Bise, buildings can also exert
a significant influence on the thickness of the turbulent boundary
layer. As shown in Figure 7B, the boundary layer thickness
extends to a greater height in Lausanne, where more densely
packed and taller buildings are situated, whereas it is
considerably less in Pully, characterized by shorter and less
densely populated structures. The COSMO-1 takes into
account the significant blocking effects of terrain, as illustrated
in Figure 7A, but at a coarse resolution, necessarily smoothing the
terrain. This means that the dissipating effects caused by built
environments and microscale terrains (Figure 7B) are not
accurately represented by this coarse model.
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3.2.2 The Vent and northwest wind
A comparison between COSMO-1 and the microscale model for

forecasting the wind field at a 10-m height above the terrain in
Lausanne and Pully is illustrated in Figures 8A, B. The simulated

wind fields generated by the two models in the urban area exhibit
significant differences. Specifically, during theVent event depicted in
Figure 8A, COSMO-1 forecasts extend the wind field into urban
areas encompassing both Pully and Lausanne. It is clear that

FIGURE 7
(A) Simulating a typical Bise event over the study area with COSMO-1. (B) 3D visualization of the urban boundary layer and velocity field resulting
from the interplay between urban morphology and hilly terrains during an average Bise event using a high-resolution CFD model. (C) Illustration of the
returning wind flow at a 5-m height above the water surface in Lake Geneva. The red arrow in panel C indicates the general direction of wind speed. Note
that the colorbar is consistent across panels (A–C)
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COSMO-1, which does not resolve the impact of urbanmorphology,
overlooks the aerodynamic obstruction resulting from complex
building geometries. This highlights the importance of integrating
urban morphology into coarse models like COSMO-1, as neglecting

this factor can result in a significant overestimation of wind fields in
urban areas. Furthermore, the biases observed may be exacerbated
by the terrain smoothing inherent in the COSMO resolution and
gridding choices (see above). Figure 8C illustrates that during a Vent

FIGURE 8
(A) Modeling a typical high-speed Vent event over the study area using COSMO-1. (B) Modeling the aerodynamic blockage caused by urban areas
and terrains during a high-speed Vent event using the microscale CFD model. (C) Cross-section of wind velocity during a Vent event passing the Pully
meteorological station, illustrating the development of the urban boundary layer downstream of the Vent. The yellow circle marks the position of
Pully station.
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event, the internal urban boundary layer can extend approximately
150 m above the ground in the downwind direction, emphasizing
the significant hindering effects from buildings in the Pully area.

The less frequent NW wind direction as shown in Figure 9A is
nearly similar to a Vent event. There are significant differences

between the results of COSMO-1 and the microscale model as
shown in Figures 9A, B. Although both Lausanne and Pully are
located downstream of the NW wind field and can be shielded from
it because of the development of the urban boundary layer, the CFD
model reveals three significant wind channels influenced by the

FIGURE 9
(A) Simulation results of a typical moderate northwest (NW) wind event in the study area using COSMO-1. (B)High-resolution CFD results depicting
the wind field at 10 m above ground in Lausanne and Pully. (C) Detailed wind field with a resolution of O (1 m) in the urban areas. (D) Visualization of the
channeling pathways formed by NW wind due to the funneling effect.
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intricate interplay of upstream wind patterns, topography, and
urban morphology (Figure 9B–D). All these wind channels can
potentially affect the measurements at Pully station. The current
version of COSMO-1 fails to capture these wind channels, mainly
resulting from channeling and Venturi effects (Huang et al., 2022).
This limitation can also cause COSMO-1 to underestimate wind
speed in areas affected by channeling effects.

While COSMO-1 provides valuable insights into mesoscale
wind patterns, its limitations necessitate caution and the use of
supplementary microscale modeling for accurate wind field
assessments in urban areas. Comparing microscale models with
COSMO-1 reveals that urban morphology and hilly terrain
interactions can cause significant spatial variability in wind fields,
depending on wind direction. VMD analysis shows a strong
correlation between recorded wind direction data and other
meteorological variables, particularly air temperature at the Pully
station. As shown in Figures 7–9, Pully station is either downstream
or upstream of dominant wind events, and its measurements can be
influenced by air conditions in these areas. These effects need to be
quantified using air quality indexes.

3.3 Urban surface transport index (USTI) in
hilly urban areas

Quantifying the influence of surface winds on air quality
necessitates a comprehensive analysis, including factors such as
prevailing wind direction, wind speed, and urban surface
transport index, USTI (Xie et al., 2022). Prevailing winds play an
important role in redistributing heat within a city, either introducing
or removing heat depending on their intensity and consistency (Fan
et al., 2008). Organized and sustained prevailing winds possess the
capability to disperse and carry heat away from urban areas to
surrounding areas, thereby mitigating the effect of UHIs or TNs.
However, contingent on wind speed and direction, wind may
transport heat or pollutants from warmer or polluted upwind
regions, potentially reducing air quality in downwind areas (Xie
et al., 2019). To evaluate the stability and effectiveness of the wind
field in transporting heat between Lausanne and Pully, indicators
such as USTI and wind speed can be taken into account. These
metrics serve to evaluate the efficient exchange of heat under varying
wind directions.

The outputs from the high-resolution CFD model, considering
different wind directions and speeds at various heights
(2 m–pedestrian level, 5 m, 7.5 m, and 10 m), are utilized to
compute the USTI and the distribution of wind velocity within
urban areas. The USTI is calculated for approximately 106

computational cells at each height level using Equation 5, which
incorporates both zonal and meridional wind speeds. Figure 10A
illustrates the USTI variation for different wind directions at various
heights above the ground. At the pedestrian level, the USTI is
notably low for the wind directions less than 90°, which are
indicative of Bise events. As discussed in the previous section, the
intricate interplay of topography and urban morphology during Bise
events leads to significant wind sheltering and the formation of
recirculation wind patterns in both Lausanne and Pully (see
Figure 7). These conditions contribute to the emergence of more
unpredictable and chaotic wind patterns at the pedestrian level,

thereby reducing the transport efficiency of wind in the
prevailing direction.

Furthermore, Figure 10B illustrates the distribution of wind
speeds as a percentage at the pedestrian level across various Bise
wind speed categories, encompassing low (1–2 m/s), moderate
(2–4 m/s), and high (>4 m/s) wind speeds. During a Bise event,
wind speeds at pedestrian level struggle to exceed 1 m/s across all
wind categories, primarily due to the sheltering effect of the hills. As
wind speed increases, the distribution of wind speeds flattens,
resulting in a decrease in the proportion of urban areas
experiencing very low wind speeds and stagnation (<0.1 m/s),
dropping from approximately 45%–7.5%. Despite the significant
reduction in stagnation areas within the city due to increasing wind
speed, low USTI values during low to high Bise events indicate
turbulent and disorganized wind patterns at the pedestrian level.
Consequently, during Bise events, there is an expected decrease in
the efficiency of transporting passive and active tracers from upwind
to downwind locations. As a result, measurements at Pully, situated
downwind of a Bise, are likely to be less influenced by the wind field.

Conversely, USTI values for wind directions exceeding 90° are
significantly higher, roughly three times greater than those
computed for Bise events (Figure 10A). Given that the Vent
events (wind direction 180°–270°) rank as the second most
prevalent wind direction in the studied area, the ventilation and
transport efficacy facilitated by Vent become more substantial than
during Bise events. Distribution of wind speed at pedestrian levels
for low to high Vent events are shown in Figure 10C. Stagnation
areas during Vent events are significantly less prevalent than in Bise
events. At low wind speeds, the percentage of stagnation zones in
urban areas is approximately 17%, roughly a third of the stagnation
areas simulated during low Bise events. As wind speed increases, the
distribution of wind speed becomes almost uniform, with stagnation
zones in urban areas decreasing to around 2.5% during strong
Vent events.

Both wind speed and USTI values are notably high during Vent
events for both moderate and high winds, creating ideal conditions
for the efficient transport of passive and active tracers from upwind
(Lausanne) to downwind (Pully) during Vent events. A moderate
northwest wind field, similar to Vent conditions with high USTI
values, also holds the potential to convey heat from Lausanne
(upwind) to Pully (downwind). USTI values exhibit less
sensitivity to wind speed in urban areas (Figures 10D, E),
primarily influenced by the complex interaction of urban forms
and terrain features. Moreover, the increase in USTI values with
height primarily arises from the reduction in the effect of terrain and
buildings on wind direction and speed as elevation increases. These
findings strongly suggest that the dispersion of heat/pollution by the
wind field can result in significant spatial variability, contingent
upon temporal changes in wind direction within a hilly city.

4 Discussion

The factors driving recent European heatwaves, especially the
variations among these events, remain poorly understood (Liu et al.,
2020). Recent investigations have delineated the complex drivers of
these heatwaves, highlighting the significant role of atmospheric
circulation anomalies coupled with soil moisture-temperature
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feedback mechanisms (e.g., Rebetez et al., 2009; Horton et al., 2016;
Lhotka et al., 2018; Liu et al., 2020). These studies identify the
interaction between omega blocking patterns and adjacent cyclonic
systems, which disrupt established weather patterns across Northern
Europe. In Switzerland, such disruptions manifest as high-pressure
conditions and a south to southwesterly airflow that funnels warm,
dry air towards the Alpine region, intensifying local heat conditions.
These conditions are exacerbated by clear skies that amplify solar
radiation and reduce heat dissipation, creating an environment
conducive to heatwave development (Beniston and Diaz, 2004).
Soil moisture also plays a crucial role; strong feedback loops
accelerate soil desiccation, reducing evaporative cooling and
increasing the sensible heat flux into the atmosphere (Seneviratne
et al., 2006; Fischer et al., 2007). This is supported by evidence

indicating that deficits in soil moisture significantly contribute to
temperature anomalies during heatwave periods in Western Europe
(Miralles et al., 2014; Stéfanon et al., 2014). Furthermore, diurnal
heat advection and nocturnal heat retention deepen the atmospheric
boundary layer, promoting heat accumulation and further soil
drying. This underscores the intricate interplay between
atmospheric conditions and terrestrial feedbacks in shaping the
frequency and severity of heatwaves across Europe. In this study, we
aimed to elucidate the impact of wind speed and direction on heat
advection and retention during extreme weather events in a city
situated on complex terrain.

Understanding the interplay between topography, urban
morphology, and the wind field in the context of long-term air
quality or temperature monitoring in hilly cities can shed light on

FIGURE 10
(A) The variation of the average Urban Surface Transport Index (USTI) at various heights above the ground during differentmoderate and strongwind
directions within the urban area. (B) The wind speed distribution at a height of 2 m above the ground during different Bise events. (C) The wind speed
distribution at a height of 2m above the ground in the urban area during different Vent events. (D) The USTI variation at a 2-m height above the ground for
different Bise events within the urban area. (E) The variation of USTI at a 2-m height above the ground in the urban area for different Vent events.
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the challenges associated with pollutant dispersion and natural
ventilation of urban areas. This understanding serves as a
foundation for developing alternative strategies for urban
monitoring, planning, and design tailored to the unique
characteristics of such cities (Tian et al., 2019; Liu et al., 2024).
The variability of USTI between different wind directions, along
with findings from the microscale model, suggests that the spatial
dispersion of pollution and heat by wind can exhibit considerable
variability. This variability is mainly contingent upon the temporal
fluctuations in wind direction within a hilly urban environment.
Varied wind patterns can produce distinct natural ventilation
dynamics across different city zones. These differences not only
shape temperature distribution but also affect air quality and
comfort levels within specific sectors of the urban environment
(Feddersen et al., 2003; Rotach et al., 2005; Xie et al., 2022).

Consequently, the interpretation and even more so prediction of
air quality and meteorological parameters in hilly urban
environments becomes a challenging task, potentially influenced
by changes in the annual frequency of wind directions and speeds.
For example, Pully station, located in the suburban area of Lausanne
city on hilly terrain, has been monitoring long-term trends of
various meteorological parameters since 1959. Consequently, the
measurements are susceptible to being influenced by spatial
variability in natural ventilation due to varying wind speeds and
directions. The long-term trends of meteorological variables derived
from the VMD technique also indicated a notable association
between wind direction and air temperature, potentially resulting
in nonlinear trends observed in the data recorded at the Pully
station. The common coarse Numerical Weather Prediction
(NWP) models often neglect to consider the influence of intricate
topography and urban morphology. This potentially results in
biased forecasts of urban climate if no adequate downscaling
scheme is in place. The following sections delve into the impact
of wind patterns on both NWP models and field measurements,
elucidating how these factors can lead to the observation of
nonlinear patterns during extreme events such as TNs in a city
with hilly topography.

4.1 Mesoscale model uncertainty in hilly
urban areas

COSMO-1 is a widely used NWP model, applied either directly
for assessing local climate conditions or for projecting outcomes
within specific local regions using diverse downscaling techniques
(e.g., Kruyt et al., 2018; Miralles et al., 2022). A significant
application of COSMO models involves the evaluation and
prediction of short-term or long-term wind patterns, especially
within complex terrains or urban areas in Switzerland (Dujardin
and Lehning, 2022). This section focuses on comparing predictions
of COSMO-1 against the field observation of wind field at the Pully
station throughout the entire year of 2022. The aim is to
comprehend the impact of complex topography and urban
morphology on the biased predictions of the wind field by
COSMO-1.

Figure 11A presents the comparisons between the hourly wind
speeds simulated by COSMO-1 and the field observations at 10 m
above the ground at Pully station, focusing on different wind

directions. For the year 2022, the Root Mean Square Error
(RMSE) and bias stand at 2.73 m/s and 0.94 m/s, respectively.
Notably, Figure 11A illustrates considerable discrepancies between
the observed and modeled wind speeds, particularly evident during
high winds, with a general trend of the model overestimating wind
speeds (i.e., a positive bias). COSMO-1 significantly overestimates
southwest winds (Vent) compared to other wind directions. While
the model also tends to overestimate northeast winds (Bise) as well,
its performance in modeling Vent events is comparatively poorer.
Furthermore, COSMO-1 consistently underestimates moderate
northwest (NW) winds, which occur less frequently than
Bise and Vent.

The wind rose shown in Figure 1C displays the wind patterns for
the year 2022, indicating that Bise and Vent winds prevail in Pully.
This indicates a tendency of COSMO-1 to significantly overestimate
the intensity of these dominant wind events in the urban areas,
potentially resulting in an overestimation of natural ventilation
provided by moderate or high winds during summertime.
Generally, mesoscale models such as COSMO-1 fail to adequately
resolve the wind fields induced by urban morphology and complex
topography in hilly cities like Lausanne and Pully. Utilizing
microclimate models with higher resolutions (O (1–10 m))
specifically designed for urban environments and complex
terrains can be a vital tool in uncovering and addressing the
systematic errors present in mesoscale models like COSMO-1.
For instance, during NW events, the overestimation of wind
speeds at Pully station may be attributed to the limitations of the
COSMO-1 model in accurately capturing the funneling effects that
occur when airflow accelerates through constrained urban areas like
streets or valleys in hilly urban environments (refer to Figure 9).
Consequently, wind speeds at the Pully station might surpass those
in other urban locales, owing to the amplifying effect of nearby
buildings and streets.

In general, the COSMO-1 overestimates the natural ventilation
provided by the wind field for Vent and NW events. Therefore, it is
anticipated that these models will encounter difficulties in accurately
predicting extreme events such as Tropical Nights (TNs), which are
contingent upon wind speed, in such environments. In Switzerland,
TNs occur when the minimum nocturnal temperature exceeds 20°C
(Fischer et al., 2022; Rippstein et al., 2023). For instance, Figure 11B
presents a comparative analysis of the number of TNs predicted by
the COSMO-1 model against those observed at Pully station from
2017 to 2022. Generally, COSMO-1 tends to underestimate the
frequency of TNs at Pully station, with this underestimation
becoming particularly marked during the peak summer months
of July and August, as depicted in Figure 11C. The subsequent
section delves into examining the relationship between various wind
directions and the frequency of TNs, with the objective of identifying
potential factors that contribute to the underestimations observed in
the COSMO-1 model.

4.2 Nonlinear response of annual TN
frequency to wind direction

The frequency of TNs recorded at Pully station during summer
months over the past two decades is shown in Figure 12A. The linear
model fitted to the observed TNs demonstrates an annual increase of
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0.45 TN per year throughout the 2000s. However, the R2 between
this linear trend and the original data stands notably low at 0.16,
suggesting a substantially nonlinear trend for these extreme weather
events. It is noteworthy to mention that there is a significant
difference between the minimum and maximum number of TNs,
totaling 29 occurrences, over the studied period. Generally, the
occurrence of TNs is more pronounced in July and August
compared to June, with varying maximum occurrences observed
between these 2 months. However, this trend can be annually quite
variable, reflecting fluctuations influenced by a variety of factors. In
this study, we focused primarily on the effects of wind fields, urban
morphology and topography. However, shifts in the maximum and
minimum numbers of TNs between different summer months in
Lausanne can be attributed to several additional factors.
Meteorologically, varying weather systems and air masses
distinctly affect monthly temperatures, with some months
experiencing more high-pressure systems that typically lead to

warmer nights. The gradual transition of seasons from spring to
summer to autumn, coupled with the progressive warming of Lake
Geneva and its adjacent land, introduces further variability. These
shifts are further complicated by broad climatic phenomena such as
El Niño or La Niña, which globally influence weather patterns and,
consequently, impact local seasonal conditions in Switzerland.
Generally, such trends recorded in urban residential areas
situated within a temperate region can be both surprising and
concerning.

To further assess the trends and their significance identified, the
non-parametric Seasonal Mann-Kendall test is utilized to analyze
the monthly data (Hirsch et al., 1982; Mahmood et al., 2019). This
test excels in detecting monotonic trends, whether increasing or
decreasing, over time without necessitating a specific data
distribution, thereby offering robustness in trend analysis.
Specifically, the analysis focused on the frequency of TPs
recorded from 2000 to 2023. The test statistic (Tau) was

FIGURE 11
(A) Comparisons between the measured hourly average wind speed and the modeled hourly wind speed by COSMO-1 for the year 2022. (B) The
scatter plot illustrating the comparison between the number of TNs modeled by COSMO-1 and the observed TNs at the Pully station during the summer
months from 2017 to 2022. (C) Discrepancies in the number of TNs modeled by COSMO-1 compared to observed TNs for the months of June, July,
and August.
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FIGURE 12
(A)Historical variations in the frequency of tropical nights (TNs) recorded at Pully station across various summer months: June, July, and August. (B)
Various scenarios considered for diurnal and nocturnal variations of wind direction. (C) Percentage of TNs recorded at Pully station corresponding to
different wind direction scenarios. (D) Percentage of hot nights with a minimum temperature average of 20°C recorded at Pully station for different wind
direction scenarios.
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determined to be 0.33, indicating a clear positive trend. This trend
was found to be statistically significant with a p-value of 0.025, which
is below the standard significance threshold of 0.05. The low p-value
provides strong evidence that the observed positive trend is not
attributable to random variations. Due to its non-parametric nature,
the Mann-Kendall test demonstrates resilience against non-normal
data distributions and outliers, further strengthening the evidence
for an upward trend over the analyzed period. Additionally, the
Shapiro-Wilk test was employed to evaluate the normality of the
dataset for the same timeframe (Shapiro and Wilk, 1965). This test
returned a statistic of 0.91 with a p-value of 0.052 for the original
data, and a statistic of 0.93 with a p-value of 0.10 for the residuals
from the linear regression analysis. Since both p-values exceed the
0.05 threshold, the null hypothesis that the data follows a normal
distribution cannot be rejected. This outcome suggests that both the
original dataset and the regression residuals reasonably approximate
a normal distribution. The confirmation of normality by the
Shapiro-Wilk test supports the application of parametric methods
for further analyses.

The VMD analysis has demonstrated that the nocturnal air
temperature at Pully exhibits a significant dependency on wind
direction. Additionally, the evaluation of the USTI parameter has
revealed that the correlation between air quality in Lausanne and
Pully is subject to considerable variability. This variability is
influenced by the differing heat transport capacities associated
with various wind directions. To clarify the impact of the wind
field on the natural ventilation of Lausanne and Pully and the
frequency of TNs, ten different wind scenarios based on
moderate and strong diurnal and nocturnal averages of prevailing
wind speed (>1.8 m/s) with various dominant directions, as
illustrated in Figure 12B, are considered. The synchronization of
TN occurrences with the different wind scenarios is then scrutinized.
The concurrent incidence of TN and various wind scenarios,
expressed as a percentage, is depicted in Figure 12C, D for
various summer months spanning the last two decades. Note that
the wind scenarios with average speeds exceeding 1.8 m/s are
categorized as moderate or strong wind events and the buoyancy
effects can be neglected for such winds (Boulard et al., 1996; Tecle
et al., 2013). As shown, the occurrence of TNs is more frequent
during scenarios akin to S6, characterized by a moderate or strong
NWwind field during the day and a NE (Bise) wind during the night.

The NW wind pattern is critical for heat transport from
Lausanne, a warmer dense urban area, to Pully, a cooler
suburban region, predominantly due to funneling effects
influenced by urban features (as illustrated in Figures 8, 9). The
NW winds delineate three primary wind channels facilitating the
exchange of urban climatic influences between Lausanne and Pully.
The urban landscape of Lausanne, characterized by high-density
construction and tall buildings, facilitates the accumulation of heat
during heatwave conditions. In scenario S6, moderate NW winds
during the day facilitate the transfer of accumulated heat from
Lausanne to the Pully station amid a heatwave, potentially impacting
the recorded air temperature at Pully station. Nonetheless, with
wind speeds below 3.5 m/s across all cases, complete dispersion and
transport of heat from urban areas remain elusive, impeding
complete ventilation in both cities. Furthermore, the
predominance of the Bise wind during the night in scenario
S6 implies restricted ventilation, attributed to the obstructive

influence of upstream terrain (refer to Figure 7). This could
potentially lead to the entrainment of transported heat from
Lausanne to Pully during nighttime.

In scenario S10, which is characterized by the absence of
significant wind events (i.e., wind speeds < 1.8 m/s) during both
daytime and nighttime at the Pully station, the occurrence of tropical
nights (TNs) is negligible compared to scenario S6. This observation
highlights the critical role of spatial variability induced by the wind
field in long-term analyses of extreme events within a hilly urban
environment. Such analyses are particularly challenging when
relying solely on a limited number of fixed meteorological
stations. A primary concern is establishing whether a systematic
correlation exists between extreme events and specific wind patterns.

For a better illustration, the time series analysis of TNs and the
occurrence of S6 wind scenario for different summer months over
the past two decades is given in Supplementary Figure S2. There is a
strong correlation between these two time series across different
months, with correlation coefficients (R values) of 0.58, 0.67, and
0.69 for June, July, and August, respectively. The corresponding
p-values, calculated as 0.005, 0.0007, and 0.0004 for June, July, and
August, indicate the statistical significance of the correlation
between the frequency of TNs and the occurrence of S6 for each
month. Interestingly, this correlation is observed to be as strong as
that with the global radiation parameter. The scatter plots depicting
the relationship between the frequency of TNs and S6, along with the
fitted linear regression lines, are presented in Supplementary Figure
S2 for various months. The slope of the regression lines is 0.87, 0.93,
and 1.23 TNs per the frequency of S6 scenario for June, July, and
August, respectively. This suggests that the irregular occurrence of
the S6 wind pattern annually can significantly influence the
frequency of TNs recorded at the Pully station, thus contributing
to the observed nonlinear trends in TN frequencies at the station
over the past 20 years. In summary, these findings highlight the
critical necessity of integrating resilience techniques that account for
the influence of microscale wind fields in urban environments
situated over complex terrains during extreme event analyses.
This consideration is essential for informing effective strategies to
enhance urban resilience against environmental threats.

Effective urban planning to address climate-driven risks relies
on accurate climate projections tailored to urban environments
(Zhao et al., 2021). However, these projections are currently
scarce due to the widespread absence of urban morphology in
global-scale Earth system models (Zou et al., 2023). A
combination of climate modeling and data-driven methods is
commonly utilized to generate global multi-model projections of
urban climates (Zhao et al., 2021). For example, empirical-statistical
downscaling methods like quantile mapping have been employed to
produce multi-model climate projections of intense urban heat (e.g.,
Burgstall et al., 2021; He Y. et al., 2022). Since existing
meteorological stations are primarily located in suburban or rural
areas, climate model simulations are first bias-corrected to long-
term measurements at rural or suburban stations and then spatially
transferred to the respective urban target sites (Rajczak et al., 2016).
However, as demonstrated in the present study, both long-term field
observations in the suburban areas of hilly cities and mesoscale
climate simulations can systematically result in underestimation/
overestimation of extreme events in both urban and rural areas
depending on prevailing wind directions. Utilizing such
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downscaling methods, which heavily rely on data recorded at rural
sites, may introduce significant uncertainty in future urban climate
projections in hilly urban environments, necessitating the adoption
of new projection methodologies for such cities.

5 Summary and conclusion

The influence of localized wind flows on extreme weather
phenomena, including urban heat islands (UHIs), has been
extensively explored. Yet, there remains a substantial gap in our
understanding of how complex topographical features—such as hilly
terrains, medium-sized inland water bodies, and intricate urban
layouts—impact the uncertainty and nonlinearity inherent in long-
term meteorological datasets. These factors are crucial as they can
profoundly influence predictive modeling and the interpretation of
climatic data, potentially leading to inaccuracies in estimating the
severity and frequency of extreme weather conditions in urban
areas. This study addresses these complexities by examining the
impacts of wind fields on long-term meteorological trends,
specifically tropical nights (TNs) in regions like Lausanne/Pully,
Switzerland, characterized by both lakeshore and mountainous
landscapes. A comprehensive analysis was conducted by
integrating the numerical results from both a mesoscale model
(COSMO-1) and a high-resolution CFD model implemented in
OpenFOAM V8.1, along with field observations and statistical
analyses. The integrated approach was applied to investigate the
impact of wind patterns on the nonlinearity observed in long-term
trends of meteorological variables, collected from typical lakeshore
and hilly cities. Upon comparison with field observations, it was
noted that COSMO-1 consistently either overestimated or
underestimated wind speeds in the urban areas. Notably, the
overestimation of wind field was more pronounced during
specific wind patterns, which are a combination of the large-scale
flow modified by local topography and thermal effects. Delving
deeper into the investigation, the validated high-resolution
microscale CFD model was used to illustrate the intricate roles
played by the complex terrains and the urban morphology in
shaping various wind patterns in the studied area. This detailed
examination not only provided insights into the sources
contributing to the overestimation/underestimation of wind speed
by COSMO-1 but also offered a clear understanding of how local
topography and urban features interact to impact other
meteorological parameters recorded at a fixed station located in a
suburban region (Pully).

The variational mode decomposition (VMD) method was used
to extract the interannual, annual and seasonal trends of different
meteorological parameters recorded at Pully station, then the
statistical correlations among the extracted trends were
scrutinized. The results interestingly suggested a significant
negative correlation between long-term trends of air temperature
and wind direction during day and night at Pully station while the
effect of wind speed was insignificant. The microscale CFD results
indicated that the natural ventilation of cities situated in hilly and
lakeshore regions could vary significantly depending on the
prevailing wind direction. In our case study, when downhill
(Bise) winds dominate, the city’s natural ventilation was impeded
mainly due to topographic sheltering effects. The urban surface

transport index (USTI) was also used to quantify the effective
transport and dispersion of pollution and heat from the urban to
suburban or rural environments for different dominant wind
directions. The results indicated that the USTI values for Vent
and northwest winds are almost three times larger than that of
Bise (northeast). Consequently, the natural ventilation provided by
the wind in transport of heat-related pollution could be quite
variable depending on the annual change in the frequency of
dominant wind directions in such hilly cities. This reveals the
critical influences of wind direction, topography and urban
morphology on natural ventilation in hilly and lakeshore cities,
enhancing our understanding of the observed correlations between
wind patterns and long-term air temperature trends.

Extreme heat-related events, exemplified by TNs at the Pully
station, situated in suburban areas within a temperate region,
exhibited a surprising non-linear increase based on long-term
field measurements. An analysis of annual data on TNs at Pully
revealed a discernible correlation with monthly changes in wind
patterns during summer days and nights. Although the fitted linear
regression model suggested a 0.45 annual increase in TNs during the
2000s, the low correlation coefficient between the linear fitted model
and the recorded data indicated a substantial non-linear trend. The
statistical analysis pointed out that the occurrence of TNs at Pully
was more frequent during specific wind patterns, especially when
urban heat advection by a moderate or strong northwest wind field
during the day transported heat from dense urban areas to more
rural areas. This process was exacerbated during the night due to
minimal natural ventilation caused by the Bise event. As a
consequence, this interaction was identified as a potential
contributor to the irregular annual upsurge in TNs recorded at
Pully station.

Furthermore, it was demonstrated that the use of the
mesoscale model, which inadequately resolved urban
morphology and complex terrain, resulted in an
underestimation of TN occurrences in urban areas. The
mesoscale model tended to overestimate the natural
ventilation provided by the wind in urban areas, systematically
resulting in an underestimation of extreme events such as TNs.
The global, regional, and mesoscale models currently used to
estimate present and future urban climates and energy systems
feature coarse resolutions. This limitation hinders their ability to
capture the complex interactions among various urban
components and intricate terrains. Future urban climatic
scenarios predominantly utilize downscaling techniques that
rely on bias-correction methods based on recorded field data,
such as those from the Pully station. However, the physical
processes occurring in hilly urban environments can influence
the long-term records of meteorological parameters at these
stations, introducing nonlinearity into the climatic data. This
nonlinearity, in turn, adds further uncertainty to the downscaling
techniques that depend on such recorded data for model
correction and refinement. Therefore, this study highlights the
necessity of combining mesoscale and microscale models with
observational data to accurately capture wind dynamics in urban
settings. This integrated approach provides a nuanced
understanding of simulating long-term meteorological
conditions, particularly in areas with complex topography and
urban landscapes.
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