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The rapid expansion of urban drainage pipe networks, driven by economic
development, poses significant challenges for efficient monitoring and
management. The complexity and scale of these networks make it difficult to
effectively monitor and manage the discharge of urban domestic sewage,
rainwater, and industrial effluents, leading to illegal discharges, leakage,
environmental pollution, and economic losses. Efficient management relies on a
rational layout of drainage pipe network monitoring points. However, existing
research on optimal monitoring point layout is limited, primarily relying on manual
analysis and fuzzy clustering methods, which are prone to human bias and ineffective
monitoring data. To address these limitations, this study proposes a coupled model
approach for the automatic optimization of monitoring point placement in drainage
pipe networks. The proposed model integrates the information entropy index,
Bayesian reasoning, the Monte Carlo method, and the stormwater management
model (SWMM) to optimize monitoring point placement objectively and measurably.
The information entropy algorithm is utilized to quantify the uncertainty and
complexity of the drainage pipe network, facilitating the identification of optimal
monitoring point locations. Bayesian reasoning is employed to update probabilities
based on observed data, while the Monte Carlo method generates probabilistic
distributions for uncertain parameters. The SWMM s utilized to simulate
stormwater runoff and pollutant transport within the drainage pipe network.
Results indicate that (1) the relative mean error of the parameter inversion
simulation results of the pollution source tracking model is linearly fitted with the
information entropy. The calculation shows that there is a good positive linear
correlation between them, which verifies the feasibility of the information entropy
algorithm in the field of monitoring node optimization; (2) the information entropy
algorithm can be well applied to the optimal layout of a single monitoring node and
multiple monitoring nodes, and it can correspond well to the inversion results of the
tracking model parameters; (3) the constructed monitoring point optimization model
can well realize the optimal layout of monitoring points of a drainage pipe network.
Finally, the pollution source tracking model is used to verify the effectiveness of the
optimal layout of monitoring points, and the whole process has less human
participation and a high degree of automation. The automated monitoring point
optimization layout model proposed in this study has been successfully applied in
practical cases, significantly improving the efficiency of urban drainage network
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monitoring and reducing the degree of manual participation, which has important
practical significance for improving the level of urban water environment management.

pipe network, optimization of monitoring points,

information entropy, Bayesian

reasoning, pollution source tracking

1 Introduction

With the continuous expansion of the urban scale, the complexity
of urban drainage pipe networks is also increasing. Enhancing the
monitoring of these networks is crucial for protecting drainage facilities
and enhancing urban information management (Shi et al., 2021). The
drainage pipe network plays a vital role in urban stormwater
management by ensuring water safety, reducing flood control
pressure, alleviating water scarcity, and enhancing water quality
(Mirauda and Ostoich, 2020; Groothuis et al., 2021). However, with
rapid industrialization, environmental pollution issues have become
more pronounced, posing new challenges to urban drainage systems.
Among them, due to the high cost of wastewater treatment, the
phenomenon of illegal discharge or leakage of sewage from the
pipeline network occurs from time to time, resulting in a serious
threat to the active sludge of the wastewater treatment plant and
resulting in a variety of problems, such as the treatment of water
quality not being up to the standard and the deterioration of the quality
of the discharged water body. Strengthening drainage network
monitoring is one of the most effective measures to solve the urban
underground drainage problem (Guo et al., 2018; Meyer et al., 2018).

At present, there are many research studies on drainage network
monitoring, which mainly focus on drainage network information
management and system design (Tang et al., 2018). Wei et al. (2020)
studied the establishment of an urban waterlogging pre-warning
system; using the terminal monitor placed in the inspection well to
obtain the actual water depth of each monitoring point when the
rainstorm occurs, the inundation situation of each point can be
dynamically displayed on the computer. Omamageswari et al. (2021)
developed a real-time monitoring system of drainage pipe networks
based on the Internet of Things technology.

In addition to the establishment of online monitoring systems to
solve the problem of realizing drainage network information technology,
another key point lies in the optimization and layout of the monitoring
points. Due to limitations in human, material, and financial resources,
the layout goal of monitoring points is to use as few monitoring points as
possible to obtain comprehensive, efficient, and accurate information
related to the monitoring targets (Liu et al,, 2018). At present, there are
relatively limited studies on the optimal layout of drainage pipe network
monitoring points. Most of the existing optimization methods use the
empirical formula approach, which is solved by statistical cluster-based
analysis or by constructing a multi-objective planning model. Guo et al.
(2022) proposed an automatic machine learning (AutoML) technique
based on the genetic algorithm to construct a rapid early warning and
comprehensive analysis model for urban flooding. For that, the local
topography and waterlogging risk are considered, and the AutoML
models can be used in the area without monitoring the water level,
quickly predict waterlogging depths, and provide spatial grid results for
rapid early warning. Banik et al. (2015) studied the optimization of water
quality monitoring points in the drainage pipe network. Under the
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multi-objective programming model, the genetic algorithm was used,
and the optimal water quality monitoring points were determined. Based
on entropy theory, combined with multi-objective optimization tools
and the numerical model, Yazdi (2017) proposed a location method for
new sewage stations of urban drainage networks. The modeling
framework provides the best compromise between the maximum
possible information and the minimum common information
between stations, which is applied to the main surface-water
collection system in Tehran to determine the new best monitoring
point considering the cost. It should be noted that although machine
learning algorithms such as genetic algorithms can quickly complete the
processing of pipe network data, the objectives in multi-objective
optimization are constrained by each other, and it is easy to produce
a locally optimal arrangement scheme.

In summary, the current research on the optimization of monitoring
points usually considers the water quality monitoring of the water supply
network as the optimization goal. The only research on the optimization
arrangement of drainage network monitoring points is mostly
concentrated on the development of urban waterlogging monitoring
systems, and the research on the optimization of urban drainage pipe
network monitoring points aiming at the identification of pollution
sources is rarely carried out. In addition, the previous optimization
method of drainage pipe network monitoring is mainly for the fuzzy
clustering method and the dynamic progress method; although set up on
the principle of clustering, but still largely dependent on human
judgment, correlation recognition is only an auxiliary function, and
more dependent on artificial analysis and understanding of the network
topology, the final layout results are heavily influenced by artificial
factors. A large number of monitoring data may be invalid (Zhao et al,,
2018). In addition, most of the current studies optimize the layout of the
monitoring points by calculating only a set of monitoring schemes. Few
studies have been carried out on how to quantitatively evaluate the
obtained monitoring programs, so it is impossible to quantitatively assess
the merits and disadvantages of the obtained monitoring programs
(Retzer et al,, 2009; Keum et al., 2019). Therefore, making full use of the
model to strengthen the simulation of drainage network operation under
multiple scenarios can reduce the influence of subjective location
uncertainty and realize automatic identification of the monitoring
points and quantitative and objective evaluation of the monitoring
scheme (Blasone et al,, 2007; Wu et al,, 2021).

In this study, aiming at the optimization of monitoring points with
pollution source identification as the goal, the SWMM pipe network
model was established. Under the condition of determining the initial
monitoring time, monitoring interval time, and monitoring times, the
SWMM model was used for simulation, and the posterior probability
density under different monitoring conditions was calculated, and the
results were put into the information entropy calculation. Information
entropy is used to quantify the information of each node in the drainage
network, and the location of the monitoring points is gradually selected.
Finally,

the monitoring cost and monitoring accuracy are

frontiersin.org


https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://doi.org/10.3389/fenvs.2024.1401942

He et al.

comprehensively considered to complete the selection of the number of
monitoring points, and the optimization design process of the
monitoring scheme is finally completed. Combining the information
entropy theory and the SWMM model, the uncertainty of pollution
source identification is quantified, and the problem of excessive reliance
on human judgment inherent in the existing methodologies is
overcome to realize the optimization of drainage pipe network
monitoring points. The results are expected to provide accurate
information and data for the related departments to manage
drainage pipe networks, improve our understanding of complex pipe
network systems, and provide theoretical support for scientific and
effective prevention and control of water pollution events.

2 Methodology
2.1 Bayesian reasoning

In the case of Bayesian statistics, all unknown parameters are
regarded as random variables, and their distributions are obtained
from the known information (Vrugt, 2016). Therefore, Bayesian
statistics provides a rigorous method for uncertainty analysis and can
provide key information for management decision-making. Bayesian
reasoning is based on the following formula (Martino and Elvira, 2018):

pPXp(Y1X) _ p(X)p(Y1X)

X|Y) =
pxIY) p(Y) | p(X)p(YIX)dX

o p(X)p(Y]X),

(1)

where p (X|Y) is the a posteriori probability distribution function of X,
indicating the obtained observation value, and Y is the distribution law
of parameter X; p(X) refers to the a priori probability distribution
function, which represents the distribution law of parameter x obtained
from data and experience; p(Y|X) is the likelihood function, which
indicates the fitting degree between the model parameters and the
observed data (Zhang et al., 2016).

The optimal design of the drainage network monitoring scheme
mainly includes the optimization of the number and location of the
monitoring well points (Jiang et al., 2021; Sambito and Freni, 2021).
Assuming that the initial monitoring time is t and the monitoring
value obtained from the monitoring scheme s is still recorded as vy,
then the Bayesian formula can be rewritten as the following:

p(xly.s

) p(IS)p(y]x.S)

" [pxI8)p(y]x. S)dx @

Since the prior distribution p (x|S) of the parameters represents
a preliminary understanding of the unknown parameters and is not
affected by the monitoring design scheme s, that is, p(x|S) = p(x),
Equation 2 becomes:

x)p(yx S
p(x1s) - p()p(y|x.S)

S e 4 VA il 3
[pGp(yeS)dx R

The normalization constant I p(x)p(ylx,S)dx represents the
probability of the occurrence of monitoring data y obtained from the
monitoring design scheme s, which can be abbreviated as p ( y|S), that is:

p(5) = [ pp(rfx. ), W
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2.2 Optimal design of the monitoring points
based on information entropy

In the information theory, information entropy is defined as the
measure of uncertainty, which has been widely used to estimate the
uncertainty of variables (Li et al., 2012). It can be regarded as the
negative expected value of the logarithm of the probability density
function of a variable (Parvan, 2010). Among them, the uncertainty
definition of a random variable is used to describe the amount of
information of the variable. The more information required to describe
the variable, the greater the uncertainty of the variable and the greater
the information entropy (Monache et al., 2008; Retzer et al, 2009;
Mooselu et al., 2020). Based on the above research progress, this paper
establishes the SWMM pipe network model; uses the SWMM model to
simulate the result under the condition of determining the initial
monitoring time, monitoring interval, and monitoring times; takes
the information entropy as the evaluation index to calculate the optimal
monitoring schemes under different monitoring types; screens and
selects the monitoring scheme that takes into account the monitoring
cost and monitoring accuracy; and finally, operates with the selected
monitoring scheme To summarize, the optimal design of a drainage
pipe network monitoring network that can provide accurate
information is very important to improve our understanding of
complex pipe network systems and reduce heavy and unnecessary
capital expenditure (Zhang et al, 2015; Yang et al, 2020). The
mathematical expression of information entropy is as follows:

b
H(x) = —J f(x)In f (x)dx, (5)

where x is the random variable; f(x) is the probability density
function of a random variable with a priori range of [a, b].

The specific coupling calculation process of Python programming
of a monitoring point optimization model based on information
entropy includes the following five steps: generation of unknown
parameters,* inp file modification, extraction and storage of the time
series, calculation of the conditional probability function, and
calculation of information entropy. The automatic modification of
the SWMM model and the extraction of the time series are directly
realized in Python program without opening SWMM software. The
optimization model is also the coupling calculation of the information
entropy algorithm and the SWMM model. The time series extracted
by the SWMM model is directly used for the calculation diagram of
the likelihood functions p(y'|x’) and p(ylx’). The specific
calculation principle of information entropy of the monitoring
nodes of a pipe network is as follows:

Based on the above coupling principle, Python language
programming is used to directly calculate the SWMM model to
extract the pollutant concentration monitoring value y, and the
inversion model is used to invert the unknown parameter x, where
the posterior probability density function of x is p(x|y,S), s is the
monitoring scheme, and the information entropy of the posterior
distribution of parameter X is similarly defined as follows:

H(S, y)=- J p(x y,S) In p(x|y, S)dx, (6)

The left end of Equation 6 contains the monitoring value y, but due
to the influence of the actual conditions, the actual monitoring value y
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cannot be obtained in the optimization node stage of the monitoring
points. Therefore, it is assumed that the monitoring value y is a random
variable, and the corresponding probability density function is p (y|S)
(Kaynar and Ridder, 2010). Therefore, in order to obtain the calculated
information entropy only affected by the monitoring scheme, both sides
of Equation 5 are multiplied by p(y|S), and then y is integrated to
obtain the expectation of information entropy H (S, y):

E(H(S,y)) = - J H p(.8)In p(x]y, S)dx]p(yls)dy
=- J Jp(x|y,S)p(y|S) In p(x|y, S)dxdy

According to Equation 7, E(H (S, y)) is only affected by the
monitoring scheme S, which is recorded as E (S). By understanding
the relevant principles of information entropy, we can solve E (S).
According to the concept of information entropy, the unknown
parameter x is inversed when using the pollutant concentration
monitoring value y* obtained from s*. At this time, the information
entropy of x posterior distribution is the smallest, indicating that the
uncertainty of X is also the smallest, and the inversion effect is the
best (Liu et al, 2013; Wang et al, 2016). In Equation 7, the
calculation of the solution algorithm is complex, and it is difficult
to calculate the explicit result of this expression. Therefore, this
paper uses the Monte Carlo method to approximate the solution.
First, Equation 7 is rewritten as follows using Equation 2:

EH(Sy)) =- J“ p(x|y, S) In p(x]y,S)dx]p(y]S)dy
=- J Jp(x|y, S)p(y|S) In p(x|y, S)dxdy,

The prediction uncertainty of the expected value of information

entropy can be divided into two parts as follows:
E©)=U(C)+U(S)

= (_ JJ p(y|x, S)p(x) lnp(x)dxdy)

+<— JJ p(y]x, S)p (x) [lnp(ylx, S) - lnp(y]S)]dxdy),
)

where E(S) represents the total uncertainty of model prediction,
U (C) is the parameter uncertainty derived from the inside of the
model, and U (S) is the conceptual model uncertainty derived from
among the models.

In Equation 9, the prior distribution information entropy of the
inversion parameter x is as follows:

UuC)=- ” p(y|x.8)p(x)In p(x)dxdy
=-Inp(x),

(10)

According to Equation 10, the larger the prior range of inversion
parameter X, the larger the calculated value of information entropy
of parameter x, and the greater the uncertainty of the inversion result
of parameter X. When the prior probability distribution p(x)
remains unchanged, the information entropy —In p(x) remains
unchanged. Therefore, in order to obtain the minimum value of
E(S), the second half is extracted. As shown in Equation 1, only the
minimum value of U(S) needs to be calculated to obtain the
minimum value of information entropy of the corresponding
monitoring scheme (Ainslie et al., 2009; Yan and Zhou, 2019).

Frontiers in Environmental Science

10.3389/fenvs.2024.1401942

U(S) =- ” p(y|x, S)p(x)[ lnp(y|x, S) —1In p(y|S)]dxdy,
(11)

According to Keum et al. (2018), the value of U(S) is less than
0 in equation 11. Therefore, according to the concept of information
entropy and formula 8, the use of monitoring points in the Bayesian
formula reduces the uncertainty of the inversion parameter X.

Equation 12 is solved by the Monte Carlo method as follows:

1”[

U ==y, (12)

In p(y'|x',$) - In p(¥'|S)],

First, n samples are randomly selected from the unknown
parameter X a priori distribution P (X), which are recorded as x'
(i=1,2,..., N). For each ieN, using Python program to modify the
unknown parameters of the SWMM model with samples, the
simulation is used to extract the conditional probability density
function under the condition of the monitoring scheme s, and then
one sample y' is randomly selected from the function p (y|x’, S), with a
total of n samples. Each group of x” and y' is replaced into Equation 1,
and p(y'|x',S) is calculated in the conditional probability density
function of Equation 12. It can be seen from Equation 5 that in
Equation 12, where p(y'|S) = Ip(x)p(yilx, S)dx, the Monte Carlo
method is still used to calculate this integral.

N

p(715) = -5 L(/I¥.5).

j=

(13)

Therefore, as long as the monitoring design scheme s is fixed, the
approximate information entropy of this monitoring scheme can be
obtained through equations 8-11.

2.3 MCMC method

The Metropolis-Hastings (MH) algorithm is a typical Markov
chain Monte Carlo (MCMC) sampling method. In this study, the
Metropolis—Hastings algorithm will be used. Its essence is to
construct an appropriate Markov chain and generate the next
state under a given state (Abelldn et al., 2011; Wang and Chen,
2013). Assuming that the target distribution is f (x), a sample with
sample size T will be generated from this distribution. The iterative
steps of the Metropolis—Hastings algorithm are shown in Figure 1.
x® is a vector, which represents the value of the tth iteration in the
algorithm (Wang and Jin, 2013; Zeng et al,, 2016).

It is assumed that the unknown parameters of the model are days,
where C;, C;(0), and p(C;|6) are the measured value, predicted
value, and likelihood function of the ith measuring point; € =
C;(0) - C; is the measurement error; and i = 1-6. It is assumed
that € obeys the mean value 0, and the standard deviation is 0. The
likelihood function of pollutant traceability, i.e., the conditional
probability density function, can be expressed as follows:

- 1 Ci(O)-C)
p(C,|9) = Wexp(z;[_%]) (14)

According to the Bayesian theorem, the posterior probability
density function of the model parameters is as follows:
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FIGURE 1
Flowchart of the Metropolis-Hastings sampling algorithm.
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3 Results and discussion

3.1 Optimal layout of the monitoring points
of a drainage network

3.1.1 Verification of the monitoring
optimization effect

There are 32 nodes in the pipe network in the study area. If the
optimal combination of different numbers of monitoring points is

32
carried out, there will be ZCQZ = (2% - 1) monitoring schemes.
i=1
Solving the information entropy of all the alternative monitoring
schemes will produce a large workload, the number of pipe network
monitoring points will increase, and the monitoring cost will
increase exponentially.

In order to reduce the workload and consider the monitoring
cost and coverage, on the basis of limiting the five monitoring nodes,
this paper optimizes the number and layout of the monitoring nodes
in this area and formulates the monitoring scheme by means of
progressive addition of nodes based on the minimum information
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entropy. First, the single node monitoring scheme is optimized, the
the
monitoring node with the lowest information entropy from the

corresponding monitoring scheme is specified, single
32 alternative monitoring nodes is selected, and then the combined
monitoring scheme of the two monitoring nodes of the pipe network
with the lowest information entropy based on the single monitoring
node with the lowest information entropy is screened, and so on.
Finally, combined with the monitoring cost, the optimal combined
monitoring scheme of multiple monitoring points is determined to
ensure that the monitoring nodes accurately cover the whole
research area. The information entropy calculation is generalized

as follows:

minE(S) = —In p(«) + minU (), (16)

where s represents the monitoring node scheme.

The information entropy E (S) of different monitoring schemes
is obtained according to Equations 7, 11, and 12. In order to verify
the optimal design effect of the monitoring wells based on the
Bayesian formula and information entropy, the monitoring
scheme is evaluated by taking the information entropy E(S)
and the mean value of relative error MRE (S) of the inversion
results as the index. As shown in Table 1, from parameters a, in
the prior distribution, 20 groups of parameters are randomly and
evenly obtained by the MH sampling method, and these real
parameters are simulated by the SWMM model to produce 20 x
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TABLE 1 Simulation parameter values of prior distribution.

Serial number  Time (min) Node Pollutant loads (g)
1 38 5 954,764
2 145 32 910,473
3 2 2 979,596
4 19 8 923,168
5 103 5 952,507
6 86 2 916,292
7 78 25 919,011
8 171 20 967,767
9 1 25 919,284
10 97 8 975,506
11 140 6 912,276
12 130 23 978,355
13 96 2 913,304
14 160 12 965,248
15 148 6 976,633
16 61 12 945,836
17 63 2 948,136
18 108 20 965,090
19 83 20 943,419
20 95 10 975,916

32 groups of concentration monitoring values. Combined with
the monitoring values, the MCMC algorithm is used to invert the
parameters a, and the length of each Markov chain is 10,000. A
posteriori statistic is carried out on these 10,000 groups of
samples to obtain the parameter posteriori mean estimation
MS. The real parameter a in Table 1 is substituted into the
MRE (S) expression as follows:

& [Ms (. k) = a (s k)|
MRE(S) = —_ - = , 17
() (,Zkz (0 [mxn, (7)

where MRE is the posterior mean error between the posterior mean
estimation M and the real parameters o, m is the number of assumed
pollution parameter groups, n is the number of parameters, j is the
real pollution parameter of group J a, and K represents the kth type
of parameter a.

First, the first monitoring point is calculated. According to formula
13, the information entropy and a posteriori mean error of
32 monitoring schemes under S1 are obtained. The calculation
results are shown in Table 2. The linear fitting between MRE (S1)
and E(S1) is shown in Figure 2. There is a good positive linear
correlation between MRE(S1) and E(S1). The linear fitting
equation is PRE(S1) = 0.02703(S1)-0.47148, where the determination
coefficient R2 = 0.8569. It shows that the information entropy E (S1) is
an effective measure of the accuracy of the parameter inversion results.
The smaller the value of E (S1), the higher the accuracy of the parameter
inversion results.
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TABLE 2 Information entropy and posterior mean of the monitoring points.

Type Project number S1 E (S1) MRE (S1)
Monitoring point 1 1 19.994 0.076
2 2 19.994 0.076
3 3 19.807 0.068
4 4 | 20183 0.083
5 5 19.808 0.068
6 6 | 20183 0.083
7 7 20183 0.081
8 8 19.808 0073
9 9 20001 0.078
10 10 20032 0.08
1 11 20003 0.079
12 12 19991 0.074
13 13 19.990 0.073
14 14 19650 0.061
15 15 20041 0.079
16 16 19998 0075
17 17 20183 0.083
18 18 19977 0.071
19 19 | 19.659 0.068
20 20 19.637 0.064
21 21 20183 0.078
2 2 19865 0.073
23 23 19.402 0.06
24 24 19952 0.075
25 25 19.988 0.081
26 26 19.993 0.075
27 27 19917 0.074
28 28 19262 0.057
29 29 19951 0.069
30 30 19235 0.057
31 31 19229 0.056
3 32 19276 0.058

3.1.2 Multi-monitoring point layout of a
pipe network

It can be seen from Table 2 that the J31 node has the smallest
information entropy, so it is regarded as the first monitoring node
selected in the multi-monitoring scheme. Subsequently, the second
monitoring node in the multi-monitoring scheme is selected, the
selected monitoring node J32 and the other 31 alternative
monitoring nodes are combined, respectively, to obtain
31 combination forms, and the information entropy of these
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FIGURE 2 Minimum information entropy changing curve of different

Linear fitting diagram of E (S) and MRE (S) (monitoring point = 1).

TABLE 3 Optimal design scheme for multiple monitoring points.

monitoring numbers.

Number Number of monitoring Monitoring scheme Minimum information entropy
1 2 (31, 14) 17.376
2 3 (31, 14, and 27) 16.941
3 4 (31, 14, 27, and 30) 16.577
4 5 (31, 14, 27, 30, and 23) 15.461

31 combined monitoring schemes is calculated. The monitoring
scheme of the multi-monitoring combination is shown in Table 3.

It can be seen from Table 3 that there are monitoring schemes
with the minimum information entropy under different numbers of
Through the monitoring optimization
verification of the information entropy algorithm in Section 2.1,

monitoring  points.

it can be seen that information entropy has a positive linear
correlation with the posterior mean estimation. Therefore, only
the monitoring scheme with the minimum information entropy
needs to be selected as the final optimal monitoring layout scheme of
the drainage pipe network. Combined with Table 3, the variation
curve of information entropy E(MP) of the optimal scheme in
different monitoring types with the number of monitoring logs is
drawn below, as shown in Figure 3. Under the optimal scheme
conditions of each monitoring type, the information entropy
decreases with the increase in the number of monitoring nodes.
The information entropy of two monitoring points is significantly
less than that of one monitoring point, and the information entropy
greater than that of two monitoring points decreases to a certain
extent, but the difference is small. In practice, on the premise of
accurate identification of pollution sources, other factors are usually
considered, including monitoring coverage and monitoring cost.
Therefore, this example selects two monitoring schemes for
pollution source identification, including the following two schemes:

1. When the selection of monitoring nodes is greater than 1, the
monitoring point scheme will take into account the inversion
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accuracy, monitoring point coverage, and monitoring cost.
With the increase in the number of monitoring wells, the
coverage of the monitoring points is wider and the monitoring
is more accurate, but the monitoring cost increases
significantly. It can be seen from the figure that the
information entropy of the combination of two monitoring
points is not different from that of 3-5 groups of monitoring
points. Therefore, considering the detection cost, the J31 and
J14 combination monitoring methods are selected as the
monitoring scheme.

2. Based on the monitoring well scheme with high inversion
accuracy, since the information entropy of 3-5 groups of
monitoring wells is not different, it is considered that the
inversion accuracy so the J31, J14, and
j27 monitoring combination is selected for this scheme.

is similar,

3.2 Inversion verification of the pollution
source tracking model

It is assumed that the value of model parameters a=(Jx, M, T)
=(15, 950000, 60) is true, where Jx is the node number, M denotes
pollutant loads, and T denotes time. We use the three monitoring
schemes selected in the previous section and the MH algorithm to
realize the inversion of pollution source parameters, in which the
length of each Markov chain is 10,000. According to the
calculation, the posterior distribution range of each monitoring
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TABLE 4 Posterior statistical results of inversion.

10.3389/fenvs.2024.1401942

Number Programs Information entropy Parameter Parameter truth Posterior range

1 31 19.229 Jx 15 [1, 2)/[15, 16]
M 950000 [920000, 970000]
T 60 (56, 60]

2 31, 14 18.915 Jx 15 8/10/[14, 15]
M 950000 [920000, 970000]
T 60 (60, 61]

3 31, 14, 27 18.821 Jx 15 [15, 16]
M 950000 [930000, 970000]
T 60 (59, 60]

x107° %1075 x10~%

Frequency

FIGURE 4
Histogram of parameter M in scheme 1.
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FIGURE 5

Histogram of parameter Jx in scheme 1.

scheme is shown in Table 4. The distribution histogram is shown in
Figures 4-6.

It can be seen from Tables 4 and 5 and Figures 3 and 5 that the
relative error decreases with the increase in the number of monitoring
points, and the mean error of the parameters Jx, M, and T at the two
monitoring points decreases by 6.774%, 0.177%, and 0.441%,
respectively, compared with that of one monitoring point. The
mean value errors of parameters JX, m, and t at the three
monitoring points are reduced by 0.993%, 0.012%, and 0.224%,
respectively, compared with that of the two monitoring points.
The median error of the parameter m at two monitoring points is
0.265% lower than that at one monitoring point. The median error of
the parameter m at the three monitoring points is 0.056% lower than
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that at the two monitoring points. It can be seen that the error of the
two monitoring points decreases more than that of one monitoring
point, and the error of three monitoring points decreases more slowly
than that of two monitoring points, which is consistent with the trend
of information entropy, indicating that information entropy can
accurately describe the uncertainty of the model.

Among them, the prior range of inversion nodes and
inversion time from scheme 1 to scheme 3 is also gradually
reduced. Due to the high pollution value, the posterior
distribution range is not significantly reduced. However, the
mean value error is reduced to a certain extent, which is
consistent with the change trend of monitoring scheme
information. It can be seen from Table 5 that the real value
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Histogram of parameter T in scheme 1.

TABLE 5 Error statistics of the monitoring schemes.

Programs Parameter Parameter True value Mean Median Median
truth probability (%) error (%) error (%)
31 Jx 15 75.84 13.136 12.427 15 0
M 950000 — 946280.722 0.392 945969.923 0.424
T 60 7351 59.182 1.363 60 0
31, 14 Jx 15 83.62 14.152 5.653 15 0
M 950000 — 947953.931 0215 948493.259 0.159
T 60 83.54 60.553 0.922 60 0
31, 14, 27 Jx 15 87.41 14.301 4.660 15 0
M 950000 — 948069.155 0.203 949023.129 0.103
T 60 87.78 59.581 0.698 60 0

probabilities of the parameters Jx and T in scheme 2 are increased
by 7.78% and 10.03%, respectively, compared with the two
parameter probabilities in scheme 1, and the real value
probabilities of the parameters Jx and T in scheme 3 are
increased by 3.79% and 4.24%, respectively, compared with
the two parameter probabilities in scheme 2. It is further
determined that the smaller the information entropy of the
monitoring scheme, the higher the inversion accuracy and the
smaller the uncertainty of the posterior distribution. However,
the more the number of monitoring nodes, the more the cost and
the less the cost of single-well monitoring. The information
entropy difference between scheme 2 and scheme 3 is very
small, and the average value of the relative error of the
posterior sample mean of the three parameters is also
Adding a
monitoring will significantly increase the cost. For this case, if

approximately equal. monitoring point for
it is necessary to comprehensively consider the monitoring cost
and the posterior distribution range of the parameters, scheme

2 is considered to be the best monitoring scheme.

4 Conclusion

Aiming at a series of problems, such as the chaos of the urban
drainage supervision system, the frequent occurrence of illegal
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discharge and leakage of industrial enterprises, the serious
pollution impact on the sewage treatment plant, and the
destruction of the surrounding environment in the discharge area,
this paper puts forward the monitoring point optimization model based
on information entropy. This model combines Bayesian reasoning, the
Monte Carlo method, the SWMM model, and information entropy to
realize the automatic layout of drainage network nodes. Finally, the
pollution source tracking model is used to verify the effectiveness of the
optimal layout of the monitoring points.

In this paper, information entropy is used as the optimization
index for the optimal design of the monitoring well scheme. First,
the Bayesian formula is combined with information entropy as the
optimization index of the monitoring scheme, and the average value
of relative error between information entropy and inversion results
is used as the index to evaluate the monitoring scheme; that is, the
relative mean error of the parameter inversion simulation results of
the pollution source tracking model is linearly fitted with
information entropy. Through calculation, it is known that there
is a good positive linear correlation between them, which verifies the
feasibility of the information entropy algorithm in the field of
monitoring node optimization. The optimization results based on
the information entropy algorithm under different monitoring
schemes are further studied. The smaller the uncertainty of
pollution source identification, the smaller the information
entropy calculation result. By calculating the information entropy
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of multiple monitoring points, the optimization of monitoring
points of drainage pipe networks is finally realized. The results
show that the information entropy algorithm can be well-applied to the
optimal layout of a single monitoring node and multiple monitoring
nodes and can correspond well to the inversion results of the tracking
model parameters. According to the above research, the constructed
monitoring point optimization model can well realize the optimal
layout of the monitoring points of drainage pipe networks.

Therefore, this paper proposes the optimal design of
monitoring points based on the Bayesian information entropy
theory, which is helpful in realizing the optimization of monitoring
points aiming at pollution source identification and increasing the
accuracy of pollution source identification. The research results are
helpful for the efficient layout of the monitoring points of urban
drainage networks. As an important part of urban ecological
environment, urban water environment has an important impact
on the governance and improvement of the ecological environment.
This study specifically addresses the phenomenon of pollutant
smuggling and leakage; however, various water pollution events in
real life are intricate and complex. In both domestic and foreign
research, quickly tracking water intrusion outside the drainage
network poses a significant challenge. Many issues in this area
stem from manual search methods and the lack of a well-
structured monitoring point arrangement. For such events, further
in-depth studies and research are needed in the future.
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