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In recent years, more andmore applied industries have relied on data collection by
IoT devices. Various IoT devices generate vast volumes of data that require
efficient processing. Usually, the intellectual analysis of such data takes place in
data centers in cloud environments. However, the problems of transferring large
volumes of data and the long wait for a response from the data center for further
corrective actions in the system led to the search for new processing methods.
One possible option is Edge computing. Intelligent data analysis in the places of
their collection eliminates the disadvantages mentioned above, revealing many
advantages of using such an approach in practice. However, the Edge computing
approach is challenging to implement when different IoT devices collect the
independent attributes required for classification/regression. In order to
overcome this limitation, the authors developed a new cascade ensemble-
learning model for the deployment at the Edge. It is based on the principles of
cascading machine learning methods, where each IoT device that collects data
performs its analysis based on the attributes it contains. The results of its work are
transmitted to the next IoT device, which analyzes the attributes it collects, taking
into account the output of the previous device. All independent at-tributes are
taken into account in this way. Because of this, the proposed approach provides: 1)
The possibility of effective implementation of Edge computing for intelligent data
analysis, that is, even before their transmission to the data center; 2) increasing,
and in some cases maintaining, classification/regression accuracy at the same
level that can be achieved in the data center; 3) significantly reducing the duration
of training procedures due to the processing of a smaller number of attributes by
each of the IoT devices. The simulation of the proposed approach was performed
on a real-world set of IoT data. The missing data recovery task in the atmospheric
air state data was solved. The authors selected the optimal parameters of the
proposed approach. It was established that the developed model provides a slight
increase in prediction accuracy while significantly reducing the duration of the
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training procedure. However, in this case, the main advantage is that all this
happens within the bounds of Edge computing, which opens up several
benefits of using the developed model in practice.

KEYWORDS

environmental monitoring, cascading, missing data recovery, edge computing, machine
learning, a developed network of IoT devices

1 Introduction

Modern systems for monitoring the state of the environment, in
particular air, are based on data collection by IoT devices (Li et al.,
2019). Considering the type and scale of the surveillance object, such
a process can take place using a single IoT device or a developed
network of IoT devices. The data collected by both options is
generally sent to a centralized data center for analysis (Yassine
et al., 2019). Most data centers are located in cloud services for
storing and processing information (Shakerkhan and Abilmazhinov,
2019; Saxena et al., 2021). This approach provides the possibility of
using knowledge-intensive and, at the same time, resource-
consuming methods of intelligent data analysis and returning
instructions to information-gathering devices based on high-
precision prediction or classification. It is ensured by the
enormous computing power of data centers that can be used to
obtain the highest possible accuracy in analyzing large volumes of
data (Kumar et al., 2019). On the other hand, this approach requires
significant time and energy costs for transferring vast amounts of
data for analysis. In particular, the time of receiving information
plays a key role here since reaction delays while waiting for decisions
from the data center can lead to significant losses (Bisikalo et al.,
2020a; Bisikalo et al., 2020b).

The problem of transmitting a large amount of data in real time
with minimal costs from remote IoT sensors can be mitigated by the
use of intelligent devices at the Edge. (Li et al., 2019). These devices
can perform pre-processing of data immediately at the places of their
collection and transfer not high-dimensional volumes of data to the
data centers but their knowledge in a format of smaller dimensions.
It will reduce the necessary energy and time costs for data
transmission, which, in general, will increase the efficiency of
environmental monitoring systems (Alakbarov and Alakbarov,
2018).

For this purpose, in recent years, the concept of edge computing
has become widespread, where part of the data can be processed in
local networks, in which each device, having specific computing
capabilities, can become a node of edge computing (Raj et al., 2022).
Accordingly, a set of similar nodes can provide preliminary
processing of IoT data.

In (Hassan et al., 2018), existing technologies of intelligent data
analysis at the Edge are analysed. The authors overviewed many
literary sources and summarized the features of existing Edge
Computing paradigms. Probably the greatest contribution of this
theoretical work is the description of the main requirements for the
implementation of Edge Computing in practice according to various
scenarios.

The application of this concept for data pre-processing seems
appropriate when the data collected by IoT devices contain gaps or
anomalies. Gaps in such systems arise for a variety of reasons, which

have been investigated in (Arroyo et al., 2018). The main one is the
failure of one or more sensors of a specific node (IoT device). If such
a sensor collects data on harmful chemical impurities in the air that
threaten human health or even life, then such data are critical for
analysis. Therefore, there is a problem of filling gaps in such data to
function the entire ecological monitoring system based on IoT fully.
Efficiency here is determined by the accuracy and time of solving
this problem to preserve the integrity of the data even before it is
transferred to the data center (until the sensor is repaired or
replaced). A rational solution to this problem will ensure the
reliability and uninterrupted operation of environmental
monitoring systems, in particular subsystems, for assessing the
state of the air environment.

Simple gap-filling methods, such as averaging and others, do not
provide sufficient accuracy in the work (Mishchuk et al., 2020). This
will be reflected in the accuracy of decisions made by the data center,
and as a result, in the effectiveness of the entire system of monitoring
the state of environmental monitoring. That is why there is a need to
use machine learning tools to increase the accuracy of solving the
given problem. Analysis of several independent attributes using
machine learning methods demonstrates a significantly higher
prediction/classification accuracy than other methods (Mishchuk
et al., 2020).

In the case when a single IoT device collects data, that is, all
independent changes are in one place, this problem can be solved by
simply adding more computing power to the device for the
possibility of implementing training procedures in the device
itself (Kryvonos et al., 2016; Kotsovsky et al., 2020). In particular,
(Savaglio and Fortino, 2021), solved the missing data recovery task
using new, EdgeMiningSim methodology, which is focused on Edge
computing. The authors developed an application that was used to
evaluate the monitoring system in various scenarios.

However, when a developed network of IoT devices collects data
(Ageyev et al., 2022), the solution to the given task becomes
significantly more complicated. Since all the independent
attributes are collected by different IoT devices, transferring them
all to one device to implement the training procedure within Edge
computing is not optimal (Geche et al., 2022). In addition, such an
option requires enormous power for such a super device, and there is
a high risk of its breakdown or failure.

The detailed discussion of this problem are presented in
(D’Agostino et al., 2019). The authors considered one of the
bioinformatics tasks, which is based on a huge volume of data
collected by IoT devices. The paper proposes an approach to
combining Edge and Cloud computing to increase the efficiency
of the entire process of medical data analysis. This approach looks
effective both in terms of computing resources and speed of work
and can be used in other areas of medicine as well (Tabassum et al.,
2021a).
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A similar problem arises in the manufacturing area (Chen et al.,
2018). However, for its solution in this case, the authors limited
themselves to the use of Edge computing only. In particular, they
developed a new architecture of edge computing for IoT-based
manufacturing. It provides a significant increase in the
production process (till 96%), which has been studied in detail
from various aspects. This is one of the few applied works devoted to
the problem of effective deployment of such systems. However, in
(Hung, 2021) an improved scheme for the implementation of Edge
computing in manufacturing is proposed. It is based on the use of
ensemble learning (boosting). The proposed approach ensured high
accuracy of solving the predicting yield failure task in a
semiconductor manufacturing process. However, the boosting
strategy has a number of disadvantages that significantly affect its
practical use specifically for the implementation of Edge computing.
The first is that noise in the input data can lead to unstable
predictions. In addition, Boosting ensemble can be extremely
time-consuming for training, especially if the model contains a
large number of underlying models (e.g., decision trees).

In (Eddine et al., 2022) an improved boosting scheme is
proposed. The basis of the intelligent component for the
implementation of Edge computing here is the use of Random
Forest algorithm. It provides a higher prediction accuracy compared
to the previous method, but it is also characterized by a number of
disadvantages. Random Forest can be slow on large datasets,
especially when the number of trees in the forest is large.
Usually, for big data, other algorithms are used, which can be
faster and more efficient (Tabassum et al., 2021b). In addition, if
the data set is represented by a large number of features, which is
typical for IoT data, and they have different importance, it may
happen that Random Forest will use less useful features and this may
lead to less accurate predictions. In this regard, the implementation
of Edge computing, seems appropriate using a cascade of machine
learning methods (Vermesan et al., 2018; Mochurad, 2021) based on
the entire network of IoT devices that:

1) Collect independent attributes important for analysis;
2) Have the computing power to implement the training procedure.

In this case, the number of devices that collect the attributes
necessary for intelligent analysis will actually determine the number
of cascade levels. This approach involves using a machine learning
method inside each device, which will process only the attributes it
collects. At the same time, the results of its work will be transmitted
as an additional attribute to the next level of the cascade (the next
IoT device) as a generalization of those features during the analysis
that was collected at the previous level.

It should be noted that the composition of such a cascade should
be sufficiently simple and accurate for the effective implementation of
Edge computing (Izonin et al., 2019). In addition, the fundamental
basis of machine learning methods that can be used for similar
purposes should be high speed and accurate while analyzing large
sets of collected IoT data. It will ensure the high accuracy of the
analysis with a minimum duration of training procedures, reducing
the total data pre-processing time. In addition, such methods should
be as simple as possible to implement. It will allow data to be
processed inside each IoT device of the cascade, characterized by
rather limited computing capabilities. Because of this, it seems

appropriate to use linear, i.e., high-speed methods of analysis of
large datasets for implementing Edge computing in systems of
ecological monitoring of the state of the air environment. To
increase the accuracy of their work, we can use various variants of
non-linear expansion of the inputs (Mishchuk et al., 2020).

Therefore, this paper aims to develop a cascade of machine
learning methods for implementing Edge computing when solving
the task of filling gaps in data from an extended network of Internet
of Things (IoT) devices.

The research object is the preliminary processing of IoT data for
ecological monitoring of the state of the air environment.

The research subject is the ensemble machine learning methods
for deployment at the Edge to fill data gaps from a developed
network of IoT devices.

The main contribution of this article is as follows:

1. We developed a new ensemble machine learning method for data
pre-processing from a developed network of Internet of Things
devices, which is based on the principles of cascading machine
learning methods and the linearization of the response surface.
The method is based on the idea of processing part of the data
inside each smart IoT device from the developed network that it
collects and transfers the predicted value as an additional feature
for the next smart IoT device (linearization principle). Machine
learning is performed using the fast linear SVR, and the increase
in accuracy is achieved using the non-linear expansion of the
inputs at each level of the method by the Kolmogorov-Gabor
polynomial;

2. We investigated the order of inclusion of various devices from the
developed IoT network in the proposed cascade on the method’s
accuracy. The optimal combination of it was determined
experimentally;

3. We investigated the influence of different orders of the
Kolmogorov-Gabor polynomial as a tool for the non-linear
expansion of the inputs of each cascade node on the accuracy
of the method. The optimal value of this indicator was established
experimentally.

The practical value of the proposed solution is the following:

• The possibility of effective implementation of Edge computing
to fill gaps in data at the places of their collection, i.e., even
before they are transferred to the data center;

• Preserving, and in some cases, increasing the accuracy (based
on various performance indicators) of filling data gaps at the
same level that can be achieved in the data center;

• A significant reduction in the duration of training procedures
due to the processing of a smaller number of attributes by each
of the IoT devices in comparison with the use of a similar
method of IoT data analysis in a data center located in a cloud
environment;

• Increasing the reliability and uninterrupted operation of
environmental monitoring systems, in particular, subsystems
for assessing the state of the air environment based on ensuring
the integrity of data transmitted to the data center.

This paper is organized as follows: Section 2 presents the
background and proposed cascade method, its training, and
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application algorithms. Section 3 gave the modeling and results of
the optimal parameters selection procedures. In Section 4 the
authors compared similar methods that can be applied only in
the cloud and discussed the results. Conclusion are in Section 5.

2 Materials and methods

This paper proposes a new ensemble model of machine learning
algorithms that can be implementing at the Edge. The basis of the
proposed model is using one of the most accurate classes of
ensemble methods—cascading. The authors proposed combining
a linear version of the regressor based on the Support Vector
Machine and the Ito decomposition for non-linear input
expansion. Such a combination in the proposed cascade provides
both high-accuracy and high-speed solving of prediction tasks and
the possibility of their implementation at the Edge, i.e., near the
immediate locations of IoT data collection.

2.1 Linear SVR

The support vector machine (SVM) is one of the well-known
methods for solving classification and regression problems (Piletskiy
et al., 2020; Babenko et al., 2021). The SVM is based on the idea of
finding an optimal hypersurface that would minimize losses in
multidimensional space (Mamat et al., 2023). Essentially, SVM
searches for regression coefficients by minimizing quadratic losses.
If the current value falls within the region of the constructed optimal
hypersurface, then the losses are zero. Otherwise, the loss is equal to
the difference between the actual and predicted values of the desired
quantity. A detailed mathematical description of this well-known
machine-learning method is given in (Shang et al., 2018).

SVR provides the flexibility of analysis due to the possibility of
using different methods’ kernels. In the case of non-linear kernels,
this method allows efficient analysis of non-linear response surfaces
(Pasieka et al., 2020).

In this paper, we will use the linear SVR kernel since this
approach provides high processing speed, and high accuracy will
be kept due to the use of the Ito decomposition for the non-linear
transformation of the input data.

2.2 Ito decomposition

Nowadays, various methods of non-linear expansion of inputs
are very often used to increase the accuracy of linear machine
learning methods. One of the possible options for implementing
this is the use of a discrete Volterra series—the Ito decomposition.
Second-order Ito decomposition for a given set of input parameters
x1, ..., xn can be represented in the following form (αi are coefficients
of Ito decomposition) (FERREIRA, 2002):

Y x1, ..., xn( ) � αi +∑
n

i�1
αixi +∑

n

i�1
∑
n

j�i
αi,jxixj (1)

Such a technique has high approximation properties and
significantly reduces errors, particularly in linear machine

learning methods (Mochurad et al., 2020). In addition, in the
proposed scheme, the Ito decomposition will also model the
connection between the sensor data and the output of the
previous cascade level, which will also positively affect the
method’s accuracy.

2.3 Designed cascade-based ensemble-
learning model

Modern monitoring systems for various purposes are based on
data collection by IoT devices. The scale of such systems requires
many devices to collect data and transfer them to the data center for
processing. This approach involves a lot of energy and resources to
transmit data to the data center. Therefore there is a need to find
alternative ways of data analysis, particularly in the devices that
collect them. In the case of data collection by a developed network of
IoT devices, the application of machine learning methodology is
significantly limited.

In this paper, a new cascade machine learning model is developed
for deployment in the Edge to collect all the attributes necessary for
the analysis from the developed network of IoT devices. It eliminates
the shortcomings mentioned above while ensuring a significant
increase in the speed of training procedures while maintaining the
level of accuracy that can be obtained in a data center.

The approach is based on using all IoT devices of a developed
network that collect the attributes necessary for analysis. In essence,
data analysis occurs in each of these devices based on the attributes it
collects. Their fusion is ensured using the principles of cascading
(Bodyanskiy and Tyshchenko, 2019), where the predicted value of
the searched attribute from the previous IoT device is passed to the
next one as an additional feature. In addition, the authors used the
Ito decomposition at each new level of the cascade. This
decomposition made it possible to model the dependencies
between predicted output from the previous IoT device and the
attributes of the current IoT device. In turn, such interconnections
provided additional information for the selected machine learning
method at each new level of the proposed cascade scheme (Babichev
et al., 2018). Combined with very high approximation properties of
the Ito decomposition, its use made it possible to increase the
prediction accuracy of the desired attribute at each level of the
cascade, as well as the overall accuracy of the proposed scheme.

The flow chart of the proposed approach is shown in Figure 1.
The algorithmic implementation of the training procedure of the

machine learning model implemented in this paper requires the
following steps to be followed sequentially:

1. To determine the number of IoT devices that collect data
necessary for analysis. The number of devices, in this case,
will determine the number of levels of the proposed model;

2. To set the order of inclusion of devices in the cascade scheme;
3. To perform the Ito decomposition on the attributes collected by

the first IoT device of the cascade and conduct training of the
linear variant of the SVR

4. To transfer the output of the SVR obtained in the previous step as
an additional attribute to the next IoT device; to perform the Ito
decomposition over N+1 attributes of the current IoT device and
train the next linear SVR
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5. To repeat step 4 until the last IoT device on the cascade is
reached.

Then, we have a pre-trained model with a certain number of
levels in the applicationmode.We sequentially apply the test data set
or the current vector to each previously trained model level
according to steps 3–4 of the training algorithm. The last level of
the model, i.e., obtained by the prediction on the last of the IoT
devices of the cascade model, will determine the predicted value of
the desired attribute.

3 Modeling and results

When various IoT devices collect a large number of features
about a specific observation, the use of artificial intelligence tools for
implementing Edge computing is significantly limited (since all
features should be collected in one place) (Al Shahrani et al.,
2022). The developed method in this paper is based on an
approach that allows a smart IoT device to process only that part
of the data it collects and transfer the predicted value as an
additional attribute to the next one smart IoT device from the
developed network. This approach is based on the ensemble of
machine learning methods (Li et al., 2019) and is justified by the
principles of linearization of the response surface (Izonin et al.,
2023). It is the basis for the effective implementation of Edge
computing.

The modern element base and computing capabilities of smart
IoT devices allow the implementation of machine learning methods
at its core (Rocha Neto et al., 2018). This, together with the cascade
ensemble developed by the authors of this paper, provides the
possibility of implementing basic operations of data pre-

processing using artificial intelligence tools in the places of data
collection, that is, inside of smart IoT devices.

The basis of the simulation carried out in this section is the need
to determine and analyze the effectiveness of applying the proposed
cascade method for solving the stated task. This simulation aims to
determine whether the proposed approach, which can be
implemented in the conditions of Edge computing, will provide
the same accuracy and speed of work that can be obtained by
transmitting data from all IoT devices of the developed network to
the cloud, that is, to the data center.

In this paper, we operated with real-world data collected by IoT
devices and studied the parameters of operation and the overall efficiency
of the proposed cascade method for solving the stated task in the
situation of the need to process data at the places of their collection.

The proposed approach was simulated on the laptop with the
following characteristics: Intel Core i5-600U processor (2.40 GHz),
p 8.00 GB RAM, and a 64-bit operating system.

3.1 Dataset descriptions

Modeling of the proposed approach to filling gaps in data is
performed on a real environmental monitoring task (Izonin et al.,
2019; Mishchuk et al., 2020). The implementation of the method
took place on a data set that contains 9,000 observations of hourly
averaged responses from metal oxide chemical sensors for
determining air quality.

We used the data from devices that were located on the field in a
heavily polluted area at the road level. The dataset consists of hourly
averaged concentrations of carbon monoxide (CO), tungsten oxides
(WO), benzene (C6H6), titanium (Ti), non-methane hydrocarbons
(SnO2), total nitrogen oxides (NO), nitrogen dioxide (NO2),

FIGURE 1
Flow-chart of the proposed cascade ensemble-learning model for the deployment at the Edge in case of data collection by the developed network
of IoT devices.
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tungsten dioxide (WO2), air temperature (T), indium oxide (InO)
relative (RH) and absolute (AH) air humidity (De Vito, 2016).

Since the carbon monoxide (CO) column contains the most
significant number of omissions (De Vito, 2016), the simulation was
carried out precisely to restore the missing data for this indicator of
air composition.

3.2 Optimal parameters selection for the
proposed cascade scheme

The developed cascade ensemble-learning model requires the
selection of several parameters to obtain optimal predicted values of
the sought variables. The following should be noted among them:

• The order for processing smart IoT devices in the proposed
model;

• Degree of Ito decomposition at each level of the cascade;
• Optimal SVR operating parameters.

The paper considers missing data recovery tasks collected by IoT
sensors. The first device collects 8 attributes (CO, WO, SnO2, NO2,
C6H6, NO, Ti, WO2, and InO). The second IoT device collects one
attribute (T), and the third IoT device collects 2 features (RH and
AH). In order to determine the optimal order of submission of IoT
devices for processing in the model proposed in this work, we will
consider all possible variants. It should be noted that since the
second device collects only one attribute, it cannot stand in the first
place of the developed model. Therefore, there were 4 different
options for three devices:

1. Sase 1: firsts device—second device—third device;
2. Sase 2: firsts device—third device—second device;
3. Sase 3: third device—second device—firsts device;
4. Sase 4: third device—firsts device—second device.

The results of this experiment for the second and third orders of
the Ito decomposition are summarized in Table 1.

The higher orders of this decomposition were not taken into
account because they significantly increase the dimensionality of the
input data space and, therefore, greatly complicate the training
procedure and can even provoke overfitting.

TABLE 1 Performance indicators for the proposed model in test mode.

Case N/performance indicators Case 1 Case 2 Case 3 Case 4

Second-degree Ito decomposition

MAE 0.271 0.271 0.274 0.269

MSE 0.229 0.229 0.232 0.229

MAPE 0.195 0.196 0.196 0.195

RMSE 0.479 0.479 0.481 0.479

MaxE 8.483 8.460 8.512 8.491

MedAE 0.167 0.169 0.170 0.163

Training time 2.81 2.7 2.98 2.92

Third-degree Ito decomposition

MAE 0.264 0.264 0.266 0.262

MSE 0.213 0.214 0.216 0.213

MAPE 0.191 0.192 0.191 0.191

RMSE 0.462 0.462 0.465 0.461

MaxE 8.541 8.544 8.536 8.503

MedAE 0.165 0.165 0.164 0.161

Training time 6.67 6.51 8.35 8.7

FIGURE 2
MedAE for implementation of the 4 cases of the proposedmodel
in test mode with 2-th and 3-rd Ito decomposition degree.
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To visualize the results of this experiment, Figure 2 summarizes
MedAE errors for four cases when using second and third-degree
polynomials.

As can be seen from Figure 2, the most accurate results are
obtained when using case 4 and the third order of the Ito
decomposition. In addition, Figure 3 summarizes MedAE errors
for training and application modes for all 4 cases.

As can be seen from Figure 3, all 4 cases provide a reasonably
high degree of generalization. However, the best results were
obtained for case 4.

All performance indicators for the proposed model using its
optimal parameters are presented in Table 2.

4 Discussion

In order to check the effectiveness of the application of the
developed model at the Edge, this work compares its work with basic
methods that can be implemented in a data center. In particular, the
combined use of the Ito decomposition of the second and third
orders and SVR with linear kernel were chosen.

Also, we have compared our cascade with the existing SVR (with
RBF kernel)-based cascade scheme (Izonin et al., 2023). The last

method was developed using similar principles but without an
additional module of non-linear input extension because RBF
functions did the same. Also SVR (RBF)-based cascade scheme
can’t be implemented at the Edge as on each level of this cascade,
SVR with RBF kernel processing part of the whole dataset (with all
attributes). Other ensemble methods from the boosting, bagging,
and stacking classes cannot be used to solve the stated task as they
should use the whole dataset for analysis and, therefore, can be
implemented at the Edge.

The performance results of all studied methods when selecting
their optimal parameters based on RMSE, Maximum Error (Max
error), and their training time are summarized in Figure 4.

As can be seen in Figure 4, SVR with linear kernel provides the
highest speed of the training procedure but the lowest accuracy of
operation. The use of the Ito decomposition, even of the second
degree, ensures a significant increase in accuracy but also a
significant increase in the duration of the training procedure. As
expected, the third order of the Ito decomposition increases the
prediction accuracy. However, the duration of the training
procedure increases by more than 15 times compared to linear
SVR. It is explained by a significant increase in the number of
independent attributes due to the application of Ito decomposition.
The existing SVR (with RBF kernel)-based cascade scheme (Izonin
et al., 2023) provides a good performance indicator (Figure 4).
However, due to the principles of its training and test algorithms,
this method cannot be implemented at the Edge computing.

The proposed model demonstrated the highest prediction
accuracy among all studied methods. Moreover, it showed an
increase in accuracy even compared to using SVR with 3-rd
degree Ito decomposition, which can be applied in a data center.
In addition to this advantage, the proposed model provided more
than three times the acceleration of the training procedure. This
happened due to processing a significantly smaller number of
features compared to the method mentioned above.

However, the effectiveness of using the developed cascade
scheme largely depends on the machine learning method that will
be its basis. It should be noted that efficiency in this case is
determined by accuracy and speed. In the case of big data
analysis, the classic SVR will not provide either sufficient
speed or satisfactory prediction accuracy. In order to avoid
both of these drawbacks, further research will be conducted in
the direction of using non-iterative artificial neural networks at
each step of the cascade (Medykovskvi et al., 2018). They will

FIGURE 3
MedAE for the implementation of the 4 cases of the proposed
model in training and test modes.

TABLE 2 Performance indicators for the optimized model in each level of the ensemble in the test mode.

Case N/performance indicators IoT device 3 IoT device 1 IoT device 2 Final result

MAE 1.094 0.264 0.261 0.261

MSE 2.302 0.213 0.212 0.212

MAPE 0.756 0.191 0.190 0.19

RMSE 1.517 0.462 0.460 0.460

MaxE 9.879 8.516 8.510 8.51

MedAE 0.844 0.166 0.159 0.16

Training time 0.49 7.52 0.68 8.7 s
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ensure both high accuracy of work and high speed due to the non-
iterative nature of their training procedure (Mishchuk et al.,
2020).

To sum up, a cascade ensemble-learning model developed in this
work ensured both an increase in accuracy and a significant
reduction in the duration of the training process compared to a
similar method that can be used in a data center. However, in this
case, the main advantage is the possibility of deploying the
developed model to implement Edge computing in the case of
data collection by a developed network of IoT devices. It opens
up several advantages for applying the developed model in practice.

5 Conclusion

This paper is devoted to monitoring the state of the air
environment based on data collected by IoT devices. Because
modern monitoring systems are quite large, they use many IoT
devices to collect data. In the vast majority, data is collected by a
developed network of IoT devices in the data center. In this case,
using traditional machine learning methods and paradigms fully
justifies itself. However, the process of transferring vast volumes
of data to data centers is accompanied by considerable
consumption of energy and other resources, which necessitates

the search for more effective ways of analyzing such data. One of
them is the use of the concept of Edge computing. However, when
a developed network of IoT devices collects data, the use of
classical machine learning approaches at the border is
significantly complicated.

In this paper, we developed a new cascade ensemble of machine
learning methods for pre-processing data from a developed network of
IoT devices based on a linear regressor with non-linear input mapping.
It provides the ability to implement Edge computing effectively;
significantly reducing the duration of training procedures;
preserving, and in some cases, increasing the prediction accuracy.

The modeling was carried out on a real-world set of IoT data.
The task of filling gaps in atmospheric air data was solved. The
optimal values of the parameters of the developed model were
determined experimentally. We show the optimal order of
including IoT sensors in the proposed three-level cascade for
the investigated task is the following: IoT devise 3, IoT devise 2,
and IoT devise 3. At the same time, the optimal value of input
expansion for this task is the use Kolmogorov-Gabor polynomial
of the third order. Based on this, we established a reduction in the
duration of the training procedure by more than three times (from
26.4 to 8.7 s) and even a slight increase in prediction accuracy
compared to a similar method that can be applied in the data
center (in the cloud).

Among the prospects for further research is the possibility of
using: 1) feature selection techniques and PCA to reduce the
dimensionality of the input data space, 2) neural networks to
increase the prediction accuracy, and 3) non-iterative machine
learning algorithms to reduce the duration of learning the cascade
model will be considered. Also, the proposed approach can be used
not only for filling data gaps, but also for other data preprocessing
tasks (for example, anomaly detection) that are collected by a
developed network of Internet of Things devices.
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