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This research aims to identify the periodical impact of industrial development,

renewable energy, economic growth, and gross capital formation on

environmental deterioration in BRICS countries. The analytical procedure is

based on the annual data from 1995 to 2020. The selected econometric

methods which are used to determine the relationship among exogenous

and endogenous variables are panel unit-root tests for stationarity check,

Johansen co-integration test for co-integration relationship, and FMOLS and

quantile regression for long-run relationship. The empirical research findings

confirm a significant positive association of environmental deterioration with

industrial development, GDP, and GCF, while a significant negative relationship

was observed between CO2 emission and renewable energy. The BRICS group

of countries should bemore focused on environmentally friendly technological

development as they are concerned with economic growth. Renewable energy

resources positively impact the environmental quality, so backward resources

should be replaced with renewable energy resources to attain double impacts,

that is, the reduction of CO2 emission with the reduction of oldfangled

resources and increase in the environmental quality with the

aggrandizement of renewable energy resources. Based on key findings and

implications of the sectorial and whole economic growth of BRICS countries,

this research suggests some policy implications for reducing toxic CO2

emissions and enhancing the quality of the environment.
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1 Introduction

Global temperature rise (relative to pre-industrial levels) is

anticipated to exceed the 2015 Paris Agreement’s 1.5°C targets by

2,100. To successfully bend the temperature curve toward 1.5°C,

the Intergovernmental Panel on Climate Change (IPCC) estimates

that global emissions must be cut in half over the next decade, with

net-zero emissions reached by the middle of the century. Global

warming of approximately 2.7°C over pre-industrial levels is

projected due to current policy regimes being implemented

around the world. Global warming will be limited to 2.4°C by

nationally determined contributions (NDCs). The Climate Action

Tracker (CAT), an impartial analysis tool, evaluates a country’s

performance in terms of current policies, pledges, and ambitions to

reduce global warming to 1.5°C (Naseem et al., 2021a; Jamil et al.,

2021). It gives countries direction on whether they need to domore

in climate action by revealing the existence and extent of departure

from the planned global warming goal. On the other hand, the

CAT examines projected performance based on multiple

assumptions, leaving the potential for ambiguity in such

assessments. Various governments’ pledges and ambitions, such

as the NDCs and long-term net-zero aims, are projected to keep

warming to 2.1°C. Global warming is expected to reduce to 1.8°C

under the optimistic scenario that 140 countries have already

committed to net-zero targets and those contemplating it keep

their promises. However, the considerable gap between what

governments offer (securities and targets) and what they

achieve is concerning (Naseem et al., 2021b; Mohsin et al.,

2022a; Sarfraz et al., 2022). This disparity—governments failing

to deliver on declared commitments and targets—raises doubts

about the optimistic projections’ reality. The existing literature on

environmental sustainability from a global perspective is presented

in Table 1 withminor research details. Table 1 has also enlightened

the uniqueness of this research work.

The selection of BRICS countries for this research can be

understood as the BRICS countries—Brazil, Russia, India, China,

TABLE 1 Panel studies on environments with different econometric methods.

Authors Countries’ sample Research method Data span

Mohsin et al. (2022a) Pakistan ARDL, decoupling index, and impulse response 1971–2018

Naseem et al. (2021a) Latin American and Caribbean regions ARDL 1971–2018

Naseem et al. (2021b) BRICS EKC, ARDL, and decoupling index 1971–2017/
1990–2017

Saud et al. (2019) Belt and Road Initiative (BRI) countries DSUR and Dumitrescu–Hurlin (DH) panel causality 1980–2016

Zhang (2019) Central Asian countries EKC and bidirectional causality test 1992–2013

Charfeddine and Kahia (2019) MENA PVAR 1980–2015

Yasin et al. (2019) 110 developed and less developed countries GMM 1996–2016

Shahbaz et al. (2019) 86 high-, middle-, low-income countries EKC 1970–2015

Dong et al. (2018) 14 Asia-Pacific countries EKC 1970–2016

Raza and Shah (2018) G7 countries Co-integration test, IPS, and panel unit-root test 1991–2016

Acar et al. (2018) Middle East and OECD and OPEC countries GMM 1970–2016

Bello et al. (2018) 128 developed and developing countries Environmental degradation index 1961–2013

Bakirtas and Cetin (2017) MIKTA PVAR 1982–2011

Sinha et al. (2017) N-11 countries GMM 1990–2014

Saidi and Mbarek (2017) 19 emerging economies GMM 1990–2013

Destek et al. (2016) CEECs EKC, VECM, and FMOLS 1991–2011

Mazur et al. (2015) EU EKC 1992–2010

Omri et al. (2015) MENA Neutrality hypothesis 1990–2011

Apergis and Ozturk (2015) 14 Asian countries EKC 1990–2011

Ben Jebli et al. (2015) 24 Sub-Saharan Africa Granger causality and EKC 1980–2010

Baek (2015) Arctic countries ARDL 1960–2010

Shafiei and Salim (2014) OECD countries Johansen cointegration, Westerlund cointegration, GMM,
and AMG

1980–2011

Gao and Zhang (2014) 14 Sub-Saharan Africa Panel cointegration and VEC 1980–2009

Al Sayed and Sek (2013) Developed and developing economies EKC 1961–2009

Chandran and Tang (2013) ASEAN-5 EKC 1971–2008

Farhani et al. (2013) MENA Pedroni cointegration, FMOLS, and DOLS 1980–2009

Arouri et al. (2012) MENA LM cointegration and mean-group estimation 1981–2005

Al-Mulali et al. (2012) Sub-Saharan African countries Panel model 1980–2008

Frontiers in Environmental Science frontiersin.org02

Liu et al. 10.3389/fenvs.2022.955173

https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://doi.org/10.3389/fenvs.2022.955173


and South Africa—with a combined population of 3.2 billion people

loom prominently in any discussion about the world’s chances of

avoiding climate disaster. They are not the world’s poorest

economies, but their per capita GDP is just 20% of the European

Union’s and only 13%of that of theG7 (Jamil et al., 2021). These five

countries are responsible for more than half of the G20’s overall

emissions (Ahmad & Zheng, 2021; Nathaniel et al., 2021).

Modernization raises the demand for energy services, leading to

a rise in greenhouse gas (GHG) emissions if all other factors remain

constant. But not everything is equal: BRICS emissions are roughly

FIGURE 1
Analytical procession of research.
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four times higher per dollar of GDP than the EU andG7 economies,

highlighting the strategic linkages between economic development,

energy productivity, and decarbonization. The BRICS Earth Index

for 2019 is −95%, meaning that their emissions increased by nearly

the same amount they needed to decrease to meet their long-term

net-zero goals. China and India account for 82% of all BRICS

emissions (Ullah & Nasim, 2021; Wang, 2021). Both countries saw

rises across the board in 2019 and do not expect their emissions to

decline until 2030. The BRICS countries have emphasized the

importance of cooperation in adopting the UN Convention on

Biological Diversity’s post-2020 Global Biodiversity Framework.

They have regularly used their G20 position to nudge the bloc to

consider deep-rooted reforms on climate change, energy efficiency,

environmental assessment benchmarking, and energy security. Since

the group’s formation, the BRICS summits have made various

forward-looking commitments on climate change. The BRICS

reaffirmed their cooperation in the fight against climate change

at the seventh iteration of the BRICS Environment Ministerial in

August 2021, held ahead of the 15th meeting of the Conference of

the Parties (COP) to the Convention on Biological Diversity in

October and the Glasgow Climate Change Conference (COP26) in

November (Chien et al., 2021; Liu et al., 2021).

The primary causes for a drop in greenhouse gas emissions in

Brazil in 2019 were emission reductions in the electricity and

building sectors. However, they were still less than half of what

would have been required tomeet their 2030 objective. Furthermore,

because it excludes the impact of deforestation, the Earth Index

understates the “say-do” divide in Brazil. Unsustainable logging of

the rainforest added 9.5% to Brazil’s net emissions in 2020, more

than five times the reductions made in all other industries in 2019.

Russia’s economy was one of the most GHG-intensive economies in

the G20 in 2019, owing to the country’s high reliance on oil and gas,

low energy efficiency, and antiquated technology and infrastructure

(Chishti et al., 2021; Zhao et al., 2021). In 2019, emission reductions

were four times lower than their mediocre aim. Today, Russia

appears bound for a profound and lengthy economic collapse,

with uncertain implications for its climate change response, given

the harsh sanctions it faces as a result of its invasion ofUkraine. India

has the lowest per capita GDP of the G20, a population of 1.4 billion

people, an 80% fossil fuel-dependent power sector, and the lowest

industrial and agricultural energy productivity of the G20 (Chishti

et al., 2021; Zhao et al., 2021). On the other hand, increased carbon-

free electricity supply and greater energy efficiency, notably in the

development and use of new biofuels, offer unrivalled opportunities

for decarbonization. India’s recent economic stimulus investment

focuses on solar photovoltaic and battery development. However,

continuous investment in old and new coal-fired power plants is

hampered. Renewable energy and vehicle electrification are

expanding quicker in China than any place in the world, but

coal-fired power is growing faster than anywhere else. Even when

measured against China’s long-term goal of net-zero emissions by

2060, the real consequence was a massive 434-megatonne rise in

GHG emissions in 2019, earning an Earth Index of −133%.

Chinese clean-tech may be assisting other nations in

decarbonization (especially since it ceased granting financing to

develop coal power plants abroad last year). Still, it is locking in

emissions growth until 2030 or later by building additional coal-fired

power plants at home. South Africa, a latecomer to BRICS and the

group’s weakest economy, saw its emissions rise in every sector in

2019, earning the country a −62% Earth Index. South Africa is a

coal-dependent country, with the electricity industry accounting for

41% of the country’s greenhouse gas emissions in 2019 (Ganda,

2021; Li et al., 2021). South Africa has abundant renewable energy

resources, including one of the world’s most extraordinary solar

regimes. The Renewable Energy Independent Power Producer

Procurement Program, which started slowly, with only

5.5 megawatts of solar photovoltaic energy by 2020, is currently

rapidly expanding, with a target of 8,400 megawatts of solar

generation by 2030, enough to power 1.5 million households.

The cost of climate change is rapidly increasing for BRICS, for

all countries (Chien et al., 2021; Liu et al., 2021). They are more

vulnerable and unprepared to deal with the storms, floods, and

droughts accompanying global warming. The most cost-effective

decarbonization options are concentrated in the BRICS countries

and other developing economies, underlining the importance of

boosting investment flows to these rising economies.

This research’s uniqueness and glistening greenness can be

elaborated as novel, employing an approach to actual knowledge in

environmental-economic development. The leading focus of this

research is to check the influence of industrial development,

economic growth, and renewable energy on environmental

deterioration, and the BRICS group of countries are perfect for

this research because most of them are industry-based economies.

The maximum possible data range from 1995 to 2020 is

approached to widen the study and comprehensively explore

the periodical relationship among variables. FMOLS and

quantile regression are employed to check the nature

relationship and behavior of variables toward each other. In

this age of digitalization, economic growth and energy use are

compulsory parts of each other. In contrast, oldfangled energy

resources are not environmentally friendly as per the existing

research work on renewable energy as environmentally friendly

energy resourcesmotivate to consider a variable to check its impact

on BRICS environmental quality. The environmental damages are

elaborated as CO2 emissions, which embody environmental

excellence and ease to calculate for environmentalists.

2 Data description and econometric
methodology

2.1 Data description

This research is based on the annual data series of BRICS

countries from 1995 to 2020, extracted from the World

Development Indicator (WDI) and the Our World Data
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(OWD). In this research, environmental deterioration is a

dependent variable which is presented as CO2 emission with

four independent variables, that is, industrial development

(IND), renewable energy (RE), economic growth (GDP), and

gross capital formation (GCF). The minor details of variables are

presented in Table 2, and the abbreviation columns cover the

abbreviation of the primary model of this research.

2.2 Econometric methodology

This research will analyze the relationship between

environmental deterioration, industrial sector, renewable

energy, gross domestic product, and gross capital formation of

BRICS countries. The primary model of running research is

presented as follows:

CO2t � β0 + β1INDt + β2REt + β3GDPt + β4GCFt + μt
μt ~ n.i.i.d(0, σ2) . (1)

The primary research model is presented in Eq. 1 with

dependent and independent variable declaration.

Environmental deterioration (CO2 emission) is considered a

dependent variable that will indicate the BRICS countries’

environmental damages, whereas industries, renewable energy,

GDP, and GCF are independent variables. The last acronym μt
represents an error term with a mean of zero but the different

variances of normally distributed random variables. This

research used different econometric methods to determine the

relationship between dependent and independent variables

regarding time (Mohsin et al., 2022b). The analysis process

will start from panel unit-root tests (PURTs) and then move

toward Johansen co-integration, fully modified ordinary least

square (FMOLS), and quantile regression (QR), respectively (see

Figure 1).

2.2.1 Unit-root test
The unit-root tests are employed to check the stationarity in a

time series. The stationarity of the time series is confirmed if the

time period shifting does not cause a change in the data

distribution shape, while the existence of the unit root

indicates the non-stationarity of the time series. The unit-root

presence in the time series makes the systematic pattern

unpredictable which disturbs the accuracy of the results by

generating spurious regression (high R2 value) and errant

behavior (T-ratio does not follow the t-distribution). Some

renowned econometric methods check the unit root at the

level and first difference to normalize the data series for other

analytical processes (Choi, 2001). The basic fundamental

equation of the unit-root test is as follows:

yt � pyt−1 + x′tδ + εt . (2)

In Eq. 2, y is representative of the time series, and the

stationarity or non-stationarity of y is based on the value of

p. If |p|≥ 1, the series y is non-stationary and the variance of y is
going to increase with the passage of time and approaches infinity

(Maddala & Wu, 1999). If |p|< 1, the series y is stationary

because of its null hypothesis H0: p � 1 against the alternative

hypothesis H1: p< 1. In this research, we applied four panel

unit-root tests, that is, the augmented Dickey–Fuller (ADF) test,

the Phillips–Perron (PP) test, the Levin–Lin–Chu (LLC), and the

Im–Pesaran–Shin (IPS) tests.

The augmented Dickey–Fuller (ADF) test is based on linear

regression, which is applicable to serial correlation. The ADF

deals with more extensive and complex models. The standard

equation of the ADF test is generated by using a basic equation

after subtraction of yt−1 from both sides.

Δyit � αyt−1 + x′tδ + εt . (3)

Eq. 3 is designed with the inclusion of two new signs in Eq. 2,

that is, Δ& α. The sigma is used for changes in y with respect to t
time, while α � p − 1. The conventional t-ratio of α is evaluated

by using the equational expression; tα � α̂
(sϵ(α̂)). In this equational

expression, α̂ is an estimator of α, and sϵ(α̂) is the coefficient

standard error (Cheung & Lai, 1995).

The Phillips–Perron (PP) test is a modified form of the

Dickey–Fuller test, which overcomes the errors’ issues of

autocorrelation and heteroskedasticity.

yit � tα(γ0f 0)
1/2

− T(f 0 − γ0)(sε(α̂))
2f

1
2
0s

. (4)

In Eq. 4, tα is the t-ratio of α, and the coefficient standard

error is sϵ(α̂), while the standard error of the test regression is

presented by s. The consistent estimate of error variance is

presented as γ0, and f 0 is the estimate of the residual

spectrum at zero frequency. The main similarity between the

ADF and PP is the asymptotic distribution of the t-ratio (Perron

& Ng, 1996).

The Levin–Lin–Chu (LLC) test estimates of α from the

proxies for Δyit and yit assure the accuracy of results with the

existence of autocorrelation and deterministic components. The

regressing combination with two additional sets of equations Δyit
and yit on leg terms Δyit−j(j � 1, 2, 3 . . . pi). The first set of

auxiliary estimates to remove autocorrelation and

deterministic components is given as follows in Eq. 5:

Δ�yit � Δyit −∑pi
j�1

βijΔyit−j − xit
′ δ. (5)

The second set of coefficients with an analogy of �yit−1 is

defined in Eq. 6:

�yit−1 � yit−1 −∑pi
j�1

βijΔyit−j − xit
′ δ. (6)
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Proxies are attained by standardizing Δ�yit and �yit−1, dividing
by the regression standard error in Eq. 7:

Δyit �
Δ�yit
si

& yit−1 �
�yit−1
si

. (7)

The standard error estimates by si and the LLC method

require lag number specification in each section (Levin et al.,

2002).

The Im–Pesaran–Shin (IPS) test determines individual unit

root processes with varying values of pi across cross sections. The
individual unit root is combined to obtain panel-specific results

in the IPS test (Shin & Lee, 2008). The equational form of the IPS

test is presented in Eq. 8:

Δyit � αyit−1 +∑pi
j�1

βijΔyit−j + xit
′ δ + εit . (8)

Hypothetical approaches to the IPS test are

Null Hypothesis: H0 � {αi � 0, f or all i,

Alternative Hypothesis: H1 � { αi � 0 f or i � 1, 2, 3 . . .N1,
αi < 0 f or i � N + 1,N + 2 . . .N .

(9)

The ith value is reordered if necessary for the interpretation

of non-zero fraction of the individual processes’ stationarity

(Shin & Lee, 2008).

2.2.2 Johansen Fisher panel co-integration
method

The Johansen Fisher panel co-integration method assures the

accuracy of the co-integration relationship of more than three or

more time series by approaching the maximum likelihood

estimation (MLE). The Johansen co-integration method is

divided into two parts, that is, trace and maximum

eigenvalue. The first part trace is from linear algebra while the

second part maximum eigenvalue approaches a special scalar

(Wallace & Warner, 1993). A special scalar means when the

matric is multiplied with a vector and the same vector is obtained

as an output, along with a new scalar, the scalar is known as an

eigenvalue. Both parts of it determine the presence of co-

integration. On the basis of the vector auto-regression (VAR),

the equational structure of Johansen co-integration is as follows:

yt � A1yt−1 + . . . + ApYt−p + βxt + εt . (10)

In Eq. 9, yt is a k − vector of non-stationary I (1) variables, xt
is a d − vector of deterministic variables, and vector innovation is

εt (Peláez, 1995). Now, Eq. 8 is re-written as follows:

Δyt � Πyt−1 +∑p−1
i�1

ΓiΔyt−1 + Bxt + εt ,

whereΠ � ∑p
i�1
Ai − I, Γi � −∑p

j�i+1
Aj.

(11)

In Eq. 10, the coefficient matrix is represented by Π from

unrestricted VAR and determines whether we reject the

restriction imposed by Π � αβ′ and β′yt � I(0) or not.

2.2.3 Fully modified ordinary least square
(FMOLS)

The FMOLS is a semi-parametric correction approach that

eliminates long-run correlation problems between stochastic

regressor innovation and the co-integration equation. FMOLS

estimation is an unbiased and efficient mixture of asymptotic

series (Phillips & Hansen, 1990). The preliminary estimation of

symmetric and one-sided long-run covariance matrices of the

residuals is determined by the FMOLS. The FMOLS estimation

equation is given as follows:

B
F̂M

� [ β
γ̂1

] � ⎛⎝∑T
t�2
ZtZ

′
t
⎞⎠−1⎛⎝∑T

t�2
Zty

+
t − T⎡⎢⎣ λ‘ +�12

0
⎤⎥⎦⎞⎠,

yt � x′tβ + D1t
′ + μ1t , Xt � Γ21

′ D1t + Γ22
′ D2t + ε̂2t

ΔXt � Γ21
′ ΔD1t + Γ22

′ ΔD2t + μ̂2t

∣∣∣∣∣∣∣μ̂t � μ1t + μ̂2t ,

Data modification: y+t � yt − ŵ12Ω̂
−1
22 μ̂2.

(12)

Biasness Correction Term: λ
‘ +
�12
� λ

‘

�12
− w‘ �12

Ω̂
−1
22 Λ̂22

In Eq. 11, Zt � (x′t ,D′
t)′, Ω̂ and Λ̂ are long run covariance

estimator terms, ŵ12 is a degree of freedom correction term, and

μ̂t is the residual term (Merlin & Chen, 2021).

2.2.4 Quantile regression
The quantile regression is used to check the conditional

median and other quantiles. The QR is an extended form of

linear regression because it is robust against outliers of data

which overcome the demerits of linear regression (Ferrando

et al., 2017). The QR is more reliable due to its conditional

quantile function which determines conditional central tendency

and statistical dispersion (Gyamfi et al., 2022). The

heterogeneous effect does not disturb the results while

running the quantile regression (Fitzenberger et al., 2022).

The equation of quantile regression is given as follows:

f undamental equation: yi � xiβθ + μiθ,

Qτ(yi) � β0(τ) + β1(τ)xi1 + . . . + βp(τ)xip i � 1, . . . , n,

Qθ(yixi) � xiβθ .

(13)

In Eq. 12, the dependent variables are presented as yi and
independent variables as xi, and the sign of β represents

coefficients. The minimization equation of the quantile

regression is as follows:

Min
βεRk ∑

tΕ[Rt: y > xt]
θ
∣∣∣∣yt − x′tβ

∣∣∣∣ + ∑
t: y > xt

(1 − 0)����yt − x′tβ
���� (14)
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Eq. 13 is designed to measure the reduction in median

absolute deviation by regular quantization. By following the

fundamental structure of the quantile regression, the equation

of this research is designed as shown in Eq. 14.

CO2 � βθ0 + βθ1INDt + βθ2REt + βθ3GDPt + βθ4GCFt + μt . (15)

In Eq. 14, CO2 emission is representative of the

environmental condition of the BRICS countries, coefficients

indicated by β, and quantile regression by θ. The output range of

θ is in between 0 and 0.9.

3 Empirical results

The analytical process starts with the panel unit-root tests

(PURTs), which are fundamentally used to check the stationarity

and normal distribution of data series. The results of four selected

unit-root tests are presented in Table 3. In Table 3, the selected

tests are abbreviated as the augmented Dickey–Fuller (ADF), the

Phillips–Perron (PP), the Levin–Lin–Chu (LLC), and the

Im–Pesaran–Shin (IPS) tests. At the same time, integration

levels are also presented as level I (0) and the first difference I

(1). The selected variables under PURTs are significant at first

difference with 1, 5 and 10% confidence levels. The significance of

all variables at first difference allowed moving the following

process of the Johansen co-integration test.

The results of the co-integration test are presented in Table 4.

The Johansen co-integration test reported two types of results,

that is, first trace statistics and second maximum eigenvalue Π
statistics. The coefficients of the trace test, maximum eigenvalue

test with their probabilities. The co-integration relation is

confirmed with the significance of both tests at a 1% level

(Yikun et al., 2021). In Table 4, in the first column, four co-

integration equations are presented. Three co-integration

equations of the trace test and two of the maximum

eigenvalue are significant. Both tests’ first two co-integration

equations are significant at a 1% level, and the third co-

integration equation of the trace test is significant at a 5%

level. The significance of co-integration equations confirms

the presence of co-integration.

TABLE 3 Unit-root test.

Variable OOC ADF PP LLC IPS

CO2 I (0) 4.866 5.083 −0.843 0.629

(0.900) (0.886) (0.200) (0.735)

I (1) 28.785* 43.810* −1.309*** −3.048*

(0.001) (0.000) (0.095) (0.001)

IND I (0) 6.719 7.554 0.824 1.695

(0.752) (0.672) (0.795) (0.955)

I (1) 35.909* 57.976* −3.804* −3.731*

(0.000) (0.000) (0.000) (0.000)

RE I (0) 1.081 5.028 6.974 6.435

(1.000) (0.889) (1.000) (1.000)

I (1) 31.652* 67.540* −2.082** −3.324*

(0.001) (0.000) (0.019) (0.000)

GDP I (0) 4.262 2.731 0.852 1.771

(0.935) (0.987) (0.803) (0.962)

I (1) 29.200* 33.886* −3.631* −3.376*

(0.001) (0.000) (0.000) (0.000)

GCF I (0) 4.134 2.890 0.407 1.437

(0.941) (0.984) (0.658) (0.925)

I (1) 26.377* 29.333* −3.344* −3.023*

(0.003) (0.001) (0.000) (0.001)

OOC is the order of cointegration, i.e., level I(0) and first difference I(1).

*, **, and *** are representatives of significance levels, i.e., 1%, 5 and 10%, orderly.

Probability values are presented in parentheses.

TABLE 2 Data description.

Variable
name

Abbreviation Unit of measurement
& periodic specification

Narration

Total CO2

emission
CO2 Tones__Annual Total CO2 emission is measured in tones, which is based on production

Industry IND The International Standard Industrial
Classification (ISIC)__Annual

According to the International Standard Industrial Classification, the industry
included construction (Division 05–43) and manufacturing (Division 10–33)
industries. Industrial data are considered a value add up in the industrial sector.
Value-add up is the net output of a sector after adding output and deduction of
intermediate inputs without subtraction of depreciation of fabricated assets

Renewable energy RE TWH__Annual Renewable energy is measured and displayed in terawatt hour which is an
indication that 1 watt-hour is produced by using 1-watt source for 1 h

Gross domestic
Product

GDP Current US $__Annual Current USD is the measuring scale of the gross domestic product

Gross capital
formation

GCF Current US $__Annual Current USD is the measuring scale of gross capital formation
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In Table 5, the results of the fully modified ordinary least

square (FMOLS) are presented, indicating the panel’s long-run

elasticity. The FMOLS is the most accurate and acceptable

method to check the long-run relationship among variables

with the existence of simultaneity biases, serial correlation,

and non-exogeneity. All selected variables are significant at a

1% level with positive and negative signs. Industrial development

(IND), economic development (GDP), and gross capital

formation (GCF) are positively significant, while renewable

energy (RE) is negatively significant (Naseem et al., 2021b).

The coefficient values of variables are industrial development

(9.00E-02), renewable energy (−2.68E-03), economic

development (6.41E-05), and gross capital formation (8.01E-

13), which indicates the contribution of variables to CO2

emission. The standard errors and t-statistics are also

presented for comprehensive result coverage. Industrial

development, economic growth, and gross capital formation

positively increase CO2 emission, and renewable energy

negatively contributes to CO2 emission (Asongu et al., 2019;

Li et al., 2021). The negative contribution of renewable energy to

CO2 emission confirms the advantages of renewable energy as it

is inexhaustible, environmentally friendly, reliable, and is

resilient in nature. The positive contribution of industrial

development, economic growth, and gross capital formation

toward CO2 emission is genuine. Industrial development

becomes the reason for different toxic emissions, including

CO2 emission, a more proficient element of environmental

deterioration. The economic growth of BRICS countries

negatively contributes to environmental destruction because of

compromising on the environment and focusing on the

economic development of these countries (Temiz Dinç &

Akdoğan, 2019; Sasmaz et al., 2020). The gross capital

formation is close to GDP, both reacting the same toward

environmental deterioration. The results of the FMOLS are

shown in Figure 2.

Table 6 presents the quantile regression results by

considering CO2 emission dependence and the rest of the

four variables, that is, independent variables. Renewable

energy is negatively significant from the 1st to 9th quantile

at 1% except for the 9th quantile because the 9th quantile is

significant at a 5% significance level. The negative sign of

renewable energy confirmed the negative relationship

between renewable energy and CO2 emission (Asongu et al.,

2019; Li et al., 2021). Industrial development, GDP, and GCF

show a sign of positivity with their coefficients. The 7th and 9th

quantiles of industrial development are significant at 5%, while

the 9th quantile of GDP is significant at 10%. The 9th quantile

of GCF is positively insignificant. As per the FMOLS results,

renewable energy contributes to environmental deterioration

while industrial development, GDP, and GCF contribute

positively (Yikun et al., 2021). The quantile regression results

also confirmed the exact behavior of variables toward the

environment. The results of quantile regression are also

presented in graphical form in Figure 3.

TABLE 4 Johansen Fisher panel cointegration test.

Trace test

Hypothesized
no. of CE(s)

Trace statistics Probability

None 88.640* 0.000

At most 1 38.790* 0.000

At most 2 19.880** 0.030

At most 3 13.190 0.213

At most 4 14.830 0.139

*, **, *** are representatives of significance levels, i.e., 1%, 5 and 10%, orderly

Maximum eigenvalue test

Hypothesized no. of CE(s) Max-Eigen statistic Probability

None 63.600* 0.000

At most 1 25.470* 0.005

At most 2 13.460 0.199

At most 3 12.140 0.276

At most 4 14.830 0.139

*, **, and *** are representatives of significance levels, i.e., 1%, 5 and 10%, orderly
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4 Discussion

This is a long-running and nuanced discussion, but one

significant point is that economic development should

improve human well-being and quality of life not

maximize GDP. Human well-being is determined by

“human capital” (e.g., health and knowledge), “social

capital” (e.g., family, friends, and social networks), and

“natural capital” (i.e., ecosystems and the benefits they

provide)—none of which are necessarily connected with

GDP. GDP is only a measure of that means, and sectorial

development is merely a means to that objective. GDP reflects

the expenses of economic activity rather than the rewards

with its positive association with CO2 emission. Increased

industrial material consumption will certainly lower

environmental quality beyond a certain point. Attempts to

quantify these contributions using alternative measures of

economic success often conclude that despite rises in GDP,

environmental quality is not improving or even dropping in

rich countries. As a result, rising per capita income in

developing countries is expected to promote well-being but

not environmental sustainability. Industrial consumption

entails moving to goods or services with a lower

environmental impact, which is related and

complementary. Purchasing “greener items,” increasing

spending on “services” rather than produced things, or

joining arrangements like energy service contracting and

car-sharing schemes are possibilities. Although data to

back such assertions are typically inadequate, these

practices are regularly claimed to have environmental

benefits. A shift away from an unsustainable environment

can be achieved by increasing green industrial development

and green gross capital formation, particularly if it involves

better service standards, significant transportation, or the

construction of resource-intensive infrastructure such as

telecommunications networks.

A shift to an industrial-oriented economy could increase

carbon emissions (while increasing the carbon intensity of

GDP) because of the production’s heavy reliance on

manufactured goods and commodities. Despite this, most

BRICS countries pay little attention to such risks and provide

limited tools for minimizing the adverse effects. The preceding

reasons point to a tension between reducing energy usage and

carbon emissions in absolute terms while maintaining economic

growth and enhancing the use of renewable energy. Green

industrial consumption and production can lower the

environmental impacts connected with each commodity or

FIGURE 2
Results of fully modified FMOLS.

TABLE 5 Estimated fully modified ordinary least square (FMOLS).

Regressor Fully modified OLS

Coefficient Standard error t-statistic

IND 9.00E-02* 3.47E-02 2.60E+00

RE −2.68E-03* 7.49E-04 −3.58E+00

GDP 6.41E-05* 2.51E-05 2.56E+00

GCF 8.01E-13* 2.65E-13 3.03E+00

*, **, and *** are representatives of significance levels, i.e., 1%, 5, and 10%, orderly.

The word “E” is a representative of the exponential power.
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service and is the preferable option for achieving sustainability.

However, the success of this strategy will be determined by the size

of any related rebound effects. Industrial consumption habits are

also shaped by factors such as the pursuit of status through the

acquisition of symbolic “positional goods” (which creates a never-

ending zero-carbon emission). An effective strategy will lower

costs by reducing the demand for typical energy and other

resources while also stimulating the increasing demand for

renewable energy. A collective agreement between BRICS

countries on ambitious, binding, and ever more restrictive

targets will be required to address environmental problems like

climate change at national and international levels.

5 Conclusion

Rapid industrial development and economic growth in

BRICS countries have increased environmental challenges.

Continuous economic growth necessitates increased energy

use, primarily from fossil fuels, and thus increases greenhouse

gas (GHG) emissions. Despite accounting for a substantial

fraction of worldwide GHG emissions, carbon dioxide (CO2)

emissions may not be sufficient to duplicate and investigate the

complete environmental damage. This research has addressed

environmental deterioration and its leading damaging factors,

that is, industrial development, renewable energy, economic

FIGURE 3
Results of the quantile regression process.

TABLE 6 Quantile regression with dependent variable CO2 emission.

Variable 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

IND 0.148* 0.121* 0.117* 0.173* 0.144* 0.137* 0.124** 0.177* 0.398**

(0.000) (0.002) (0.003) (0.000) (0.002) (0.007) (0.033) (0.002) (0.047)

RE −0.006* −0.004* −0.004* −0.005* −0.005* −0.005* −0.005* −0.005* −0.002**

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.022)

GDP 0.001* 0.001* 0.001* 0.001* 0.001* 0.001* 0.001* 0.001* 0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.093)

GCF 0.000* 0.000* 0.000* 0.000* 0.000* 0.000* 0.000* 0.000* 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.535)

*, **, and *** are representatives of significance levels, i.e., 1%, 5 and 10%, orderly.

Probability values are presented in parentheses.
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growth, and gross capital formation, by using the panel unit-root

tests, Johansen co-integration test, FMOLS, and quantile

regression. The group of BRICS countries comprises Brazil,

Russia, India, China, and South Africa. The empirical finding

confirmed the long-run relationship among the variables.

Industrial development, GDP, and GCF positively contributed

to CO2 emission, while renewable energy negatively contributes

to toxic CO2 emission. The BRICS group of countries has

industry-based economies which directly damage the

environment and contribute to global environmental

deterioration. Renewable energy comprises environmentally

friendly resources that negatively contribute to toxic emissions

of greenhouse gases and enhance the quality of environment-

economic development.

5.1 Practical implications and future
direction

The BRICS group of countries is considered a rapidly growing

economy globally. They are keenly concerned about their

economic growth if they include environmental sustainability in

the priority list of economic growth, so they will be able to avoid

the after-effects of environmental damages. According to

economists and environmentalists, the medium growth of an

economy with environmental sustainability is more effective

and efficient than the high growth rate of an economy with

environmental damage. This research considered BRICS

countries with FMOLS and quantile regression. This research

can be extended by comparing BRICS, G-7, and G-20 countries

with the second generation of econometric methodologies in the

future. Environmental damage costs the survival of human beings.

Once environmental resources are destroyed, artificial resources

that are not alternative to the original are generated. Artificial

environmental resources are not cost-effective compared to

working on the savage of original resources. Environmental

sustainability has become a global concern today, and BRICS

countries should also focus on it as an individual and a whole

group. The government of BRICS countries should encourage

environmentalists and policymakers to arrange workshops,

seminars, and conferences for people’s awareness of

environmental sustainability. The energy sectors should replace

the toxic emitted energy resources with renewable,

environmentally friendly energy resources.
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