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In order to predict sea surface temperature (SST), combined with the genetic

algorithm and the least-squares method, a GM(1,1|sin) power model prediction

method based on similarity deviation is proposed. We first combined the data of

two consecutive years into a new time series, analyzed the similarity of the data

of the previous year, and obtained the most similar year and the corresponding

new time series. Then, we established a GM(1,1|sin) powermodel to predict SST.

In model validation, we predicted the monthly average SST from 2016 to

2020 with the data from 1985 to 2015, 2016, 2017, 2018, and 2019. The

validation results showed that the maximum mean relative error (MRE) was

13.28%, the minimumMRE was 5.54%, and the average MRE and the root mean

square error (RMSE) were 9.81% and 1.0627, respectively. All of evaluation

metrics of Lin’s concordance correlation coefficient (LCCC) and the ratio of

performance to deviation (RPD) were excellent. We iteratively predicted the

monthly average SST from 2016 to 2020 with the data from 1985 to 2015, the

maximum MRE was 13.91%, the minimum was 7.80%, and the average MRE,

RMSE, LCCC and RPD are 11.07% 1.0603, 0.9894, and 7.497, respectively.

Compared with GM(1,1), GM(1,1|sin + cos), and GM(1,1|sin) models, the

proposed model outperformed these models with at least 50% in the MRE.

It proves that the proposed model can be regarded as a better solution to

predicting SST.
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1 Introduction

SST prediction is closely related to the daily life of human beings, and understanding

the changes of SST in advance plays an important leading role in the school of fish

swimming, deep sea exploration, cold wave warning, and even military defense (Shi et al.,

2018).SST is one of the most important parameters in the study of global oceanic and

atmospheric interactions. The prediction of SST is to predict the sea temperature field,

especially the SST changes with time. Accurate prediction of SST can provide effective
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support for coping with marine disasters such as storms and

typhoons and prevent red tide (Sun et al., 2020).

Today, more than a dozen countries have made outstanding

contributions to sea water temperature prediction services.

Among them, the United States, the former Soviet Union, and

Japan publicly provide the largest number of sea water

temperature analysis and prediction products (Wang et al.,

2021). Sea water temperature prediction in China began in

the early 1960s. At first, Shandong Ocean University,

Shandong Marine and Fishery Research Institute, and Yantai

Meteorological Institute cooperated to explore the single-station

water temperature prediction method in the offshore area of

Yantai. With the need of the development of marine economy,

the daily average SST prediction of a single station in coastal cities

and the water temperature prediction of coastal bathing beaches

have been successively carried out (Zhang, 2004).

There have been many studies on the prediction of sea water

temperature in recent years. Dong et al. (2008) reconstructed the

time series in phase space and used a fuzzy neural network. The

relative error of the predicted value was controlled within 10%,

and the fitting correlation coefficient was 0.98. Jin et al. (1999)

using a threshold autoregressive model selected sea surface

temperature data from 1963 to May 1994 in Dalian’s Tiger

Beach. The number of threshold intervals and the search

range of threshold values were found by global optimization

combined with a genetic algorithm. The predicted value in May

1995 was 0.58°C which was different from the measured value. Lu

et al. (2009) selected CTD data of the East China Sea and the non-

stationary time series were stabilized by the EMD method, and

the correlation coefficient reached 0.94. He et al. (2020) selected

remote-sensing data from the AVHRR satellite and adopted the

periodic trend decomposition method of locally weighted

regression, combined with the neural network, and the root

mean square error reached 0.79°C. Kim et al. (2020) proposed

a HWT prediction method based on a recursive neural network

(RNN). The correlation coefficient range of prediction was from

0.9936 to 0.959, and the root mean square error range was from

0.5076°C to 1.3238°C. Wang et al. (2021) established a multi-

variable artificial neural network model. The RMSE achieved

based on the training results of SST was 0.348°C. Zhang et al.

(2020) designed a recursive unit (GRU) neural network

algorithm on the basis of gating for medium and long-term

SST prediction, and its average absolute error was within the

range of 0–2.5°C. Zhang et al. (2019) using EEMD obtained the

eigenmode function, which solved the problem of the high

signal-to-noise ratio of the results of the EMD algorithm and

further improved the prediction accuracy, and the agreement

degree between the predicted value and the measured value

reached 99.61%. Qu et al. (2021) used the multi-scale fusion

method to predict the daily mean temperature of sea water with a

root mean square error of 0.996°C and also made a prediction on

an hourly scale with a root mean square error of 1.06°C. Li et al.

(2020) used the deep neural network based on long and short

memory to achieve a root mean square error of 0.5°C in 1 month

and 0.66°C in 12 months. Lu et al. (2021) used the CMIP5 model

to predict the next 100 years, and the results showed that SST

would increase significantly by 2100: SST would increase by

about 1.55°C per decade, while seasonal SST would increase by

1.03–1.95°C. Sung et al. (2021) used the CMIP6 model to

calculate the temperature around the Korean Peninsula which

will increase from 0.49°C to 0.59°C every 10 years.

How to improve the accuracy of grey prediction theory in the

oscillation sequence has become a topic for mathematicians. The

research achievements that have made breakthroughs are mainly

divided into two aspects in recent years: on the one hand, the

processing of the original sequence is improved. Zhao and Wu

(2010) carried out translation transformation and geometric

average transformation operation on the original data

sequence. Li and Liu (2020) proposed the grey interval

GM(1,1) model by the upper bound sequence and the lower

bound sequence of the original sequence was taken. Zeng et al.

(2020) used a new-structure grey Verhulst model for predicting

China’s tight gas production and the comprehensive error was

2.07%. Qian and Dang (2009) carried out accelerated translation

transformation and weighted mean generation transformation of

the original sequence. Cui and Liu (2012) proposed to carry out

accelerated exponential transformation and geometric average

generation transformation of the original sequence. On the other

hand, the bleaching equation in grey prediction theory is

improved, Wang and Luo (2017) used a fractional discrete

GM(1,1) power model based on the GM(1,1) power model.

Wang et al. (2013) carried out the power function

optimization of the GM(1,1) power model, and five derived

models are proposed, including the oscillating GM(1,1) power

model with time-varying parameters and considering the system

delay. The residual error is also predicted by using the Fourier

series, which improves the grey prediction theory to certain

extent. Zeng and Li (2021) introduced a new action quantity

k2d and r-order was introduced into the traditional three-

parameter discrete grey forecasting model. The results show

that the comprehensive mean relative percentage error of the

new model was 0.4765%. In this study, the GM(1,1|sin) power

model is selected to estimate the SST.

To minimize the impact of the cold snap on the SST

prediction, we used data from 1985 to 2020 to predict the

SST for the next 50 years. However, these 35 years of data are

not sufficient to predict temperature trends over the next

50 years. In view of the current situation, we designed a grey

prediction model to obtain more reliable data to successfully

overcome the problem resulting from insufficient data. Grey

prediction theory is a kind of the dynamic model which uses

discrete data to establish a differential equation based on the

concepts of correlation space, smooth discrete functions, and

so on. The equation is named as the grey model (GM) that

generates discrete random numbers into numbers whose

randomness is significantly weakened and more regular, so
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that it is convenient to study and describe the process of its

change. The GM has a strict theoretical foundation and

advantage of practicality. Therefore, the results of the grey

prediction model are relatively stable, which is not only

applicable to the prediction of large data amount, but also

accurate when the data amount is small (Zeng et al., 2020).The

GM is a powerful method for the problems characterized by

samples with uncertainty. By identifying different degrees of

development trends among system factors, the GM generates

strong regularity of data sequences and then establishes the

corresponding differential equation model to predict the

future trend. The GM holds that the behaviors of systems

are in order for the purpose of the implementation of a certain

function, although they seem hazy and complex (Yin, 2017).

The traditional GM(1,1) prediction curve is approximate to a

straight line, so it can only be predicted for some monotonic

increasing or decreasing sequences. The prediction of the sea

water temperature with strong fluctuation of vibration is not

suitable for GM(1,1) (Tang et al., 2008). Zeng, 2019

established a GM(1,1|sin) power model based on the

GM(1,1|sin) model to solve the compound oscillation

sequence with different periods.

The purpose of this study was to use the experience predict

method to establish a prediction model of SST which can be

easily implemented and applied, a GM(1,1|sin) power model

prediction method based on similarity deviation was proposed.

We first combined the data of two consecutive years into a new

time series, analyzed the similarity of the data of the previous

year, and obtained the most similar year and the corresponding

new time series. Then, we established a GM(1,1|sin) powermodel

to predict SST. Based on the MATLAB simulation, this method

used data from 1985 to 2015, a total of 372 monthly average SST

to predict data of 2016–2020, and compared with the measured

data, then predicted the SST of the 50 years after 2020, and drew

conclusions.

2. Materials and methods

2.1 Data sources

The SST series is a kind of a time series. A time series refers

to the sequence formed by arranging the values of a variable at

different times in time sequence, and its time scale can be a

day, month, year, hour, etc. The time series model is a

mathematical model established by using the time series. It

is mainly used for short-term prediction of the future and

belongs to the trend predicting method. In reality, the vast

majority of phenomena are rapidly changing. With the

passage of time, the internal and external influencing

factors change greatly, which reduces the prediction

accuracy gradually. The method of time series analysis and

prediction predicts the future according to the development

trends and change rules of past and present, which can only

make effective predictions in a relatively short period of time.

The SST data used in this study are reanalysis data and

measured data from the National Data Center for Marine

Science. The data are from the Northwest Pacific Ocean

Reanalysis Product (CORA V1.0). The product elements

include sea surface height, temperature, salinity, and

currents. The sea area ranges from 99°E to 150°E and 10°S

to 52°N, the spatial horizontal grid resolution is 0.5° × 0.5°, and

the number of the vertical layer is 35. The length of time is

60 years from January 1958 to December 2018, and the time

resolution is the monthly average of the past years. The spatial

horizontal grid resolution of the measured data is 0.125° ×

0.125°, which is the same as that of the reanalyzed data. The

time span is 5 years from 2016 to 2020, and the time

resolution is the daily average. If there is a null value in the

data set, the cubic spline interpolation method is used for

complement.

The product was developed based on the ocean reanalysis

system of the Northwest Pacific Ocean, and the ocean dynamic

model of the system was the Princeton Ocean Model with the

Generalized Coordinate System (POMGCS). The

meteorological driving field is the NCEP meteorological

reanalysis field. The ocean data assimilation method used is

the multi-grid three-dimensional variational ocean data

assimilation method. The assimilated ocean observations

include in situ temperature and salinity observations,

satellite remote sensing sea surface height anomaly (SSHA),

and sea surface temperature (Reynolds SST) data. National

Marine Science data in the heart of the reanalysis data format

for.nc database files is more than 67 Giga bytes, at the same

time, the original file format in the actual use process is

relatively complex, so it must be prepared in advance

according to the requirements that will be appropriate for

waters of the sea surface temperature extracted and stored as

.mat format, and the read load can be used on MATLAB. This

study takes the Bohai Sea as the research object and obtains

the surface temperature of the Bohai Sea on a certain day, as

shown in Figure 1.

As shown in Figure 2A, the observation of the SST series

shows that the Bohai Sea area presents a single peak shape in

the process of changing with month, that is, the maximum and

minimum temperature values only appear once in

every 12 months in a year. Along with the number of days

in a month to promote the process of SST rendering

multiple peak shapes, as shown in Figure 2B, that is, the

trend of rising and falling will appear multiple times in a

month. It can be seen that the variation characteristics of

SST in different time scales are also different. If we observe
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SST on a daily scale, we can find that the change in SST is

very dissimilar. If we observe SST on a monthly scale, it can be

found that the SST has high similarity and obvious

periodicity in different years. The similarity and

periodicity of SST are conducive to the prediction of future

temperature.

2.2 The evaluation metrics of sea surface
temperature

In the process of predicting the future monthly

average SST, we can make use of the similarity of the data

over the past years to conduct the appropriate comparison.

Therefore, the metrics of similarity assessment directly

determine the accuracy of SST prediction results. There

are many metrics to evaluate the similarity between two

samples. The similarity deviation is introduced in this

study. The mean relative error (MRE), the posterior

difference ratio (PDR), and the probability of small error

(PSE) are the metrics to evaluate whether the prediction

sequence is suitable for the real sequence and sufficient to

predict in the future.

If we have two samples, A(1) is the value of the first

sample, B(1) is the value of the second sample, and the total

number of both samples is N. Then, the mean relative error is as

follows:

MRE � 1
N
∑N
i�1

∣∣∣∣∣∣∣∣A(i) − B(i)
A(i)

∣∣∣∣∣∣∣∣ × 100%. (1)

FIGURE 1
Map of China (A). Elevation map of the Bohai Sea (B). SST of the Bohai Sea (C).
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The residuals between two samples e(i) and the mean values

of the residuals e(i) :
e(i) � A(i) − B(i) , (2)

e(i) � ∑N
i�1e(i)
N

. (3)

Posterior difference ratio:

PDR � S2
S1

, (4)

where

S1 �
∑N

i�1[A(i) − A(i)]2
N

, (5)

S2 �
∑N

i�1[e(i) − e(i)]2
N

. (6)

The S1 is the variance of sample one, and S2 is the variance of

the residual between the first and second samples.

The calculation formula of the probability of small error

(PSE) is defined in Eq. 7. Table 1 shows the relationship between

the aforementioned parameters and the grey model accuracy.

PSE � P{|e(i)|< 0.6745S1}. (7)

In addition, the root mean square error (RMSE) andMRE are

selected as the evaluation parameters of prediction accuracy. The

formula for RMSE is as follows:

RMSE �
���������������∑N

i�1(A(i) − B(i))2
N

√
. (8)

Similarity deviation is the parameter to reflect the difference

between the “shape” and “value” of two samples. The similarity

deviation of these two samples can be defined as SAB.

SAB � DAB + EAB

2
, (9)

where

DAB � ∑N
i�1|A(i) − B(i)|

N
, (10)

EAB � ∑N
i�1
∣∣∣∣e(i) − e(i)∣∣∣∣

N
. (11)

FIGURE 2
Change trend of SST in recent 5 years.

TABLE 1 Predictive model test criteria.

Level MRE PDR PSE

Ⅰ level <0.01 <0.35 >0.95
Ⅱ level <0.05 <0.50 <0.80
Ⅲ level <0.10 <0.65 <0.70
Ⅳ level >0.20 >0.80 <0.60
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In Eq. 10,DAB reflects the coefficient of “value.” In Eq. 11, EAB

reflects the coefficient of “shape.” The default similarity deviation is

the average value of the two metrics. The smaller the similarity

deviation is, the higher the similarity between the two samples is.

The monthly average temperature of the first two quarters of 3 years

at a point in the Bohai Sea is defined as three samples. Based on the

first sample as the benchmark, Table 2 shows the data points of the

last two samples, as well as the calculated “value” coefficient, “shape”

coefficient, and similar deviation. The results show that the second

sample is more similar to the first sample. In other words, the use of

this similarity criterion can provide some reference in the

subsequent prediction.

The Lin’s concordance correlation coefficient (LCCC) was

used to evaluate the prediction model performance, because it

measures the “agreement” between predicted and measured

values (Zhao et al., 2021a,b).

LCCC � 2sAB

s2A + s2B + ( �A − �B)2 , (12)

where �A and �B are the means for the real and predicted values,

and s2A and s2B are the corresponding variances.

sAB � 1
N
∑N
i�1
(A(i) − �A)(B(i) − �B) . (13)

Prediction accuracy was also assessed using the ratio of

performance to deviation (RPD), which is calculated as the

ratio of standard deviation (SD) to RMSE.

RPD � SD

RMSE
. (14)

These two indexes divide the accuracy of the prediction

model into four levels, as shown in Table 3.

2.3 The SST prediction model

2.3.1 Data preprocessing
X(0) is defined as the sea surface temperature (SST) sequence.

X(0) � {X(0)
1 , X(0)

2 , X(0)
3 , . . . , X(0)

n }. (15)

The original data were cumulated to get the cumulative

sequence, so as to weaken the volatility and randomness of

the original sequence. The new data sequence is defined as X(1).

X(1) � {X(1)
1 , X(1)

2 , X(1)
3 , . . . , X(1)

n } , (16)

X(1)
t �∑t

k�1
X(0)

k . (17)

According to the smoothness ratio test theory, the grade ratio

and smoothness ratio test of SST can be defined as

σ(i) � X(1)
i

X(1)
i−1

i � 2, 3, 4, . . . , n , (18)

ρ(i) � X(0)
i

X(1)
i−1

i � 2, 3, 4, . . . , n. (19)

When i> 3, if σ(i)< 2 and ρ(i)< 0.5, the data follow the

exponential law and meet the smoothness requirements, so the

grey predictionmodel for the sequence can be established (Wang,

2017). Table 4 shows the grade ratio and smoothness ratio of the

monthly average SST in the recent 5 years. According to the

corresponding data, it can be found that when i> 3, the

maximum grade ratio of the monthly average SST series of

2020 is 1.613, and the maximum smoothness ratio is 0.380,

which meets the data index law and smoothness requirements.

2.3.2 Modeling
For the cumulative sequence X(1) set up GM(1,1|sin) power

model, the corresponding bleaching equation is define

dX(1)

dt
+ aX(1) � b(sinωt)β + u , (20)

TABLE 2 Result of similarity deviation.

Sample I DAB EAB SAB

1 2 3 4 5 6

A(i) 4.0181 1.8664 3.6023 6.9999 11.7975 17.3094 — — —

B(i) 5.3615 3.6011 4.3084 7.9513 13.0270 18.1010 1.126 0.309 0.718

C(i) 5.6174 3.5502 3.9109 7.9562 11.2700 19.2323 1.166 0.745 0.956

TABLE 3 Result of similarity deviation.

Evaluation LCCC RPD

Excellent >0.9 >2.5
Very good 0.8–0.9 2–2.5

Good 0.65–0.8 1.8–2

Poor <0.65 <1.8
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where a, b is called the development coefficient, u is called the

grey action, and ω and β are constant. When ω � 0, this model is

converted into the traditional GM(1,1) model, when the β � 1,

this model is converted into the GM(1,1|sin) model. After the

values of ω and β are determined, the column matrix composed

of a, b , and u is denoted as â.

â � ⎛⎝ a
b
u
⎞⎠. (21)

According to the cumulative sequence X(1), the mean generator

matrix B and the constant term vector Yn are defined as follows:

B �
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−0.5(X(1)(1) +X(1)(2))(sin 2ω)β 1
−0.5(X(1)(2) +X(1)(3))(sin 3ω)β 1

. . . . . . . . .
−0.5(X(1)(n − 1) +X(1)(n))(sin nω)β 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , (22)

Yn �
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝X(0)(2)

X(0)(3)
. . .

X0(n)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (23)

The least-squares method is used to obtain the grey

parameter â shown in .

â � ⎛⎜⎝ a
b
u

⎞⎟⎠ � (BTB)−1BTYn. (24)

By putting the grey parameter â into the linear equation, we

obtain the following value:

X̂
(1)(t + 1) � be−a(t+1){∫t+1

1
(sinωε)βeaεdε + 1

b
[X̂(0)(1) − u

a
]ea} + u

a
.

(25)

The 3/8 Simpson integral formula turns the integral into

an interval sum (Shen and Zhang, 2016), and then, an

approximate solution is obtained. Then, the integral is

converted into

∫t+1
1

(sinkx)neaxdx � ∫t+1
1

f(x)dx

� 1
8m

⎧⎨⎩f(1) +∑t
i�1
∑m
j�1
[3f(i + 3j − 2

3m
) + 3f(i + 3j − 1

3m
) + 2f(i + j

m
) − f(t + 1)]⎫⎬⎭.

(26)

The final solution of the bleaching equation is shown as

follows:

X̂
(1)(t + 1) � u

a
+ b

8m
e−a(t+1)

⎧⎨⎩(sinω)βea +∑t
i�1
∑m
j�1
[3[sinω(i + 3j − 2

3m
)]βea(i+3j−2

3m )+,
3[sinω(i + 3j − 1

3m
)]βea(i+3j−1

3m ) + 2[sinω(i + j

m
)]βea(i+ j

m)]} + [X̂(0)(1) − u

a
]e−at .
(27)

â is an approximate value obtained by the least-squares

method, so X̂
(1)(t + 1) is just an approximate result. In order

to distinguish it from the cumulative sequence X(1), it is written

as X̂
(1)
. The function expression X̂

(1)(t + 1) subtracts X̂(1)(t) in
order to restore the original sequence, and then the approximate

original sequence X̂
(0)(t + 1) was obtained.That is,

X̂
(0)(t + 1) � X̂

(1)(t + 1) − X̂
(1)(t). (28)

Given ω and β, the least-squares method can be used to solve

the remaining parameters, and then the prediction curve is

obtained. The least-squares method is a given algorithm that

takes the sum of squares of errors as the objective function to find

its minimum value, and the result has a unique output value. In

the whole process of solving the model, the two parameters ω and

β directly determine the quality of the predicted results, so the

reasonable choice of these two parameters is particularly

TABLE 4 Original sequence grade ratio and smoothness ratio test.

Month
i

2016 2017 2018 2019 2020

σ(i) ρ(i) σ(i) ρ(i) σ(i) ρ(i) σ(i) ρ(i) σ(i) ρ(i)

2 1.464 0.317 1.858 0.462 1.378 0.274 1.738 0.424 1.810 0.448

3 1.782 0.439 1.633 0.388 1.754 0.430 1.734 0.423 1.385 0.278

4 1.763 0.433 1.612 0.379 1.815 0.449 1.638 0.389 1.537 0.349

5 1.800 0.445 1.573 0.364 1.720 0.419 1.594 0.373 1.613 0.380

6 1.610 0.379 1.487 0.328 1.609 0.379 1.525 0.344 1.580 0.367

7 1.477 0.323 1.395 0.283 1.429 0.300 1.408 0.290 1.450 0.310

8 1.313 0.239 1.293 0.226 1.330 0.248 1.286 0.222 1.322 0.244

9 1.193 0.162 1.185 0.156 1.207 0.171 1.194 0.163 1.209 0.173

10 1.137 0.121 1.112 0.100 1.143 0.125 1.125 0.111 1.140 0.123

11 1.085 0.078 1.066 0.062 1.089 0.082 1.085 0.078 1.075 0.070

12 1.056 0.053 1.053 0.050 1.070 0.065 1.052 0.049 1.054 0.051
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important in the whole solution. The MRE of the prediction

model is taken as the objective function, and the global search is

carried out by using the genetic algorithm to calculate the

minimum value of the average relative error.

3 Results

3.1 The similarity deviation

With a similar predict method, the GM(1,1|sin) power

model realizes the SST prediction. Therefore, this study puts

forward a new method, the GM(1,1|sin) power model based

on the similarity deviation. This method takes two successive

years as an original sequence, combined with the similarity of

the SST changes and determines the appropriate original

sequence on the basis of similarity deviation, in order to

solve the model parameters, then solves the grey prediction

model to predict. The unknown SST of 2020 can be assumed

and predicted. The data of two consecutive years (2019–2020)

are first combined, and the similarity of SST changes can be

used to calculate the similarity deviation between each year

and 2019 according to Eq. 9. The year with the highest

similarity to 2019 was found and combined with the data

of the next year to form the original sequence composed of

24 data for the module to determine the model parameters,

and then the prediction curve was obtained.

Table 5 shows the data of similarity deviation of each year

and 2019. The changing trend is shown in Figure 3. According to

the calculation results, 2016 is the year most similar to 2019.

3.2 Monthly scale prediction

By combining the monthly average SST from 2016 to

2017 and bringing them into the model, the bleaching

equation and the evaluation metrics are obtained. The

prediction model is shown in Eq. 26. The specific data are

shown in Table 6 and Table 7. The average values of MRE,

RMSE, LCCC, and RPD are 9.84%, 1.2363, 0.9870, and 6.0996,

FIGURE 3
Change curve of similarity deviation.

TABLE 6 Prediction results in 2020.

Month Real value GM(1,1|sin) power model
prediction value
ω =-0.251 β =3.103

1 5.6174 3.8666

2 4.5502 3.8743

3 3.9109 3.4965

4 7.5562 6.1501

5 13.2700 12.5664

6 20.2323 19.4237

7 24.8172 23.8727

8 25.7587 24.2542

9 22.1002 20.7817

10 17.9540 15.3944

11 10.9540 10.7021

12 8.4831 8.3704

TABLE 7 Evaluation metrics of SST prediction results in 2020.

Evaluation
metrics of SST

MRE (%) RMSE LCCC RPD

Value 9.84 1.2363 0.9870 6.0996

TABLE 5 Similarity deviation between all years and 2019.

Years 1985 1986 1987 1988 1989

Similarity deviation 2.773 2.481 2.771 2.801 2.266

Years 1990 1991 1992 1993 1994

Similarity deviation 2.727 2.556 2.315 2.473 2.546

Years 1995 1996 1997 1998 1999

Similarity deviation 2.368 2.446 2.249 2.389 2.453

Years 2000 2001 2002 2003 2004

Similarity deviation 2.501 2.375 1.840 2.367 2.573

Years 2005 2006 2007 2008 2009

Similarity deviation 2.697 2.760 2.464 2.473 1.367

Years 2010 2011 2012 2013 2014

Similarity deviation 1.663 1.369 1.160 3.105 2.659

Years 2015 2016 2017 2018 2019

Similarity deviation 1.482 0.883* 0.984 1.118 0.000

The bold values represent that the results of the model of our paper compared with other

models. The results of our paper are the best.
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respectively. The evaluation metrics of LCCC and RPD were

excellent based on Table 3.

dX(1)

dt
− 0.0558X(1) � 23.6333(−sin 0.251t)3.103 + 3.4206 . (29)

In order to eliminate the particularity of some years, the

GM(1,1|sin) power model based on similarity deviation is used

to predict the monthly average SST in the recent 5 years. The

specific steps will not be repeated. Table 8 shows each predict year

and its corresponding model. The maximum MRE is 13.28%, and

the minimum is 5.54%. The 5-year MRE is 9.81%. In addition, the

maximum RMSE is 1.3285, and the minimum is 0.6522. The 5-

year RMSE is 1.0627, which indicates that the 5-year forecast

deviated from the real value by about 1°C. All of evaluation metrics

of LCCC and RPD were excellent. The specific contrast between

prediction and reality is shown in Figure 4.

In the recent 5 years, there are 2 years in which theMRE ismore

than 10%, which are 2016 and 2018. Comparing the real value of

these 2 years with the value of other years, the lowest temperature on

record occurred in February 2018 and February 2016, and the

highest temperature in 2016 occurred in July, and there was a

sudden temperature change from June to August in 2018. Because

the grey prediction model belongs to an autoregressive model, these

abnormal temperature phenomena will directly affect the prediction

results, resulting in deviation of the prediction results from the real

value. In the other 3 years, due to the relatively stable temperature

change, the prediction value all obtained good results. It can be seen

that the factors affecting the quality of the grey prediction model are

not only related to the established parameters in the model, but also

related to the data of the original sequence.

3.3 Spatial distributionmap of themonthly
scale

We have verified the suitability of the prediction model

based on the results of the monthly scale prediction. The

Bohai Sea is the only inland sea in China, and it is connected to

the Yellow Sea in the southeast. There are many factors

influencing SST variation in this area near the land margin.

In winter, due to the cold current, the temperature in the

central and southeastern areas of the Bohai Sea was lower than

that in other areas. Accordingly, the temperature in these

areas was higher under the influence of the summer warm

current.

The spatial distribution of the Bohai Sea area is represented

according to the data of the monthly scale prediction in 2020, as

shown in Figure 5. In January and February, the SST in the center

was low and around the coastline was almost the same. The

lowest was 3.88°C in the area connected with the Yellow Sea. In

March, the SST was further reduced, and the temperature range

was between 3.768 and 3.786. This is because the land

temperature in January and February is the lowest in the year.

The spatial distribution of the SST was roughly the same from

April to December. The temperature rose first and then

decreased, and the highest was about 25.5°C in August.

4 Discussions

4.1 Comparison of the prediction models

This study selects a central Bohai Sea area (120°E-120.125°E

and 38.5°N-38.625°N) as the research object. The monthly

average SST of 2020 is selected as an original sequence.

Table 9 shows the established GM(1,1|sin) power model

(ω � 0.676; β � 1.094).Using the least-squares method,

a � −0.0282, b � −10.2337 , and u � 13.8242 were determined.

The MRE of the GM(1,1|sin) power model is 4.20%, which is

better than that of the GM(1,1|sin) model with 12.8%. The

RMSE, LCCC, and RPD of GM(1,1|sin) power model are

0.5783, 0.9972, and 13.1378, respectively, which are better

than other model results. The traditional GM(1,1) model and

GM(1,1|sin + cos) model fail to describe the trend of the SST.

Figure 6 shows the SST by four different models.

TABLE 8 Prediction models in 5 years.

Year GM(1,1|sin) power model MRE (%) RMSE LCCC RPD

2016 dX(1)

dt
− 0.0249X(1) � 20.4053(−sin 0.248t)3.175 + 4.0113

11.84 0.8793 0.9936 8.6965

2017 dX(1)

dt
− 0.0103X(1) � 20.5796(−sin 0.246t)3.182 + 4.6621

8.52 1.3285 0.9835 5.3129

2018 dX(1)

dt
− 0.0605X(1) � 21.1477(−sin 0.252t)3.036 + 4.6785

13.28 1.2174 0.9885 6.8892

2019 dX(1)

dt
− 0.0120X(1) � 19.5911(−sin 0.247t)3.012 + 5.1279

5.54 0.6522 0.9961 11.0875

2020 dX(1)

dt
− 0.0558X(1) � 23.6333(−sin 0.251t)3.103 + 3.4206

9.84 1.2363 0.9870 6.0995
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FIGURE 4
Respective prediction of the recent 5 years.
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The metrics of the four models were also obtained as

shown in Table 10. The optimal model, GM(1,1|sin) power

model achieves Ⅱ level accuracy standard. Each model

corresponding to the relative error is shown in Figure 7A,

the GM(11|sin) power model of relative error is shown in

Figure 7B. The maximum and minimum relative error of

GM(1,1) model are 2.01 and 0.00557, respectively. The

GM(1,1|sin + cos) model corresponding relative error

maximum value is 1.53, and the minimum value is 0.0042.

The GM(1,1|sin) model corresponding relative error

maximum value is 0.45, and the minimum value is 0.00163.

The GM(1,1|sin) power model corresponding relative error

maximum value is 0.25, and the minimum value is 0.00026.

According to the relevant metrics PDR and PSE based on

Table 1, the results proved that the GM(1,1|sin) power model

can approximately reflect the monthly changes in SST.

4.2 Comparison of respective prediction
and consecutive prediction

Considering that the monthly average SST from 2016 to

2020 is to be predicted, the prediction value of 2016 will be taken

as the real value after obtained, and the data will be predicted for

FIGURE 5
Spatial distribution of months in 2020.
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five consecutive years by using the cycle prediction method. The

results of the monthly SST prediction from 2016 to 2020 with the

data from 1985 to 2015, 2016, 2017, 2018, and 2019 are shown in

Table 8. The maximum MRE is 13.28%, and the minimum is

5.54%. The 5-year MRE is 9.81%. The average RMSE, LCCC, and

RPD are 1.0627, 0.9897, and 7.617, respectively. The annual

prediction model is shown in Table 11. The maximum value of

the MRE is 13.91%, the minimum is 7.80%, and the average value

is 11.07%. The average RMSE, LCCC, and RPD are 1.0603,

0.9894, and 7.497, respectively. All of evaluation metrics of

LCCC and RPD were excellent. It can be seen that the

prediction performance of the GM(1,1|sin) power model is

stable because the deviation between the predicted value and

the real value is very close in the respective prediction and

consecutive prediction. The specific contrast between

prediction and real is shown in Figure 8.

The overall prediction trend and real condition in recent

5 years are shown in Figure 9. The overall data trend of the two

predictions is the same, and the MRE of all of the respective

prediction is larger. The MRE of the prediction value is 9.84%.

Using the same method to predict from 2016 to 2019, the MRE is

TABLE 9 Different models data of months average SST in 2020.

Month Real value
of SST
(°C)

GM(1,1) model
prediction value
(°C)

GM(1,1|sin +
cos) model
prediction value
(°C) p =
-2.393 q = 0.237

GM(1,1|sin) model
prediction value
(°C) p =
-0.787

GM(1,1|sin) power
model prediction
value (°C)
ω =0.676 β =1.094

1 5.6174 5.6174 5.6174 5.6174 5.6174

2 4.5502 11.1317 4.5692 4.7592 5.6896

3 3.9109 11.7812 9.8852 5.0414 4.2765

4 7.5562 12.4685 12.8207 5.2994 7.5564

5 13.2700 13.1960 15.2564 10.7893 13.7744

6 20.2323 13.9659 14.9172 18.7113 20.3134

7 24.8172 14.7807 17.2497 24.8576 25.2506

8 25.7587 15.6430 15.8132 26.0877 25.8409

9 22.1002 16.5557 14.2823 22.1762 22.0370

10 17.9540 17.5216 13.6845 15.9472 16.5014

11 10.9540 18.5438 9.03279 11.6142 11.0398

12 8.4831 19.6257 6.98089 12.3042 8.4228

MRE 62.52% 35.63% 12.8% 4.20%*

RMSE 6.9786 5.3000 1.6848 0.5783

LCCC 0.3365 0.6537 0.9757 0.9972

RPD 0.5237 0.7762 4.4858 13.1378

The bold values represent that the results of the model of our paper compared with other models. The results of our paper are the best.

FIGURE 6
Simulation comparison chart of four models on SST.

TABLE 10 Evaluation metrics of grey models in SST.

Model MRE PDR PSE

GM(1,1) model 0.6252 0.8104 1

GM(1,1|sin + cos) model 0.3563 0.3965 1

GM(1,1|sin)model 0.1280 0.0470 1

GM(1,1|sin) power model* 0.0420 0.0056 1
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11.84%, 8.52%, 13.28%, and 5.54%. Compared with the real

value, the prediction value obtained using this method in the

continuous prediction of the past 5 years has a maximumMRE of

13.91%, a minimum of 7.80%, and an average of 11.07%. The

average values of RMSE, LCCC, and RPD are 1.0603, 0.9894, and

7.497, respectively. The average monthly SST from 1985 to

2020 is selected to predict the SST in the next 50 years, and

the obtained results are given in Figure 10. It also predicted the

daily average SST in each month.

4.3 Limitations

Due to the limitation of time and data, there are still more

work conducted in future study. For example,

(1) In the process of predicting sea surface temperature, only

the temperature itself is considered for analysis and

prediction. Actually, SST is related to a set of factors

such as atmospheric temperature, sea water salinity,

ocean current movement, and so on. These factors

should be considered comprehensively in the model, and

the factors should be weighted to rank the influencing

factors to find out the physical theories that really affect

the SST.

(2) Because the effective time interval of time series

prediction is short, the longer the prediction time is,

the greater the error will be. In addition, since many

countries have been aware of the impact of global

warming, they will take more green and sustainable

measures to mitigate the adverse trend in the future.

FIGURE 7
Relative error diagram.

TABLE 11 Adjusted prediction models in 5 years.

Year GM(1,1|sin) power
model

MRE (%) RMSE LCCC RPD

2016 dX(1)

dt
− 0.0249X(1) � 20.4053(−sin 0.248t)3.175 + 4.0113

11.84 0.8793 0.9925 8.6965

2017 dX(1)

dt
− 0.0214X(1) � 19.0090(−sin 0.247t)3.455 + 3.7930

9.92 1.5314 0.9768 4.6402

2018 dX(1)

dt
− 0.0507X(1) � 21.9562(−sin 0.251t)3.135 + 4.0025

13.91 0.9371 0.9928 8.4634

2019 dX(1)

dt
− 0.0419X(1) � 19.8794(−sin 0.252t)3.277 + 3.7394

7.80 0.8833 0.9936 8.1988

2020 dX(1)

dt
− 0.0162X(1) � 20.8246(−sin 0.247t)3.164 + 4.2683

11.90 1.0706 0.9908 7.4863
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FIGURE 8
Consecutive prediction of the recent 5 years.
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Therefore, the prediction results of this study after

50 years are believed to have certain deviation from the

measured results.

(3) We used the cubic spline interpolation method to fill the

null values, which will definitely cause deviation from the

real value. In the selection of data points, only the data

near the center of the Bohai Sea were collected, and the

data from other areas were ignored. The model established

on the data set may not be completely applicable

universally.

FIGURE 9
Respective prediction vs. consecutive prediction.

FIGURE 10
Change trend of SST from 2021 to 2070.
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5 Conclusion

In this study, based on the empirical prediction method,

the grey prediction method is used to analyze the sea

surface temperature changing trend and create the

prediction model. The prediction models are validated by

the mean relative error and the similarity deviation metrics.

The main work and achievements of this study are

summarized as follows:

(1) The study carried out the analysis by experience prediction

methods, considering that the SST has certain periodicity and

the sustainability of change, similarity, and correlation with

other marine elements, to make a qualitative or quantitative

prediction. The method is simple and easy to construct, the

predict effect is satisfactory. The MRE of this model is 4.20%

when describing the monthly average SST in 2020.

(2) According to the constructed grey prediction model, a

validation experiment was conducted from January to

December 2020. The experiment combined the

similarity deviation in statistics, establishing a model by

selecting appropriate similar years, and then predicting

the target year. The MRE of the prediction value is 9.84%.

Using the same method to predict from 2016 to 2019, the

MRE values are 11.84%, 8.52%, 13.28%, and 5.54%.

Compared with the real value, the prediction value

obtained using this method in the continuous predict

of the past 5 years has a maximum MRE of 13.91%, a

minimum of 7.80%, and the average values of MRE RMSE,

LCCC, and RPD are 11.07% 1.0603, 0.9894, and 7.497,

respectively. It also predicted the daily average SST in each

month of 2020. The MRE is between 1.49% and 9.89%.

The lowest result appears in December and the highest

occurs in March.
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