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As renewable energy sources are extensively incorporated into electrical grids,
the necessity for enhanced flexibility and stability within the power system has
significantly grown., Demand Response (DR) has attracted widespread attention
as an effective load management tool. This study delves into the master-slave
game theory-based demand response strategy integrated with renewable
energy, aiming to optimize the interaction mechanism between grid operators
and users participating in demand response through a game-theoretic
framework, thereby enhancing the system’s economic efficiency and
reliability. In this research, we first constructed a power system model that
includes renewable energy sources such as wind and solar power. A master-
slave game theory-based demand response strategy framework was proposed,
where the energy suppliers act as the leader by setting demand response policies,
while energy operators who act as followers decide their consumption behaviors
to maximize their own interests. The strategy allows participants to adjust their
strategies based on real-time market information and changes in renewable
energy output so as to realize optimal scheduling of demand response resources.
Through theoretical analysis and simulation experiments, the results illustrate that
the demand response strategy affects the respective revenues of energy
operators and energy suppliers by dispatching electricity purchases in four
different modes. The effectiveness of the demand response strategy was
verified in reducing operational costs of the grid, enhancing the system’s
adaptability to fluctuations in renewable energy, and encouraging active user
participation in demand response. In summary, the master-slave game theory-
based demand response strategy for renewable energy integration proposed in
this study not only promotes the economic and efficient operation of the power
grid but also provides important theoretical support and technical references for
the development of future smart grids.

KEYWORDS

renewable energy, demand response, master-slave game, bi-level optimization, optimal
scheduling of demand response resources

1 Introduction

As the global energy structure shifts to green and the pressure to cope with
climate change increases, the development and application of renewable energy is
becoming a crucial path to promote sustainable development. The integration of
renewable energy sources such as wind and large-scale solar energy into the traditional
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power system poses a revolutionary challenge to the integrated
operation and management mode of the latter. Demand
response (DR) has emerged as a key strategy in dealing with
an increasingly complex power environment. It subtly responds
to the volatility and unpredictability of renewable energy supply
by incentivising or directly regulating users’ electricity
consumption behaviour, ensuring the smooth operation of the
power system while improving overall operational efficiency.
The interaction between the supply and demand sides of the
electricity market, including grid companies, power users and
renewable energy generators, can be seen as a game process. In
particular, the interaction between the grid operator and the user
constitutes a typical master-slave game relationship: the grid
operator, as the dominant party, is responsible for formulating
demand response policies and rules (Jixun, 2024); Users, as
followers, decide their own electricity consumption strategies
based on these policies to maximize their personal benefits. This
dynamic interaction needs to be analyzed and optimized with
the help of game theory, a powerful mathematical tool.
Therefore, it is not only of great significance to understand
and predict the behavior of power market participants, but also
to design an effective incentive mechanism and improve the
economy and reliability of the overall operation of the power
system. In addition, the research will also help promote the
development of smart grids, realize the optimal allocation of
energy consumption, and promote the sustainable development
of energy.

With the increase of the proportion of renewable energy, its
inherent uncertainty and volatility pose new challenges to the
stability and economy of the power grid, and demand response,
as a flexible resource management method, is of significant
significance for adjusting load, balancing supply and demand,
and reducing operating costs. By constructing a master-slave
game model, it provides a new perspective and method for
understanding and analyzing the behavior of different
stakeholders in the power grid, and enriches the application of
power market theory and game theory in the energy field.

The integration of renewable energy and demand response
strategies are currently hot topics of research by scholars at home
and abroad. The master-slave game model, especially the
Stackelberg game, has been widely studied and applied to the
design of demand response mechanism due to its applicability in
simulating the interaction between supply and demand in the
electricity market. In foreign countries, many researchers have
improved the Stackelberg model to analyze the interaction
between renewable energy and demand response. Zhang
proposed a distributed energy resource scheduling framework
based on Stackelberg game, considering the impact of price
elasticity on demand response (Cong et al., 2024). This study
highlights the problem of how to use game theory methods to
optimize the allocation of energy resources in an uncertain
environment. In addition, Liu studied a demand response
problem in a power system involving wind and solar power,
and analyzed the strategic behavior of different market
participants through the Stackelberg model (Xuanyue et al.,
2023). The United States, Canada and other countries have
also taken legislative measures to promote the development
and application of integrated energy system technologies, and

on this basis, focus on the way of decentralized energy utilization
and combined cooling and power generation, so as to achieve an
integrated energy planning strategy. In view of the current
international situation, China is vigorously promoting the
research and development of integrated energy systems
through major projects such as the National Natural Science
Foundation of China, which has significantly promoted the
research and progress in related fields and accumulated
considerable theoretical achievements (Ruilin et al., 2022).
China actively advocates international cooperation, draws on
advanced concepts and practices from around the world,
especially focuses on advanced technologies for integrated
energy systems, accelerates the optimization and upgrading of
the domestic energy structure through project cooperation, and is
committed to achieving the goals of carbon emission peak and
carbon neutrality (Guang et al., 2021).

Renewable energy systems are large and complex. Combined
cooling, heating and power systems consist of gas turbines, gas
boilers and heat pumps. Wind power is made up of wind turbines,
generators, and towers, while photovoltaic power generation is
made up of solar panels, controllers, and inverters. Energy flows
involve multiple types of cooling, heating and electrical, and with
multiple layers of interaction between energy sources, networks,
loads and storage (Ruilin et al., 2022). Therefore, the operation
plan of multi-energy complementary system needs to consider
many factors such as economic efficiency, environmental
protection and energy saving benefits, which is a kind of
multi-energy collaborative optimization problem with the
characteristics of multi-objective, restrictive, nonlinear and
random (Haitao et al., 2024). On this basis, two optimization
objectives of maximizing energy efficiency and minimizing
operating costs are established, and the operation and
scheduling problems of energy integrated systems are further
investigated. In this paper, the optimal control of energy flow in a
multi-energy distribution network is studied, which minimizes
the power supply cost, the minimum network loss and the
minimum asymmetry (Cao et al., 2024). In this paper, the
carbon emission factor is included in the study of integrated
energy system operation optimization, and an economic
optimization model with the goal of minimizing the system
operation cost is constructed.

In renewable energy systems, the interests of the various actors
are self-motivated, acting independently and collaboratively, which
leads to conflicts of interest and privacy concerns (Shaohua et al.,
2024). The existing energy integration operation optimization
methods focus on the benefits of energy supply units such as
energy hubs, but fail to fully balance the interests of all
participants, and may ignore the protection of data privacy in
information management (Yang et al., 2025). Therefore, the
decision balance based on game theory and the privacy
protection function of users have become a new research hotspot
(Liu L. et al., 2024). These studies provide valuable perspectives and
methods for understanding demand response in renewable energy
integration, but they also point out some shortcomings in the
existing literature, such as insufficient in-depth analysis of
market mechanism design, short of empirical research on actual
operating data, and insufficient exploration of the application of
emerging technologies such as energy storage and smart contracts in
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demand response. There is also a lack of discussion on the impact of
master-slave games between different subjects on the interests and
decision-making behaviors of members in the whole system. Future
research needs to be explored in more depth in these aspects to
achieve efficient integration of renewable energy and optimal
management of power systems (Xingmou et al., 2024;
Christmann and Klein, 2024; Ye et al., 2024; Carreño et al., 2024).

In summary, the current research shows that the application of
master-slave game model, especially Stackelberg game, in renewable
energy integration and demand response strategies has made
significant progress. However, there is still a need for in-depth
exploration of market design, data-driven empirical research, and
the integration and application of emerging technologies. Based on
an in-depth analysis of the market mechanism, this paper constructs
a Steinberg game model with energy suppliers and energy operators
as the main body, which comprehensively considers the output
characteristics of renewable energy, and studies different revenues
and power purchases under four operating modes to achieve better
optimal scheduling. It is expected that more innovative solutions will
emerge in the future to facilitate the effective integration of
renewable energy into the traditional power grid, ensuring the
reliability and economic efficiency of the power system.

2 Construction and analysis of system
structure model

The energy integration system is an effective management
system that organically combines energy production,
transmission, conversion, distribution, consumption and other
links (Li C. et al., 2024; Ahmad and Fagih, 2024). It includes
multiple components such as energy conversion generation,
supply network construction, and terminal energy efficiency
utilization, aiming to maximize the overall benefit of energy
use through the collaborative optimization of each link
(Capraro et al., 2024; Hongli et al., 2024). The core energy
conversion module is a new type of cogeneration (CCHP),
which is a typical cogeneration method, which includes: gas
generator set, gas boiler with auxiliary heat source, absorption
refrigeration and electric refrigeration device for mutual
conversion of cold and heat energy and electric energy.
Coordinated work and optimal operation of the individual
units are key to ensuring an efficient, economical and flexible
power supply to the system. In this project, a distributed cooling,
heating and power system based on distributed cooling, heating
and power is taken as the research background, and the distributed
cooling, heating and power system is mainly studied, and the
power generation enterprise is the main organization to
coordinate and dispatch its operation (Fischer and Toffolo,
2024). Through collaboration and decentralized management,
the economic benefits, flexibility and reliability of the whole
system are improved, so that the service can be best played, so
that the needs of customers can be met to the greatest extent.

The study includes: (1) Build a framework of distributed
combined cooling, heating and power system and analyze their
respective performance characteristics; (2) The working mechanism
of each unit in the distributed combined cooling, heating and power
system is analyzed, and the relevant mathematical modeling is

established. Finally, we focus on the optimization of the
scheduling performance of a CCHP system.

2.1 Structural design and analysis of
renewable energy system

As an energy supplier, the renewable energy system realizes the
seamless connection between electric energy and thermal energy,
realizes the efficient and flexible supply of energy, and realizes the
scientific and optimal utilization of energy. Energy enterprises are
the overall managers of the energy supply side, and also the bridge
connecting the energy supply side and the supply side, and their
main responsibilities are to integrate distributed energy
consumption, market operation to achieve market equilibrium,
market operation equilibrium, and accurate estimation and
control of customer energy demand, as well as accurate
prediction and control of customers’ energy demand, so as to
ensure the coordination of market stability and energy allocation.
As autonomous and rational decision-makers, energy operators use
big data analysis and forecasting methods to predict customer
electricity consumption. Based on the previous electricity market
quotations and market expectation data, the power generation plan
of the power system and the electricity price of electricity consumers
are preliminarily determined. Then, through the interaction with
supply and demand, the strategy is optimized to achieve the final
equilibrium between supply and demand. Among them, the
decentralized combined cooling, heating and power system is the
core supplier introduced by energy operators. It is powered by gas
consumption to produce electricity, heat and cooling, which solves
the needs of residents for electricity in an all-round way (Jiang et al.,
2024). In an open energy system, each CCHP system acts as an
independent and rational market participant, demonstrating its
vitality through autonomous bidding, where all parties compete
and cooperate with each other, as shown in Figure 1.

2.2 Analysis of CCHP renewable energy
characteristics

The power supply mainly relies on micro-gas turbines and
photovoltaic and wind power generation systems, and Figure 2
illustrates the operating principle of the combined cooling, heating
and power system (Tu, 2024). The waste heat generated by small gas
turbines is converted by the recovery device, and part of it is
converted into cold energy through the absorption refrigeration
mechanism to supply the cooling load users, and the rest is directly
used for the heat load users. If the heat supply from waste heat
recovery is insufficient to meet the demand, the gas boiler can
provide additional heat in a timely manner. Similarly, when the
cooling supply is insufficient, the cooling function of the electric
refrigeration mechanism intervenes to make up for it.

2.3 Principle analysis of micro gas turbines

With the advancement of distributed energy systems such as
combined cooling, heating and power, micro gas turbines are
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becoming more and more popular due to their compact size, strong
flexibility, high fuel efficiency, and low environmental impact, and
their operating mechanism is shown in Figure 3. In the compression
process, the air is compressed into a high-pressure gas, which is then
heated by a heat storage body, mixed with fuel oil in the combustion
chamber and ignited to produce high-temperature gas (Li WW.
et al., 2024). Ultimately, these high-temperature gases drive turbines
to operate. The high-temperature exhaust gases generated by the
turbine can be reheated in the recuperator to reheat the high-
pressure air, and the recuperator’s own exhaust gas can then be
converted into heat energy for the user to need, or treated by an
absorption chiller to produce the required cold energy.

The Equation 1 shows the relationship between the power
generated by a small gas turbine and the efficiency of power
generation:

ηmt � 0.128533
Pmt

Pn
( )3

− 0.659499
Pmt

Pn
( )2

+ 0.794677
Pmt

Pn
( )

+ 0.00295 (1)

In the formula, the gas turbine power is expressed in ηmt
′ , and the

power output and rated power are marked with Pmt
′ and Pn. The

coefficient between the power generated by a small gas turbine and
the power generation efficiency is illustrated by actual
measurements as well as the literature.

FIGURE 1
Geometric representation of IFS, IFS2, NFS and SFS.

FIGURE 2
Structure diagram of CCHP system.
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A small gas turbine can efficiently use a part of the waste heat
and convert it into cold and heatenergy, and the mathematical
model Equation 2 of waste heat recovery is expressed as follows:

Q′
g � Pmt 1 − ηmt − η1( )

ηmt

(2)

where m is the heat dissipation loss coefficient of the gas turbine.
The refrigeration Qgc

′ of the gas turbine waste heat cooled by an
absorption chiller is shown as Equation 3:

Qgc
′ � Q′

gηc (3)

where the ηc is the cooling efficiency of the absorption
refrigeration mechanism.

The waste heat of the gas turbine can be converted into energy
by the thermodynamic system, and the heat output Qgh

′ of the heat
exchanger is Equation 4:

Qgh
′ � Q′

gηh (4)

where the ηh is to improve the thermal efficiency of the waste heat
utilization device.

The gas consumption Equation 5 per unit volume of small gas
turbine power generation is Vmt:

Vmt � PmtΔt
ηmtHVg

(5)

where the HVg is the low calorific value of natural gas, and the
available value is 9.78 kWh/m3.

When the small turbine cannot produce sufficient thermal
energy, the amount of natural gas consumed in Δt time Vth is
Equation 6:

Vth � QgbΔt
ηbHVg

(6)

where Qgb is the heat production of the gas boiler, and ηb is the
heating efficiency of the gas boiler.

In addition, when the supply of low temperature due to
adsorption cooling is insufficient, an electric cooler is used to
compensate for the required low temperature. The Equation 7 is
shown as follows:

Qt
ec � COPccP

t
cc (7)

where Qt
ec is the cooling capacity of the electric refrigeration

mechanism at time t, Pt
cc is the electricity consumption of the

electric refrigeration, and COPcc is the cooling coefficient of the
electric refrigeration mechanism.

2.4 Principle analysis of wind power
generation

Wind power generates electricity by pushing the fan blades to rotate
by the force of the wind. The characteristics of its electrical energy
output are shown in Figure 4, which divides the wind power process
into four periods according to the wind speed (Liu Q. et al., 2024).
When the wind speed is insufficient and the motor starting condition is
not triggered, the fan impeller is stationary and no electric energy is
produced; Once the wind speed increases to the starting threshold, the
blades start and drive the generator, and the electrical power increases
linearly. When the wind speed reaches the rated standard, the electric
power is stable at the rated level; If the wind speed is too high and
exceeds the safe upper limit, the fan will stop running through the
braking mechanism and stop the power output.

The relationship between the speed and output of the fan can be
expressed by the following Equation 8:

Pwt �

0, v≤ vin
v3 − v3in
v3r − v3in

Pr, vin < v≤ vr

Pr, vr ≤ v< vout

0, v≥ vout

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(8)

In the above formula, vin represents the cut-in wind speed, vr
indicates the rated wind speed, vout indicates the cut-out wind speed,
and Pr indicates the rated power.

2.5 Analysis of the principle of photovoltaic
power generation

Photoelectric conversion technology is a photoelectric conversion
technology based on photoelectric conversion technology. Ideally, the

FIGURE 3
Working principle diagram of gas turbine.

FIGURE 4
Wind power generation diagram.
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equivalent circuit of a photovoltaic cell is shown in Figure 5, where U is
the diode terminal voltage, the Iph is the photogenerated current, the Id
is the reverse parallel diode current, the Rs is the series equivalent
resistance, the Ish is the current flowing through the equivalent parallel
resistor, and the Rsh is the parallel equivalent resistor.

From the equivalent circuit, it is clear that as Equation 9 shows:

I � Ig − Id − Ish (9)

Among this Equations 10–12 illustrate every variable.

Ig � Istc 1 + αT TC − Tstc( )[ ] G

Gstc
(10)

Id � Io exp
Upv + IRsr

nkTc/q( ) − 1[ ] (11)

Ish � Upv + IRsr

Rsh
(12)

where Istc is the short-circuit current under the test conditions of a
standard light intensity Gstc of 1000W/m3 and a standard
temperature Tstc of 25°C, q is the Coulomb constant, αT is the
temperature coefficient, k is the Boltzmann constant, Io is the
saturation current of the parallel reverse diode, Upv is the
photovoltaic output voltage, and the output power of the
photovoltaic cell is obtained as Equation 13:

Ppv � IUpv (13)

3 Formulation and optimization of
demand response strategy

3.1 The principle of demand response
strategy formulation based on master-
slave game

Renewable energy priority means that in the energy system,
renewable energy represented by wind and solar energy should be
used to achieve sustainable development, reduce dependence on
traditional fossil energy, and reduce CO2 emissions. In the master-
slave game, all participants should share real-time data of the energy
system, including renewable energy generation, load demand, electricity
price, etc., so that all parties canmake reasonable decisions based on this
information (Alomari, 2024). Incentives and penalties, in order to
encourage users to participate in demand response, incentives can
be set, such as reducing electricity prices, providing subsidies, etc. At the
same time, for non-compliance, corresponding punitive measures
should be taken, such as fines, restrictions on electricity use, etc.

Dynamic adjustment and optimization, demand response strategies
should be dynamically adjusted based on real-time data to adapt to the
volatility and uncertainty of renewable energy. In addition, optimization
algorithms such as genetic algorithm and particle swarm optimization
algorithm should also be used to seek the best demand response
strategy. Users participate in personalized customization, and when
formulating demand response strategies, the personalized needs of
users, such as comfort, electricity habits, etc., should be fully
considered to improve user satisfaction and engagement. System
stability and security, When implementing demand response
strategies, the stability and safety of the energy system should be
ensured to avoid system instability or safety incidents caused by
demand response. Cross-regional coordination and cooperation,
Coordination and cooperation mechanisms should be established
between multiple regions to jointly cope with the volatility and
uncertainty of renewable energy, and to achieve complementary and
optimal allocation of energy between regions.

3.2 Stackelberg game

The Stackelberg leader-follow game model is a dynamic non-
cooperative strategy game theory, in which the key feature lies in the
order of decision-making: the players do not act at the same time,
but follow the leader’s pre-determined rules, and the followers will
change their strategies according to the leader’s decision (Benjamin
and Mustafa, 2024). In the master-slave countermeasure mode, the
player who makes the first decision is defined as the leader, and the
follower who acts next. Followers optimize their strategies based on
information about the leader’s behavior, which reflects the initial
action advantage that the leader enjoys (Hu, 2024; Yin, 2024).

In the Stackelberg countermeasure model, everyone is able to
reach master-slave equilibrium according to their best choice.
Suppose the leader has the decision space of X, Y has the
decision space of Y, and there is the income of the leader and
the income of the slave. The premise of Stackelberg’s equilibrium is:

1. The leader first chooses strategy x* ∈ X to maximize its
expected return f(x*, y), assuming that the followers
know the leader’s strategy

2. After receiving the leader’s choice, the follower chooses y* ∈ Y
to maximize its return g(x*, y), and the leader-based strategy
x equilibrium solution needs to meet the following
requirements at the same time:
x* � argmax xf(x, g(x, y*)), That is, the leader chooses

the strategy that will make the most of his or her benefit.
y* � argmax yg(x*, y), That is, the follower chooses the

optimal response given the leader’s strategy x*.
In short, the leader acts first and optimizes, and then the

followers adjust according to the leader’s choices to maximize
their own interests, forming a circular but stable strategy pair.

3.3 Design and analysis of master-slave
game structure

As shown in Figure 6, the renewable energy architecture in this study
involves the power system, external power grid, connecting lines, and
local grid power supply, and highlights the obvious master-slave energy

FIGURE 5
Equivalent circuit diagram of photovoltaic cells.
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efficiency game dynamics between themarket and energy companies. As
the dominant operator in the system, the source operator first initiates
the decision-making process and discloses the power purchase demand
to the source supplier. At the same time, power companies are also
responders, adjusting prices accordingly according to their own
revenues. At present, China does not have a perfect cold energy
trading mechanism and a large-scale independent cooling
organization, and most of the cold energy demand depends on
electric energy conversion. Therefore, this paper only studies the
interaction between the two markets of electricity and heat, which
use gas as a factor of production, to generate electricity and heat. In
the event of a shortage, energy operators purchase additional electricity
and heat from electricity and heat suppliers to meet demand. It is
important to note that ISO systems do not supply energy to the main
grid or thermal network.

As an intermediary between users and the market, the primary task
of energy operators is to use predictive technology to estimate the energy
consumption needs of consumers. EO contains integrated energy system
and single electric power company. Then, according to the price of the
energy suppliers (public based ISO) and the rules of supply and demand
balance, the goal is set to optimize its own revenue, determine the
purchase volume and the price strategy of selling to users. The regional
electricity spot market can optimize the allocation of regional power
resources and promote the consumption of new energy. This not only

ensures the balance between energy supply and demand within the
system, but also promotes fair competition in market transactions. In
addition, the scale of energy consumption of operators directly affects the
pricing strategy of energy suppliers, resulting in a dynamic relationship
between the two in a master-slave game.

3.4 Renewable energy operator model

EO (Energy Operator) intelligently plans the purchase quantity
from power grids and heating companies and pricing according to
the actual needs of users. Follower objective function is constructed
with the goal of maximizing their own interests. In order to meet the
needs of consumers to purchase electricity, the EO system only
focuses on current and sensitive energy prices, so it adopts a unified
pricing strategy over time. EO’s earnings are derived from gains
from energy sales, which is net of all purchased costs. These
purchased costs mainly include the cost of purchasing electricity
and heat from energy suppliers (ES), as well as the purchase of
electricity and heat from grid companies and heating companies.

The objective function can be expressed as Equation 14:

maxFEO � ∑T
t�1( )

Itsell − CES
′ − Cgrid

′ − C′
h( ) (14)

FIGURE 6
Structure diagram of master-slave game.
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where T represents the entire time period, here, refers to 24 h, FEO

represents the total revenue of EO in 1 day, Isell′ represents the
revenue of power supply to users in the period t, CES

′ represents the
total amount required to purchase from ES,Cgrid

′ represents the total
cost of purchasing heat from the electricity network, and C′

h

represents the total cost of purchasing heat. The above items can
be expressed as Equations 15–18:

Itsell � Pt
1c

t
es + Qt

1c
t
hs (15)

CES
′ � ∑N

i�1
Ps,j
′ ceb,j

′ + Qs,j
′ chb,j

′( ) (16)

Cgrid
′ � max P1

′ −∑N
i�1
Ps,i
′⎛⎝ ⎞⎠, 0⎡⎢⎢⎣ ⎤⎥⎥⎦c′g (17)

C′
h � max Q1

′ −∑N
i�1
Qs,i

′⎛⎝ ⎞⎠, 0⎡⎢⎢⎣ ⎤⎥⎥⎦c′h (18)

where P1
′ and Q1

′ represent the electricity and heat load power of the
user at time t, Ps,i

′ and Qs,i
′ represent the quantity of electricity and

heat purchased by EO from the ith ES in time t, respectively, ctes and
cths represent the electricity and heat prices sold by EO to customers
in time t, respectively, and ceb,j′ and chb,j′ represent the selling price
and heat price set by the ith ES. c′g and c′h are used to calculate the
price of electricity generated when a power user purchases electricity
from the power system and the price of heat generated when
purchasing heat from a thermal power company.

In order to ensure the stable operation of the power supply and
prevent direct trade between power users and power users, the
energy cost of power generation enterprises must be slightly lower
than the market price without causing losses to the operator, and the
following conditions Equations 19, 20 must be met:

c′e, min< ces
′ < c′g (19)

ch, min
′ < chs′ < ch, max

′ (20)

where c′e, min is the minimum price limit for electrical energy, ch, min
′

and ch, max
′ are the minimum and maximum price limits for thermal

energy, respectively.

∑T
t�1
ces

t ≤Tcc, max (21)

Additionally, in order to avoid EO’s blind pursuit of profit
maximization, EO’s electricity sales and heat sales prices must also
be met as Equations 21, 22 show

∑T
t�1
chs

t ≤Tccn, max (22)

where Tcc, max and Tccn, max are the maximum electricity sales price
and the maximum heat sales price.

3.5 Energy supplier model

With the profit maximization of the power generation enterprise
as the optimization goal, the profit of the power generation
enterprise is the difference between the power generation profit
and the power generation operating expenses. Due to the

characteristics of the electricity market itself, the supply efficiency
of the electricity market is only determined by the profits of power
generation enterprises selling to the grid, rather than the power
generation enterprises that supply power to other power grids, and
the operating expenses of the power grid are also different due to the
difference in the size and facilities of the power grid. Then build the
following objective function Equation 23:

maxFES,i � ∑T
t�1

Pt
s,ic

t
eb,i + Qt

s,ic
t
hb,i − Cop,i

′ − Ct
o&m,i( ) (23)

where FES,i is the total revenue of the ith ES, Cop,i
′ refers to the

heating cost of gas turbines and gas boilers. Ct
o&m,i is the O&M cost

of other conversion equipment in the system.
The relationship between the output of the gas turbine and the

gas turbine and the fuel cost in ES can be expressed as a quadratic
Equation 24:

Cop,i
′ � ac,j Pt

mt,i( )2 + bc,jP
t
mt,i + cc,j + ah,j Qt

gb,i( )2 + bh,jQ
t
gb,i + ch,j

(24)
where Pt

mt,i and Qt
gb,i denote the heat production of the gas turbine

and the gas boiler at time t of the ith ES, respectively, and ac,j, bc,j, cc,j
(ah,j, bh,j, ch,j) denote the cost factor of the gas turbine (boiler).

For renewable resources like wind and solar power, such as
absorption refrigerators, which do not use fuel in actual work, but
have some equipment loss, then, their operation and maintenance
costs are calculated as Equation 25:

Ct
o&m, j � ∑3

k�1
ck,jPk,j

′ (25)

The recovery device, ck,j represents the operation and maintenance
cost of the kth device in the ith ES system, and Pk,j

′ represents the
operating power consumption of the kth device in time t.

The output power and heat of the ith ES in time t should meet
the following power requirements of Equations 26, 27:

Ps,j
′ � Pmt,j

′ + Ppv,j
′ + Pwt,j

′ (26)
Qt

s,i � Qt
gb,i + Qt

re,i (27)

In this formula, Ppv,j
′ and Pwt,j

′ are based on the operational
strategies of each power generation unit in Section 2, with the goal of
consuming renewable energy, so as to achieve full marketability of
renewable energy generation, so as to promote the efficient use of
renewable energy and reduce wind curtailment. Qt

re,i denotes the
heat power converted by waste heat recovery at time t.

Besides, the output power of gas turbines and gas boilers also
needs to meet the following conditions like Equations 28, 29 in
t time:

0≤Pt
mt,i ≤Pmt,i

′ (28)
0≤Qt

gb,i ≤Qgb,i
′ (29)

where Pmt,i
′ and Qgb,i

′ denote the rated capacity of the gas turbine
and boiler.

Considering that the operating cost of the energy storage system
will show a quadratic relationship with the increase of the output
power of the device, the pricing curve related to the energy sold
should not be determined by using the simple average time-of-use
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pricing method, but should be determined according to its own cost
function Equations 30, 31:

ctcb,i � atbe,i + bfc,iPs,i
′ (30)

cthb,i � atbh,i + bm,iQs,i
′ (31)

In the formula, atbe,i and atbh,i represent the basic electricity price
and electricity price optimization at ES t time, respectively, bfc,i and
bm,i are used to reflect the change of electricity price and heat price
with load and load changes, that is, the electricity price fluctuation
factor and heat price fluctuation factor, which are a fixed value
determined according to the operating expenses of the system.

4 Master-slave game model and
equilibrium proof

Based on the description in this section, the game relationship
between EO and ES is modeled as a one-to-many leader-follower
model as Equation 32 shows.

G � N; ρEO; δES,j;FEO;FES,j{ } (32)

This collection clarifies and defines the three main elements of
the model: agent, strategy, and benefit.

1) Participants: N + 1 participant, 1for EO, N for ES, the set of
participants can be expressed as Equation 33:

N � EO, ES1, ES2,/ESi,/ESN{ } (33)

2) Strategy: The EO strategy of the leading enterprise is embodied
in: the pricing of power generation that is favorable to
customers, and the purchase of electricity and heat from
the ith vendor of ES, these data are expressed in vector
form ρEO � (ccs, chs, Ps,i, Qs,i), the ith energy supplier ES
quotes 24 h of electricity for EO, and displays
δES,j � (ccb,j, chb,j). When the leader chooses to take an
action and the receiver accepts the response, the balance of
the response is called the Stackelberg equilibrium. If the
equilibrium solution of the game is the highlighted part,
then it is satisfied as Equation 34 shows.

FEO ρEO* , δES,i*( )≥FEO ρEO, δES,i
*( )

FES,i ρEO* , δES,i*( )≥FEO ρEO* , δES,i( ){ (34)

In the Stackelberg equilibrium state, each participant achieves
the optimal strategy and is reluctant to adjust it because any
unilateral change will lead to the loss of their own interests. The
decision variables Ps,i and Qs,i are obtained by finding a partial
derivative:

∂FEO

∂Ps,i
� − abe,i,op + 2bfe,iPs,i( ) + cg

∂FEO

∂Qs,i
� − abh,i,op + 2bfh,iPs,i( ) + ch

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ (35)

Finding the second-order partial derivatives of Ps,i and Qs,i for
Equation 35 yields:

∂2FEO

∂ Ps,i( )2 � −2bfe,i

∂2FEO

∂ Qs,i( )2 � −2bfh,i

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(36)

Since the float coefficients bfe,i and bfh,i are both positive, the
quadratic partial differential of the above Equation 36 is less than 0.
The existence and uniqueness of the master-slave countermeasure
are proved.

5 Numerical analysis

5.1 Overview of the algorithms

Taking a typical region in northern China as the research focus,
this paper analyzes the operation strategy of demand-response
countermeasures in the renewable energy power system. In view
of the lack of a perfect cold and hot energy trading mechanism and
cold energy supply center in the new energy market, a method of
converting electric energy into cold energy was proposed. Taking the
characteristics of summer power trading and winter power trading
into account, and focusing on the situation in winter, the focus is on
the operation and energy management of winter electricity and
heat trading.

In this example, two ESs (power systems) were selected for
simulation, and Figure 7 clearly shows the forecast data of daily wind
and photovoltaic energy in winter, as well as the detailed distribution
of electricity and thermal load power of the users.

The electrical load is usually between 11 and 14 o’clock during
peak hours, and the heat load is mainly concentrated between 16 and
19 o’clock. According to the data in Table 1, the electricity price of
the grid company and the heat price of the heat power company are
as follows: The upper limit of the ES-side power purchase is
determined by the sum of the gas turbine power ratings of the
two suppliers and the total generation of wind and photovoltaic
power. The thermal energy purchase range is set at a minimum of
0 kW and a maximum of 400 kW and 600 kW. The cost factor for
the ES2 gas turbine is 0.0011 and the cost factor for the gas boiler is
0.155. Price parameters for renewable energy suppliers and energy

FIGURE 7
Wind power energy and photovoltaic energy data of each ES.
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operators in Tables 2, 3 are researched from websites of the
government.

5.2 Analysis of optimization results

As shown in Figure 8, the results show that convergence has
been achieved, and the experimental results show that the algorithm
proposed in this paper is highly efficient and has good convergence.
Figure 8 shows that with the increase of iteration time, the income of
power operators increases significantly, but the changes in income
and energy of power operators are irregular under the non-
cooperative game. Energy operators’ earnings have grown
steadily, but at a slower pace; Suppliers’ revenues and prices
stabilize until market dynamics reach a supply-demand
equilibrium point, reflecting the process of strategic interaction
between all parties. After reaching the Nash equilibrium, each
participant achieves their best interests and has no incentive to
adjust their strategy. According to the profit report of the energy

supplier, the revenue of the first phase was 4,349.3 yuan, and the
second stage increased to 5,020.4 yuan, while the total energy
expenditure of users in the period was 27,014 yuan. The base
electricity price of ES2 is fixed at 0.3252 yuan/kWh, and the
basic heat price is maintained at 0.1323 yuan/kWh. The base
electricity price (heat price) of ES1 is higher than that of ES2,
and according to the formula, the real-time electricity price (heat
price) is affected by the combined real-time electricity (heat) of
energy storage and the benchmark price. In view of the fact that
ES1’s hourly electricity power (thermal power) is smaller than that of
ES2, ES1 has chosen to increase its base electricity price (thermal
price) in order to narrow the hourly tariff gap between the two. The
ES1 system is relatively expensive to operate, so energy prices are set
in pursuit of greater economic benefits.

Figure 9 illustrates the pricing model of the upper energy
supplier: the time-of-use price is shown by the dotted yellow line,
and the dotted purple line illustrates the minimum pricing
threshold. Figure 9 clearly shows that EOs operate within their
pricing strategies, strictly confined to pre-set price boundaries, with
the goal of offering consumers a price plan that is more competitive
with the traditional grid. EO’s pricing strategy is set with strict upper

TABLE 1 Energy grid electricity prices and heat company heat prices.

Period Electricity price
(Yuan/kWh)

Heat price
(Yuan/kWh)

Peak period 1.11

Cooling off
period

0.8 0.6

Low power
period

0.4

TABLE 2 Price factors for renewable energy operators.

Reference value Numerical value (Yuan/kWh)

Upper limit of electricity price Grid time-of-day tariffs

Lower limit of electricity price 0.24

Upper limit of heat price 0.55

Lower limit of heat price 0.14

Average electricity selling price 0.7

Average heat selling price 0.5

TABLE 3 System and price parameters for renewable energy suppliers.

Parameter Es1 Es2

Gas capacity (kW) 300 500

Gas fired boiler (kW) 400 500

Heat recovery rate 0.87 0.82

Electricity price floating coefficient 0.0055 0.55

Heat price floating coefficient 0.0025 0.0033

Average electricity price (Yuan/kWh) 0.55

Average heat price (Yuan/kWh) 0.25

FIGURE 8
ES renewables base price demand equilibrium.

FIGURE 9
EO’s renewable energy price setting.
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and lower bounds, with the aim of giving customers a more
economical price for electricity than district heating. EO’s hourly
price is the closest to the grid price and is greatly affected by the
customer’s demand for electricity. During peak periods such as 10:
00–15:00 and 18:00–21:00, when users consume a lot of electricity,
EO’s pricing policy is to a certain extent higher than the price of the
grid to incentivize transactions, motivate customers to participate in
bidding, reduce the cost of purchasing electricity from the grid, and
improve the economic benefits of enterprises. EO’s pricing decisions
are driven by a combination of price constraints and
electricity demand.

Figures 9–11 illustrate the endgame of the interaction between
EO and ES. According to the upper-level EO energy procurement
strategy in Figure 11, EO tends to purchase electricity from energy
suppliers first, as long as the ES can meet the supply requirements.
However, if the ES does not supply enough power to cover the

demand, EO will turn to the grid to make up for it. On the basis of
the EO thermal energy purchase strategy in Figure 11, EO tends to
obtain thermal energy from ES first, and only when ES supply is in
short supply, it will turn to thermal power companies to purchase.

The pricing of low-level energy suppliers depends not only on
the purchasing decisions of top-level energy suppliers, but also on
the demand decisions of similar manufacturers. From the
comparison of Figures 10, 11, it can be concluded that the real-
time electricity price dynamics of energy suppliers are synchronized
with the electricity purchase volume of operators, and this
correlation is due to the linear correlation between ES’s electricity
price setting and EO’s power purchase. As the power purchased
increases, so does the price of electricity, and this is a design strategy
designed to optimize the profitability of energy suppliers. From
Figure 11, the electricity prices of ES1 and ES2 are basically the same
at 4:00, 11:00 and 23:00. At the rest of the time, the electricity prices

FIGURE 10
EO thermal energy usage.

FIGURE 11
Electricity usage.
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of the two show alternating fluctuations in one higher than the other.
Due to the non-cooperative competition among energy suppliers,
they tend to attract customers through price reduction strategies and
increase electricity sales to maximize their own profits. From the
comparison of Figures 10, 11, it is concluded that the heat price
strategy and electricity price strategy of ES are synchronized with the
energy purchase strategy of EO, which is as follows: when the heat
purchase volume of EO increases, ES will increase the heat price
accordingly; Conversely, if EO purchases decrease, the ES hot price
decreases, thereby optimizing its profitability.

Through the comparison of the operation mode, the influence of
the primary and secondary game between different subjects on the
interests and decision-making behaviors of the members in the
whole system is discussed.

Mode 1: The method in this paper encourages energy operators
to cooperate with multiple energy suppliers to compete
for electricity and heat.

Mode 2: Electricity trading between suppliers and operators is
limited to a competitive situation, but the price of heat
is set by the supplier at a fixed rate.

Mode 3: The interaction between the supplier and the operator is
limited to thermal energy trading, and the price of
electricity is set at a fixed rate by the supplier.

Mode 4: Renewable energy generators have a passive pricing role
in their dealings with energy operators, i.e., they supply
electricity and heat at a fixed price.

As shown in Table 4, energy suppliers in operating model
1 have the most significant benefits, however, as passive price
recipients, they do not have the flexibility to adjust their selling
prices to energy operators in response to changes in purchases,
which may limit the realization of their profit potential. Under
Mode 4, renewable energy operators achieve the highest profits,
while energy suppliers have relatively low revenues. If the
supplier adjusts the price, the operator’s profit may increase
significantly, and may even lead to the formation of a market
monopoly. As such, our strategy enables energy suppliers to fully
integrate into the market, increase profitability through
independent bidding strategies, and effectively curb the
potential market dominance and monopolistic behavior of
energy operators. Table 4 shows a comparison of the revenue
of each agent under various price models.

Figure 12 shows a comparison of the optimization of energy
procurement in Mode 1 and Mode 4, with the legend at the top
representing the optimization results of Mode 1 and the
optimization results of Mode 4 at the bottom. The chart
shows that when Mode 4 optimization is used, the amount of
energy purchased by users from the power system in Mode 4 is
smaller due to the increase in energy consumption in the

electricity market during peak and valley periods compared
to Mode 1. During the peak-to-trough period of electricity
price changes, although the way EO obtains energy from ES
is not much different from method 4, mode 4 is characterized by
the fact that the energy price of ES is fixed and much lower than
the standard price of mode 1. In the context of round-the-clock
ES energy price volatility and the ongoing EO energy purchase
strategy, the potential earnings of ES in Mode 4 may face a
decline, while EO’s earnings are expected to show an upward
trend due to reduced acquisition costs. With its autonomous
bidding system and EO’s dynamic interaction, ES can improve
decision-making power in the field of smart energy, realize
intelligent price control, and optimize revenue expectations.

6 Results and discussions

This study explores the master-slave game demand response
strategy of renewable energy integration, aiming to optimize the
operational efficiency and stability of the power system under the
condition of high proportion of renewable energy grid. By
combining inverter technology, smart grid facilities, advanced
communication networks, and master-slave game theory, this
study successfully constructs a complex system model that can
not only promote the effective integration of renewable energy,
but also realize dynamic load management. In terms of the
selection and parameter setting of key equipment, the study
focused on the efficiency and compatibility of inverters, the
accuracy of smart meters, the stability of communication
infrastructure, and the data processing capacity of energy
management systems. The proper configuration and
coordinated operation of these devices is the basis for the
implementation of a demand response strategy. In the system
configuration and operation commissioning stage, we ensure the
reliability and effectiveness of the system in actual operation
through detailed functional testing, system integration testing,
performance optimization and safety verification. This process
involves not only technical tuning, but also prediction and
influence of participants’ behavior.

In the process of effect evaluation and improvement
suggestions, this study defined a series of key performance
indicators and used actual operating data to quantify and
analyze. The results show that energy suppliers in operating
model 1 have the most significant benefits, however, as passive
price recipients, they do not have the flexibility to adjust their
selling prices to energy operators in re-sponse to changes in
purchases, which may limit the realization of their profit
potential. Under Mode 4, renewable energy operators achieve

TABLE 4 Comparison of revenue of each agent under various price models.

Mode EO benefits (Yuan) ES1 benefits (Yuan) ES2 benefits (Yuan)

Mode 1 5386.1 4350.3 5010.4

Mode 2 6026.6 3905.4 5009.1

Mode 3 5515.6 4135.7 4580.5

Mode 4 7435.9 3883.1 4125.5
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the highest profits. The proposed demand response strategy can
significantly improve the utilization rate of renewable energy,
enhance the load regulation capacity of the power grid, and
improve the economic benefits. Based on the evaluation
results, we propose a series of improvement measures,
including parameter optimization, technology upgrading,
strategy adjustment, user education and market mechanism
reform, etc., in order to further improve the operational
performance of the system. In summary, this study not only
theoretically expands the application of master-slave game in the
field of demand response, but also demonstrates its potential in
renewable energy integration in practice. However, this study
does not consider the participation of renewable energy sources
outside the combined cooling, heating and power system, such as
wind power and photovoltaic power in demand response, and the
objective function of ES and EO demand response strategies will
change according to the increase of dependent variables, which
will have different impacts on the subject. In the future, with the
integration of more advanced technologies and policy support,
such demand response strategies are expected to be implemented
on a wider scale, making important contributions to the
realization of smart grids and the construction of sustainable
energy systems.
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