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Photovoltaic (PV) systems offer cost-effective power solutions for outlying
islands but often compromise system stability due to reduced inertia. This
study introduces a Virtual Synchronous Generator (VSG) control strategy,
integrated with Energy Storage Systems (ESS) and PV, to enhance system
inertia. By optimizing coordination between these energy sources, the
proposed method mitigates oscillations and improves grid stability. However,
PV-VSG systems are generally not favored by energy providers due to the
requirement for pre-curtailment of power output. To address this, the paper
proposes a parameter design method for VSG control of ESS and PV, utilizing
multi-objective genetic algorithm (MOGA) optimization to simultaneously
increase the frequency nadir and minimize the settling time after disturbances.
Additionally, an adaptive curtailment decision and parameter design method
based on artificial neural networks is introduced to enhance the feasibility of PV-
VSG systems by reducing PV pre-curtailment and prioritizing PV power release
and ESS charging during frequency oscillations. Real data from the Penghu
Archipelago in Taiwan are used to build a dynamic model in DIgSILENT,
enabling interaction with MOGA. The Value at Risk (VaR) method with dual
stochastic variables is employed to assess the allowable PV installed capacity.
The results show that when VaR is set at 1%, the proposed PV-VSG method can
increase PV penetration by 57.5% compared to scenarios without VSG.
Furthermore, compared to traditional PV-VSG methods, the proposed
approach achieves a 16.8% increase in PV penetration and reduces annual PV
curtailment by 25 MWh. This study also evaluates the economic impact of
planners choosing different risk levels, offering valuable insights for grid
development in remote or island regions.
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1 Introduction

In recent years, heightened awareness of the greenhouse effect’s environmental impact
has prompted global governments to prioritize carbon reduction policies. Renewable energy
(RE) is a leading solution for reducing carbon emissions due to technological advancements
and cost reductions.

Installing green energy is not solely about emissions reduction but is increasingly seen as
a feasible investment. For instance, outlying islands heavily reliant on diesel generators
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(DG) for power face high supply costs due to resource
transportation. Consequently, many countries aim to install RE
on outlying islands to reduce the cost of electricity supply.

However, integrating RE into an island microgrid, characterized
by low inertia, can make the power system more susceptible to
sudden disturbances, leading to power outages. RE sources like
photovoltaic (PV) and wind power are typically inverter-based
resources (IBRs), lacking the inertia and damping properties of
traditional synchronous generators (SG). In island power grids with
inherently low inertia, high penetration of RE may result in more
frequent power outages.

Therefore, it is important to enhance the reliability of island
power grids to accommodate more RE. Currently, themost common
practice is to install energy storage systems (ESS) (Sun et al., 2020;
Joung et al., 2019). In isolated microgrids, due to unstable
communication lines, frequency and voltage droop control (Liu
et al., 2020; Ullah et al., 2021; Sivaranjani et al., 2021; Bijaieh et al.,
2020) is often preferred for parallel inverter coordination. However,
droop control is typically non-inertial and sensitive to faults (Liu
et al., 2017), making it challenging to provide inertial support to
microgrids.

Recent studies have focused on virtual synchronous generator
(VSG) control to provide IBRs with inertia that mimics (Fawzy et al.,
2021; Xu et al., 2020; Xu et al., 2021). VSGs differ from traditional
SGs by allowing adaptable virtual inertia and damping coefficients,
optimizing microgrid operations. While energy storage system (ESS)
are vital for suppressing system oscillations, their high installation
costs limit development. Integrating inexpensive green energy
through ESS can reduce overall cost-effectiveness.

To address this, recent studies have proposed PV-VSG systems
that integrate VSG control into PV systems (Li Z. et al., 2021;
Sonawane and Umarikar, 2022a; Wang et al., 2022; Sonawane and
Umarikar, 2022b). PV-VSG systems emulate SG behavior, provide
system inertia and mitigate the rate of change of frequency (RoCoF).
However, conventional PV operates at the maximum power point
(MPP) to maximize investment returns, which conflicts with the
objectives of PV-VSG control.

To provide virtual inertia, a typical PV-VSG system can reduce
power output to support frequency during sudden increases, but it
cannot increase output to stabilize frequency dips. As a result, PV
power must be pre-curtailed for upward regulation (Li X. et al., 2021;
Sonawane and Umarikar, 2022a; Wang et al., 2022; Sonawane and
Umarikar, 2022b), diverging from MPP operation. This inevitably
results in some solar energy wastage and impacts the return on
investment for PV owners.

Currently, there is limited research on determining appropriate
pre-curtailment levels, which are crucial for maximizing investment
returns in the PV industry. Consequently, this factor significantly
impacts the widespread adoption of PV-VSG. In (Hasabelrasul et al.,
2022), an independent power supply system integrating PV and ESS
was proposed. This system achieves VSG functionality without the
need for pre-curtailment, although its regulatory capability remains
constrained by ESS capacity.

Another approach (Liu et al., 2023) integrates a supercapacitor
(SC) with PV for VSG control. This method optimizes PV
curtailment to manage SC charging and discharging, while
considering the energy costs associated with SC investments and

PV curtailment. However, practical operational optimization does
not sufficiently account for the randomness of oscillation events.

Reference (Zhang et al., 2021) proposed an H-bridge converter
for PV-VSG, segregating reserved and non-reserved cells to achieve
VSG functionality without additional storage. Pre-curtailment levels
are often set between 10% and 20% (Liu et al., 2022). Related studies
have specified PV-VSG curtailment at 10% (Hua et al., 2017; Zhang
et al., 2020) and 20% (Zhong et al., 2022; Tarraso et al., 2017)
primarily based on empirical knowledge rather than comprehensive
considerations.

Multiple VSGs operating in parallel can potentially induce
oscillations (Qu and Wang., 2021). Therefore, selecting
appropriate parameters for VSG-controlled hybrid energy
systems is critical. In (Chen et al., 2023), Lyapunov’s method was
employed to determine feasible parameters ensuring transient
stability and compliance with RoCoF. However, this study
primarily focused on a single VSG unit and neglected the mutual
influence of multiple interconnected power sources within
a microgrid.

Reference (Pournazarian et al., 2021; Pournazarian et al., 2022)
present small-signal stability analysis for islanded microgrids. It
defines VSG parameter ranges and utilizes particle swarm
optimization to optimize these parameters while considering
stability, reactive power, and frequency nadir. However,
combining multiple objectives into a single objective poses
challenges in determining appropriate weighting factors. Current
studies also lack methods that simultaneously consider parameter
design for both ESS-VSG and PV-VSG systems.

Based on the above discussion, it is evident that existing PV-
VSG technologies face challenges such as control stability, solar
energy wastage, and a lack of economic feasibility analysis. To
address these issues, this paper proposes a methodology for
designing control parameter and evaluates the economic benefits
of implementing PV-VSG technology in islanded power systems.
The primary contributions of this paper are as follows:

• This paper proposes an optimal parameter design method for
ESS-VSG and PV-VSG. The selection process utilizes a multi-
objective genetic algorithm (MOGA) optimization to
simultaneously improve the frequency nadir and minimize
the settling time following disturbance. Additionally, a
dynamic model built in DIgSILENT ensures that the
chosen parameters effectively coordinate with PV and ESS
to mitigate abnormal oscillations.

• By designing control deadband, the hybrid PV-ESS system can
prioritize PV power release and ESS charging during
frequency oscillations, thereby improving energy efficiency.

• The paper identifies the level of pre-curtailment in PV-VSG as
a critical factor affecting economic benefits. A two-stage
artificial neural network (ANN)-based adaptive curtailment
decision (ACD) is proposed to predict the necessary amount
of PV curtailment. This approach aims to minimize solar
energy wastage and enhance profitability.

• A risk management approach using Value at Risk (VaR) (Shen
et al., 2020) with dual stochastic variables is employed to assess
the permissible PV installed capacity in islanded systems. This
method ensures that, at a defined confidence level, fluctuations
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in load and PV power do not result in the frequency nadir
dropping below acceptable limits.

• This study utilizes engineering economic theory to evaluate
the economic advantages of PV-VSG systems. It contrasts the
cost implications of implementing PV-VSG versus
conventional approaches, considering various risk levels
and pre-curtailment strategies. The results offer practical
insights for planners managing isolated microgrids.

The remainder of this paper is organized as follows. Section 2
introduces VSG control and multi-objective parameter optimization
model. The detailed PV-VSG ACD model is presented in Section 3.
The simulation and computation results are illustrated in Section 4.
Finally, Section 5 concludes the paper.

2 VSG control and multi-objective
parameters optimization

The system considered in this study is an island power grid with
high RE penetration, including various electricity loads, DG, PVs,
and ESS, as depicted in Figure 1. One of the main challenges in such
grids is managing unexpected frequency fluctuations, which can
destabilize the system. To mitigate unexpected frequency
fluctuations, VSG technology is incorporated into ESS and PV
systems. VSG technology is designed to mimic the inertia of
traditional synchronous generators, thereby improving the
system’s stability by increasing its inertia.

To enhance the system’s frequency response, a multi-objective
optimization method is applied. This method determines the
optimal VSG control parameters for both ESS and PV systems.
However, using PV with VSG requires intentional power
curtailment. This means that PV does not operate at MPP.

Instead, its output is reduced to help stabilize the grid during
sudden frequency drops, thereby exhibiting characteristics of
virtual inertia.

The disadvantage of PV-VSG is the financial loss for solar
energy providers due to the intentional power curtailment. To
mitigate these losses, this study proposes an ACD method. The
ACDmethod calculates the optimal generation reserve levels in real-
time, aiming to minimize financial losses while maintaining stable
frequency oscillations. The details of this method are discussed
further in Section 3.

2.1 Multi-objective optimization

The proposed process for optimizing VSG control parameters is
illustrated in Figure 2. This optimization problem is not only a multi-
objective problem (MOP) but also requires the use of the power
simulation tool DIgSILENT for its solution. DIgSILENT is used to
simulate the system frequency after applying VSG control, while the
VSG control parameters are obtained through optimization.

The objective of optimizing ESS-VSG and PV-VSG control is to
reduce system frequency oscillations. The effectiveness of this
control can be evaluated by the degree of frequency oscillations
under conditions of instantaneous power imbalance. Typically, the
focus is on both the amplitude and duration of frequency oscillation,
namely maximal frequency deviation, Δfnadir, and settling time, tset,
as shown in Figure 3.

Reducing Δfnadir and tset is crucial for maintaining a stable
power grid and is the primary objective of the proposed control
method. However, reducing Δfnadir may sometimes result in an
increase in tset. To address this trade-off, the proposed method
employs MOGA for optimizing control parameters (Panizo-lledot
et al., 2022).

FIGURE 1
System architecture.
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MOGA is an optimization technique designed to simultaneously
optimize multiple conflicting objectives. It leverages principles of
natural selection and genetics to explore a wide solution space,
generating a diverse set of potential solutions. MOGA evaluates the
fitness of each solution based on the defined objectives, iterating
until the algorithm converges to a set of optimal solutions known as
the Pareto front, which represents the best trade-offs between
objectives.

In the proposed VSG control, a
proportional–integral–derivative (PID) control method is used to
reduce system frequency oscillations. Since system frequency is a

continuous signal, PID control method is widely applied in
industrial control systems and other applications requiring
continuous modulation control. PID controller continuously
calculates an error value (e) as the difference between the desired
setpoint and the measured value and corrects this error through
proportional, integral, and derivative terms, as shown in Equation 1.
AdjustingK values is crucial to bring the control response (u) closer
to the setpoint and achieve optimal control performance.

However, this study focuses on addressing short-term frequency
oscillations through VSG regulation, without emphasizing long-
term frequency error. Therefore, the proposed VSG control method
uses only Proportional-Derivative (PD) control, where e is the
difference between the system frequency and nominal frequency.
The VSG control is designed based on Kp and Kd to reduce
frequency oscillations, with the control principles detailed
in Section 2.2.

In view of this, the effectiveness of the proposed control can be
evaluated through the frequency response curve under system
instantaneous power imbalance. The MOGA objective function
optimizes the two evaluation factors, Δfnadir and tset, shown in
Equation 2. Δfnadir, expressed in Equation 3, represents the
difference between frequency nadir and nominal frequency, f0.

u t( ) � Kpe t( ) +Ki∫t

0
e τ( )dτ +Kd

de t( )
dt

(1)
Min

kp,ess, kd,ess, kp,pv , kd,pv
Δfnadir, tset( ) (2)

FIGURE 2
Flowchart of the proposed optimization strategy.

FIGURE 3
Frequency response curve.
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Δfnadir � max
t∈T

ft − f0

∣∣∣∣ ∣∣∣∣ (3)

The decision variables of the MOGA are VSG control parameters
for both ESS-VSG and PV-VSG, which are kp,ess, kd,ess, kp,pv and kd,pv.
Notably, VSG parameters for the hybrid power sources are optimized
simultaneously, effectively mitigating the potential for abnormal
oscillations when multiple power sources are connected in parallel.
The following will introduce the proposed MOGA combined
with DIgSILENT.

First, the system to be controlled is established using the power
simulation software DIgSILENT. This includes not only system
topology and power equipment but also the implementation of
VSG control strategies for both PV and ESS. During each iteration,
the solutions for the control parametersKp andKd for ESS and PV are
input into DIgSILENT as VSG control settings. Dynamic simulations
of instantaneous power imbalances are then conducted, evaluating the
frequency response under the given set of control parameters.

After DIgSILENT simulation, the frequency response results,
recorded every 0.01 s, are fed into MOGA. MOGA subsequently
calculates Δfnadir and tset from the frequency-response data (ft),
which are used to evaluate the fitness of the control parameter sets.
However, to ensure system stability, the simulation outputs include
not only frequency but also bus voltage, vt,b, and line current, it,n.
These results must remain within prescribed ranges throughout the
entire simulation process, as detailed in Equation 4.

Consequently, MOGA objective function is reformulated as
shown in Equation 5. If any condition in (4) is met, indicating
system instability, the constraint violation indicator, con, is set to
one. When con equals 1, a large penalty factor, kpen, is applied to the
objective function, resulting in lower fitness. Conversely, when the
system operates stably, kpen is set to 1, as shown in Equation 6. This
ensures that solutions violating constraints are not utilized in
MOGA process.

Finally, MOGA searches for better control parameters based on
DIgSILENT simulation results through multiple iterations,
continuing until the iteration limit is reached. The Pareto front
generated by the optimization model allows operators to select the
appropriate control parameters according to system requirements.

con �
min ft( )< 59.5Hz ormax ft( )> 60.5Hz

or vt,b < vbmin or vt,b > vbmax

or it,n > inmax,∀t ∈ 0, T[ ]
⎛⎜⎝ ⎞⎟⎠ (4)

Min Δfnadir , tset( ) · kpen (5)

kpen � 1, if con � 0
∞, if con � 1

{ (6)

2.2 Dynamic modeling

In the power grid, combining inertial effects from the rotor and
governor, along with damping effects from the demand, mitigates
frequency fluctuations. The swing Equation 7 exemplifies the
frequency variations during power disturbances in an equivalent
single-machine system (Meng et al., 2021).

Δf � 1
2Hs +D

× ΔPe + ΔPPV + ΔPESS − ΔPL( ) (7)

where Δf, ΔPe, ΔPPV, ΔPESS, ΔPL are the deviation of frequency,
power generation by SG, PV, ESS, and load disturbance. D is the
system damping coefficient and H is the inertia of SG.

A power system is a complex nonlinear dynamic system
comprising multiple SGs and IBRs. Figure 4 shows the
considered structure in this paper, where IBRs include PV and
ESS. The SGs and IBRs are connected to the point of common
coupling through transmission line resistance (R) and
inductance (L).

VSG-based converters enable IBRs to regulate the frequency by
adjusting their output power during disturbances (Barać et al.,
2021). Unlike SGs, VSG parameters are not machine-defined and
can be adapted during operation. However, these parameters must
meet design constraints to ensure converter stability and proper
dynamic performance (Li Z. et al., 2021).

2.2.1 Synchronous generator
The inertia for a traditional generator is mainly based on

Equation 8 and the frequency response under power disturbance
can be obtained as Equation 9 (Barać et al., 2021).

2H
dωSG

dt
� Pm − Pe

S
(8)

ΔωSG � G s( )ΔPe (9)
where ωSG is per unit value of SG rotor frequency. Pm represents the
mechanical power input. S and G(s) are the power base value and
transfer function of SG, respectively. Since G(s) is a third-order
equation (Li X. et al., 2021). That includes many characteristic
parameters, deriving an accurate G(s) is challenging.

In addition, the line impedance and load characteristics in power
grid also affect the frequency response. Therefore, dynamic model of
the entire islanded grid is constructed in DIgSILENT to simulate
more realistic frequency responses.

2.2.2 VSG control of energy storage system
(ESS-VSG)

The ESS actively regulates system frequency through charge/
discharge actions, adhering to equipment specifications such as
energy and capacity constraints, losses, and time delays. This
study incorporates the characteristics of these actual devices into
the ESS model in DIgSILENT (Alhejaj and Gonzalez-Longatt, 2016).

The system frequency (f) is influenced by changes in PESS with
varying virtual inertia (kd,ESS) and damping coefficients (kp,ESS), as
described by Equation 10 (Barać et al., 2021). Additionally,
frequency response also depends on the characteristics of other
devices. Therefore, improper coordination of VSG control
parameters among different power sources may lead to system
instability.

In addition to optimizing the control parameters of ESS-VSG,
this study also incorporates the design of a deadband to prevent
system oscillations. VSG control is applied not only to ESS but also
to PV systems. When the system frequency rises abruptly, the
strategy prioritizes charging ESS rather than reducing PV
generation. This objective is achieved by designing different
upper and lower bounds for frequency dead zones, fESS

dead,up and
fESS
dead,down, which determine the sensitivity of frequency control and

the power output of ESS, as shown in Equation 11.
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The practical impact of frequency deviation on power output is
described in Equation 12 and Equation 13. fESS

dead,up is intentionally
set smaller than fESS

dead,down to enhance sensitivity to over-frequency
events, thereby prioritizing ESS charging. Additionally, power
output must always satisfy the rated-power constrain, as shown
in Equation 14.

f � Pref − PESS( ) 1
kd,ESSs + kp,ESS

+ f0 (10)

ΔPESS � kd,ESSs + kp,ESS( ) × fESS
dead (11)

devf � f − f0 (12)

fESS
dead �

−devf , if devf > 0( ) and devf| |>fESS
dead,up( )

devf , if devf < 0( ) and devf| |>fESS
dead,down( )

0, others

⎧⎪⎪⎨⎪⎪⎩ (13)

PESS| |≤PESS,max (14)

2.2.3 VSG control of photovoltaic system (PV-VSG)
Both PV and ESS operate as IBRs, thus their control concepts are

fundamentally similar. The dynamic models of these devices are
established based on the PV model of DIgSILENT (Marinopoulos
et al., 2011). The main distinction in P-f control loop between PV
and ESS lies in PV-VSG requiring pre-curtailment, Pcurt, to achieve
upward frequency regulation. However, operating PV away from its
MPP inevitably impacts economic benefits. Therefore, this paper
proposes an ACD method to optimize pre-curtailment, which will
be detailed in Section 3.

Similarly, during frequency fluctuations, adjusting PV output
power using virtual inertia kd,PV and damping coefficients kp,PV can
effectively regulate frequency, as described by Equation 15
(Marinopoulos et al., 2011). The practical impact of frequency
deviation on the power output of PV-VSG can is illustrated in
Equation 16.

According to the deadband design, slight increases in frequency
are initially managed by ESS. However, significant frequency
increases may require curtailing PV output. Therefore, the upper
bound of the PV-VSG deadband fPV

dead,up is designed to be greater
than the lower bound fPV

dead,down, ensuring PV-VSG sensitivity to
frequency-drop events over frequency-raise ones. This approach not
only considers efficiency losses in ESS output but also enhances the
efficiency of PV generation.

As mentioned above, the reference value of PV power output is
reduced by pre-curtailment, Pcurt, from the MPP, PPV,MPP.
Additionally, the actual power output is adjusted by the
modulation amount due to frequency variations, ΔPPV, as shown
in Equation 17. It is essential that PV generation remains within
PPV,MPP, as indicated by Equation 18.

ΔPPV � kd,PVs + kp,ESS( ) × fPV
dead (15)

fPV
dead �

−devf , if devf > 0( ) and devf| |>fPV
dead,up( )

devf , if devf < 0( ) and devf| |>fPV
dead,down( )

0, others

⎧⎪⎪⎨⎪⎪⎩ (16)

PPV � PPV,MPP − Pcurt + ΔPPV (17)
0≤PPV ≤PPV,MPP (18)

3 PV-VSG adaptive curtailment
decision method

During frequency drop events, PV-VSG supports frequency
stability but requires additional energy, which may affect the
interests of PV operators. This paper introduces a two-stage
ANN-based ACD method for PV-VSG. The proposed ACD
model aims at minimizing power curtailment and reducing
frequency oscillations, as shown in Figure 5.

FIGURE 4
Power system control model (Li Z. et al., 2021).
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In the first stage, the power change rate (CR) of the system is
analyzed using historical data. Since power fluctuations can cause
frequency instability, PV-VSG is required to stabilize the system.
Once the CR is determined, the process moves to the second stage,
where the amount of mitigation required by PV-VSG is determined
by the frequency oscillations caused by the CR of both the PV system
and the load.

3.1 Data analysis and evaluation

Rapid fluctuations in PV generation can trigger frequency
oscillations in low-inertia island power systems. The VaR
method evaluates these risks based on event probabilities and
specific confidence levels (CL). By using historical data to
model probability distributions, VaR effectively assesses short-

term PV fluctuation risks and system responses at
specific locations.

For instance, Figure 6A depicts the probability density function
(PDF) and cumulative distribution function (CDF) illustrating PV
power CR, refer to Equation 19. When PV generation abruptly
increases, PV-VSG controller can easily reduce PV power output
without prior reservation. Therefore, higher negative variations in
PV power changes are considered riskier, with larger negative
changes indicating higher risk levels.

In addition to PV power fluctuations, variations in load also
influence frequency dynamics. Therefore, the VaR method should
analyze two-dimensional PDF for both PV and load CR, as
illustrated in Equation 20. Figure 6B presents the two-
dimensional PDF of the system under consideration. Although
PV power variations can reach up to 50%, their occurrence
probability is exceedingly low.

FIGURE 5
Training data processing and architecture of PV-VSG ACD model.
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In the first stage of the proposed ACD model, a 2D PDF of the
system is analyzed based on historical load demand and PV
generation data. The operator then determines a CL for system
stability. Based on the specified CL, CR for both the load and PV are
derived, representing the expected maximum CR.

Figure 6A provides an example where the operator sets the CL at
90%. This means there is a 90% probability that PV’s CR will be less
than the PV change rate corresponding to the 90% CDF. In other
words, the proposed method regulates PV-VSG frequency based on
the worst-case scenario within the 90% probability range. The larger
the CR, the more conservative the evaluator is, resulting in a greater
amount of power curtailment required by PV-VSG.

Finally, the CRs of the load and PV derived from the data
analysis are set as dynamic simulation events in DIgSILENT. These
dynamic simulation events are repeatedly simulated in the second
stage to verify system stability.

ΔPPV
t � PPV

t − PPV
t−1

capinstall
× 100% (19)

ΔPL
t �

PL
t − PL

t−1
PL,peak

× 100% (20)

3.2 Power simulation and machine learning

In the second stage, historical data is combined with DIgSILENT
simulations to train a feedforward multilayer neural network (NN).
First, ACD model imports historical PV generation and load
consumption data sequentially, using each demand, PV
generation, and the current RE penetration rate as input data for
NN. Then, a dynamic simulation is performed in DIgSILENT
without curtailing PV generation. The power disturbance in the
dynamic simulation corresponds to the PV and load CR analyzed in
the first stage.

During the simulation, the frequency nadir is examined to
determine whether it drops below 59.5 Hz, which would trigger
under-frequency load shedding (UFLS). If the system frequency
does not trigger UFLS without the assistance of PV-VSG, a 0% PV
curtailment is recorded as the NN’s output data. However, if
frequency nadir drops below 59.5 Hz, PV generation is curtailed
by 0.1%, and the dynamic simulation is rerun.

The PV curtailment rate is gradually increased until frequency
nadir rises above 59.5 Hz. This total PV curtailment rate represents

the minimum curtailment amount necessary for PV-VSG to support
the frequency and prevent UFLS. This curtailment amount is also
recorded as the NN’s output data.

The proposed ACD model applies the above steps to historical
data from time t to tend, using the results as a training set for the NN.
This allows NN to learn the complex relationship between the inputs
and the desired pre-curtailment output. The NN comprised input,
output, and hidden layers with five neurons. Inputs from the
preceding layer are adjusted using weights and biases before
being processed by each neuron. Input signals were weighted and
summed to produce the output neuron Equation 21.

yk
j � f ∑N

i−1
WjiXi + bj⎛⎝ ⎞⎠ (21)

where f is the activation function; Wji is the connection weight; Xi
and bj are the input and deviation values, respectively.

The NN is trained using years of historical datasets,
demonstrating its capability to generalize and predict outcomes
similar to those observed in the training data. Training is facilitated
by the Levenberg-Marquardt algorithm, chosen for its effectiveness
in optimizing neural network parameters. The number of hidden
layers is determined empirically based on the model’s performance
during training and validation phases.

4 Simulation result

4.1 System parameters

The proposed method is validated for practical feasibility through
simulations on Wang-An Island in the Penghu Archipelago, Taiwan.
The power system and equipment of Wang-An Island were modeled
using DIgSILENT. Figure 7 illustrates the island grid topology with
three feeders, primarily powered by four 1 MWDGs. Due to the high
cost of power generation, the power company plans to invest in a
400 kWp PV and a 20 kW ESS, as detailed in Table 1.

The actual load and PV generation data from Wang-An Island
were used as inputs for the ACD model. This data consists of real
historical records taken every 15 min over the years 2018 and 2019.
Simulation scenarios were set based on this historical data to
perform dynamic simulation under VSG control. Moreover, the
analysis results using historical data from Wang-An Island are
shown in Figure 6.

FIGURE 6
(A) Schematic diagram of VaR on PV power variation with 90% confidence level (B) The probability distribution of load and PV generation variation.
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Island loads consist mainly of residential and small-scale
economic activities, varying from approximately 400 kW to
1,200 kW. On the island, due to high transportation costs, DG
generation cost is about $0.53 per kWh. This study further conducts
an economic feasibility analysis of the proposed method based on
the generation costs on the island.

4.2 PV-VSG dynamic simulation

Integrating VSG with IBR enhances inertia and helps mitigate
frequency fluctuations. However, using uncoordinated VSG
parameters in hybrid energy systems with multiple power sources
can lead to oscillations. Figure 8 illustrates the simulation results of
optimized ESS-VSG and PV-VSG parameters when operated
individually or simultaneously.

In the event of a sudden load increase, the frequency without
VSG experiences a sharp drop, reaching a nadir around 59.4 Hz.
Using only ESS-VSG with optimal parameters (green line)
significantly improves frequency dip. Conversely, employing only
PV-VSG with optimal parameters (red line) initially curtails PV
power. When the frequency drops suddenly, PV immediately
releases the reserved power to support frequency.

In this scenario, both PV-VSG and ESS-VSG with individually
optimized parameters enhance frequency response. However, when
ESS-VSG and PV-VSG with their respective optimal parameters are
operated together, as shown by the blue line, oscillations occur. This
demonstrates the necessity for coordinated VSG control parameters
in hybrid energy systems to maintain stability.

The effectiveness of PV-VSG control is validated using two
dynamic simulations with different levels of sudden load variations.
The event of scenario 1 is a load change of 80 kW, while scenario 2 is
a load change of 40 kW, as shown in Figures 9A, B. During the
simulation, ESS consistently operated in ESS-VSGmode to compare
the impacts with and without PV-VSG control.

Figures 9C, D show the frequency simulation results for
scenarios 1 and 2, respectively. The results demonstrate that with
PV-VSG, frequency fluctuations are effectively suppressed, with a

maximum improvement of 69% in frequency variation. However, in
Scenario 2, where the load drops by 40 kW, PV-VSG has no
noticeable effect, as shown in Figure 9D. This is because the
upward dead band of PV-VSG (fPV

dead,up) was set to 0.3 Hz to
minimize PV curtailment.

Figures 9E, F illustrate that the pre-curtailed power for PV-VSG
is set to 40 kW. Therefore, when PV-VSG control is activated, the
power output decreased from MPP to 360 kW. In both scenarios,
when the frequency suddenly drops, the pre-curtailed PV energy is
immediately released, providing frequency support. When the
frequency increases, PV generation is reduced by 17 kW to
suppress the frequency in Scenario 1. However, in scenario 2,
since the system frequency lower than 60.3 Hz, PV does not
respond to the frequency.

Due to the different dead band settings for ESS-VSG and PV-
VSG, their power outputs show different sensitivities to frequency.
As shown in Figures 9G, H, when the frequency suddenly drops and
additional power support is needed, PV immediately releases the
pre-curtailed energy, thereby reducing ESS discharge power.

Conversely, during a frequency increase, the required power is
mainly provided by charging ESS rather than reducing PV output, as
shown in Figure 9H. This design improves energy efficiency and
minimizes ESS charging and discharging losses. However, this
phenomenon is only evident when each type of power source
effectively suppresses frequency fluctuations. If the frequency
deviation exceeds the dead band, PV curtailment and ESS
discharge will still be triggered, as shown in Figure 9G.

4.3 Performance of the proposed
ACD model

Although PV-VSG can effectively suppress frequency
oscillations, it often leads to solar energy wastage. To enhance
the utilization of solar energy, this study proposes an ACD
model to predict the appropriate pre-curtailment amount.
Figure 10 compares the output of ACD model with the actual
demand obtained using the aforementioned analysis methods.

FIGURE 7
Single-line diagram of the actual outlying island system.
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TABLE 1 Parameters of the system.

Parameter Description Value

DG Nominal apparent power 1 MVA

Nominal voltage 0.48 kV

Acceleration time constant 0.4 s

Transient time constants 1.65 s

Subtransient time constants 0.015 s

Transient reactances 0.31 p.u.

Synchronous reactances 1.74 + j0.87 p.u.

Subtransient reactances 0.235 + j0.235 p.u.

Generation cost (cDG) 0.53 $/kWh

TR Rated power 1.5 MV A

Nominal frequency 60 Hz

Rated voltage 3.3/0.48 kV

Ratio X/R 5

Line Parameters per length 0.54 + j0.19 Ohm/km

ESS-VSG Deadband (fESS
dead,up/f

ESS
dead,down) 0.01/0.1 Hz

Rated power (PESS,max) 20 kW

Virtual inertia and damping coefficients (kd,ESS/ kp,ESS) 0.06/0.61

PV-VSG Deadband (fPV
dead,up/f

PV
dead,down) 0.3/0.01 Hz

Virtual inertia and damping coefficients (kd,PV/ kp,PV) 0.09/0.54

PV system Capital cost of PV system (Cpv capi) 1,667 $/kWp

Annual O&M cost (CO&M) 9%

Finance Discount Rate of year (ry) 2%

Decay rate of PV module (dpv) 1%

Lifetime of PV system (Lpv) 20 years

ESS Capital cost of energy capacity (Cole and Karmakar, 2023) $ 550

Capital cost of power capacity (Cole and Karmakar, 2023) $ 1,200

Life time 8 year

Charging/discharging efficiency 95%/95%

Financing Loan-to-Value Ratio (LTV Ratio, RLTV) 80%

Interest rate on the loan 1.6%

Loan term 20 year

MOGA Variables kd,ESS, kp,ESS, kd,PV, kp,PV

Lower bounds [0 0 0 0]

Upper bounds [10 50 10 50]

Populations 30

Iterations 100

Mutation 0.8
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The simulation results indicate that the ACD model accurately
determines an appropriate reservation amount based on
environmental conditions over the tested 5 days. The root mean
square error (RMSE) and mean absolute error (MAE), as defended
in Equation 22 and Equation 23 (Zhang et al., 2023). For the
prediction errors are 1.34% and 0.93%, respectively.

To ensure stable system operation, it is preferable for the ACD
output to slightly exceed the actual demand. There may be instances
of insufficient reservations during certain periods. However, the
ACD calculates curtailment based on the maximum rate of change
(key-CR) occurring at a specific confidence level. Therefore, within a
manageable risk range, the reserved power determined by ACD
ensures that PV-VSG effectively suppresses frequency oscillations
while minimizing solar resource wastage.

RMSE �

����������������
1
N

∑N
i�1

Pactl − Ppre

capinstall
( )2

√√
(22)

MAE � 1
N

∑N
i�1

Pactl − Ppre

capinstall

∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣∣ (23)

The pre-curtailment strategy directly impacts the feasibility of
the PV-VSG. Excessive curtailment may lead to suboptimal
performance, while insufficient curtailment could limit PV
hosting capacity due to stability concerns, ultimately affecting
power supply cost. As an example from the aforementioned
simulation case, Figure 11 illustrates the impact of different pre-
curtailment methods on frequency and PV power output.

As observed from the figure, without the PV-VSG, the PV
operates at MPP. During a sudden increase in net load, the PV
output not only fails to maintain its power level but also slightly
decreases, potentially leading to more severe frequency fluctuations.
With the traditional fixed 20% curtailment method, the frequency
nadir following the disturbance is relatively high due to the sufficient
reserved energy available for frequency support. However, the
excessive curtailment adversely affects cost-effectiveness.

With the traditional fixed 10% curtailment method, the energy
wastage is halved, but the frequency nadir following the disturbance

falls below the permissible lower frequency limit of 59.5 Hz. This
highlights the challenge for operators in accurately predicting the
required power curtailment for PV-VSG reserve. Utilizing the
proposed ACD model, it is determined that the optimal
curtailment for this scenario should be 12.5%. This adjustment
raises the frequency nadir to 59.54 Hz, which is just above the
lower frequency limit, indicating that the curtailment is sufficient
without excessive energy waste.

4.4 Optimal VSG parameters

This study employs MOGA to determine the optimal control
parameters for a dual-objective function. The parameters used by
MOGA are detailed in Table 1. The final Pareto front of all non-
dominated solutions is shown in Figure 12A. The frequency
response results under the control parameters of the best and
compromise solutions for each objective are compared in
Figure 12B. The responses correspond to the minimum Δfnadir

(red), the shortest tset (green), and the solution closest to the origin
on the Pareto front (blue).

From Figure 12B, it can be observed that the red frequency curve
achieves the smallest Δfnadir but requires a longer tset than the green
curve. This study selects the compromise solution as the control
parameters for PV-VSG and ESS-VSG. For PV, kd,PV = 0.09 and
kp,PV = 0.54, while for ESS, kd,ESS = 0.06 and kp,ESS = 0.61.

Figures 12C, D show the active power responses of PV and ESS
under different control parameters. It is noteworthy that when PV
without VSG control, PV output decreases instantly during the
system frequency drop, as shown by the black curve in Figure 12C.
This not only fails to support the frequency but also has a
counterproductive effect.

4.5 Renewable penetration and utilization

Although PV-VSG effectively suppresses frequency oscillations,
PV curtailment results in solar resource wastage, potentially reducing

FIGURE 8
Uncoordinated VSG parameters in hybrid energy systems: (A) frequency (B) PV power output (C) ESS discharging power.
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the efficiency of RE investments. However, due to the increased PV
hosting capacity contributed by PV-VSG, the power supply cost can
be reduced by decreasing the use of diesel power generation.
Therefore, this section will analyze the benefits of PV-VSG.

4.5.1 Evolution of PV available hosting capacity
The peak load on Wang-an Island is 1,200 kW. According to

local operating instructions, at least one DG is required to be
operational. Since the DG’s minimum operating point is 200 kW,

FIGURE 9
The PV-VSG dynamic simulation results, including (A, B) load power, (C, D) PV power, (E, F) frequency, and (G, H) ESS discharging power under
scenarios 1 and 2.
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the PV installed capacity is limited to less than 1,000 kWp to ensure
power balance. In addition, the PV hosting capacity on islands is
constrained by the grid’s ability to tolerate fluctuations, which is
often related to the risk tolerance of the operator because the
variation of PV has randomness.

In principle, the higher the risk the operator is willing to accept,
the greater the PV available hosting capacity. For instance, with a
VaR of 5%, this means that the environmental fluctuations that the
power grid must withstand should cover 95% of the possible
scenarios. In the following simulations, VaR is set to 10%, 5%,
and 1% for analysis, respectively.

Apart from the allowable risk, the pre-curtailment strategy used
for PV-VSG also affects the grid’s ability to withstand fluctuations.
Based on the aforementioned dynamic simulations, the following
analysis will examine the impact of different VaR settings and pre-
curtailment strategies of PV-VSG on the frequency nadir after a
fluctuation occurs, in order to estimate the PV available hosting
capacity under various scenarios, as shown in Figure 13.

To prevent widespread power outages triggered by low-
frequency protection relays, the frequency nadir during

oscillations should remain above 59.5 Hz. From Figure 13A, it is
evident that with a VaR set to 10%, the maximum allowable installed
PV capacity is approximately 820 kWp, even without PV-VSG.With
PV pre-curtailment levels set at fixed 10% and 20%, PV-VSG can
maintain frequency nadir above 59.9 Hz, even when the installed PV
capacity reached the upper limit of 1,000 kWp.

Figure 13A shows that when VaR is set at 10%, using the
proposed ACD method no longer improves the hosting capacity,
as the traditional method is sufficient to handle 1,000 kWp which
considers the upper limit of power balance. However, in this case,
the frequency nadir with the ACD method is 59.52 Hz, which is
closer to the allowable lower frequency limit of 59.5 Hz compared to
the traditional method’s 59.9 Hz. This suggests that the ACD
method can make smarter decisions regarding power reservation
to reduce solar resource wastage within permissible limits, as will be
reflected in the following cost analysis. In Figure 13B, under more
stringent conditions such as VaR = 5%, the maximum allowable
installed PV capacity decreases to 400 kWp without PV-VSG
implementation. This indicates that higher CL requirements lead
to a reduction in the allowable installed PV capacity.

FIGURE 10
Numerical simulation results of the proposed ACD method.

FIGURE 11
Numerical simulation results of the different pre-curtailment method (A) frequency (B) PV power output.
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As shown in Figure 13C, further increasing the CL to 99%
(i.e., VaR = 1%) restricts the PV hosting capacity without PV-VSG to
only 150 kWp. In contrast, with PV-VSG, a fixed 10% curtailment
allows for an installed capacity of 720 kWp. Both the fixed 20%
curtailment and the proposed ACD can still accommodate a
1,000 kWp PV system.

The analysis demonstrates that when the operator selects a lower
risk level (i.e., VaR = 1%), the absence of PV-VSG implementation
significantly constrains the PV hosting capacity. Conversely, with
the implementation of PV-VSG, both the proposed ACD method
and the fixed 20% curtailment strategy can achieve the same hosting
capacity. However, the proposed ACD method offers adaptive
curtailment based on real-time conditions, thereby minimizing
solar energy wastage. The impact on cost-effectiveness will be
analyzed in the following sections.

4.5.2 Levelized cost of electricity calculation
To evaluate the cost-effectiveness under different scenarios, this

study presents the 20-year supply cost using the levelized cost of
electricity (LCOE) metric. The LCOE can be calculated by Equation
24. The total cost includes the initial investment and annual
expenditure costs, as shown in Equation 25. The initial
investment cost is mainly the cost of establishing PV system,
which is the product of PV installation capacity, cappv (kWp),
and PV unit capital cost, Cpvcapi ($/kWp). If partial financing is used,
then the loan-to-value ratio RLTV needs to be considered.

The partial financing is beneficial to mitigate the initial capital
investment. The reduction will be transferred to annual
expenditures. Assuming the loan follows principal amortization

method, the annual payment of financing , cloanyr , can be calculated
by Equation 26 (Standard chartered, 2024). Where rL is borrowing
interest rate. Lpv represents the lifetime of PV system. Here assumes
the loan duration is equal to Lpv.

The initial investment also includes the cost of establishing ESS,
which can be calculated by the power and energy capacity, capESS,kW

and capESS,kWh, and their unit cost, CESS,kW and CESS,kWh. In the
annual expenditures, in addition to the aforementioned loan
repayments, cloanyr , the system’s operation and maintenance
(O&M) costs, CO&M, and DG costs are also included. The DG
cost involves multiplying DG generation, PDG

t , by its unit cost, cDG.
The annual costs are discounted to their present values, as shown in
Equation 25. Where ry represents the discount rate.

In addition, apart from the PV generation, all the load on the
island must be supplied by the DG. Therefore, DG generation can be
calculated by Equation 27. The annual DG generation is equal to the
loadminus the PV available generation and the curtailment required
for PV-VSG, PPV,curt

t,yr . It is assumed that the PV system degrades
annually at a rate of dpv. The curtailment amount varies depending
on the curtailed method adopted.

LCOE � total cost $( )
total supply load kWh( ) × 100% (24)

total cost � Cpvcapi · cappv · 1 − RLTV( ) + CESS,kW · capESS,kW

+ CESS,kWh · capESS,kWh

+ ∑Lpv
yr�1

CO&M + ∑T
t�1

cDG · PDG
t,yr( ) + cloanyr

1 + ry( )yr (25)

FIGURE 12
Results of optimal parameters searching (A) Pareto front (B) frequency (C) PV power output (D) ESS power output of different solutions.
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cloanyr � Cpvcapi · cappv · 1 − RLTV( ) · rL · 1 + rL( )Lpv
1 + rL( )Lpv − 1

(26)

PDG
t,yr � P

Load

t,yr
− PPV

t,yr × 1 − dpv( )yr − PPV,curt
t,yr (27)

4.5.3 Scenario study
Based on the above analysis, the maximum installed PV capacity

corresponding to different VaR values and pre-curtailment methods
can be used to further calculate the annual PV and DG generation, as
shown in Figures 14A, B. The LCOE for each scenario is shown in
Figure 14C. The LCOE for Wangan Island without PV installation
was 0.305 (USD/kWh).

Due to the high transportation costs for islands, installing PV
reduces supply costs, regardless of whether PV-VSG is adopted.
Furthermore, when the VaR was set to 10%, considering a more
lenient assessment of environmental fluctuations, an 820 kWp PV

system could be installed even without using PV-VSG. In this case,
PV-VSG does not contribute to further cost reduction, despite the
increase in allowable PV installed capacity, because the curtailed
amount also affects the costs.

If the operator decides to reduce risk by setting VaR at 5%, the
scenario without PV-VSG only allowed 400 kWp of PV. Therefore,
the advantages of PV-VSG become evident. The pre-curtailment
using the proposed ACD showed the most significant difference,
reducing LCOE by 8.8% compared with the scenario without PV-
VSG. The improvement is significantly better than that of the
traditional fixed 20% pre-curtailed method (Zhong et al., 2022;
Tarraso et al., 2017), but only shows minor differences compared
to the fixed 10% pre-curtailed method (Hua et al., 2017; Zhang
et al., 2020).

Furthermore, if the VaR decreases to 1%, which is typically closer to
the risk level acceptable to power system operators, the LCOE without

FIGURE 13
Frequency nadir after system disturbance for different PV installed capacities and VaR of the considered island (A) VaR = 10% (B) VaR = 5% (C) VaR =
1%. (Hua et al., 2017; Zhang et al., 2020; Zhong et al., 2022; Tarraso et al., 2017).
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PV-VSG is 0.3 (USD/kWh). The LCOE using the fixed 10% (Hua et al.,
2017; Zhang et al., 2020) and the fixed 20% (Zhong et al., 2022; Tarraso
et al., 2017) pre-curtailed method are 0.27 (USD/kWh) and 0.267

(USD/kWh), respectively. This indicates that although the fixed 20%
pre-curtailed method wastes more solar energy, the allowable PV
installed capacity is higher, resulting in a decreased LCOE.

FIGURE 14
The (A) PV and (B) DG generation under different VaR values and pre-curtailment methods (C) LCOE ($/kWh) of different VaR values and pre-
curtailment methods; LCOE of different (D) DG generation cost, (E) PV capital cost, and (F) DG growth rate. (Hua et al., 2017; Zhang et al., 2020; Zhong
et al., 2022; Tarraso et al., 2017).

Frontiers in Energy Research frontiersin.org16

Wu et al. 10.3389/fenrg.2024.1460940

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1460940


The proposed ACD can accommodate 1,000 kWp of PV, similar
to the fixed 20% pre-curtailed method. Through intelligent control
of pre-curtailment, solar energy wastage is effectively reduced,
resulting in LCOE decreases to 0.26 (USD/kWh). Compared to
not using PV and not using PV-VSG, the LCOE is reduced by
14.75% and 13.33%, respectively.

The above analysis shows that the lower the risk tolerance, the
lower the PV penetration allowed. Through PV-VSG technology,
the allowable PV installed capacity can be effectively increased.
However, pre-curtailment and associated cost need to be carefully
weighed. When risk tolerance is high, PV-VSG may not
demonstrate significant benefits. However, when the operator
opts for a lower risk level, such as VaR = 1%, the proposed ACD
enhances the benefits of PV-VSG, outperforming traditional fixed
pre-curtailment methods (Liu et al., 2022).

This paper further examines the effects of certain external
variables on the LCOE. The VaR for the simulations is
consistently set at 1%. As illustrated in Figure 14D, when DG
generation cost increases, in addition to the overall increase in
LCOE, the benefits of employing PV-VSG are enhanced. This is
attributed to the increased cost of DG-supplied electricity that can be
substituted by PV energy. As a result, assuming the cost of DG
generation increases from 0.437 ($/kWh) to 0.562 ($/kWh), the
reduction in LCOE achieved by employing the PV-VSG with ACD
pre-curtailment method can increase from 0.04 ($/kWh) to
0.05 ($/kWh).

In contrast, the sensitivity of the LCOE to changes in PV capital
costs is minimal. This is because the cost of PV installation only
affects the initial investment, and its proportion of the total cost is
limited. As shown in Figure 14E, even when the PV capital cost
decreases from 1,563 ($/kWp) to 1,375 ($/kWp), the impact on
LCOE is not significant. This suggests that PV installations can
proceed immediately without the need to wait for further reductions
in PV capital costs.

Moreover, if the DG cost is not a fixed value but increases
annually due to inflation, Figure 14F demonstrates that as the DG
cost growth rate rises from 2% per year to 5% per year, the reduction
in LCOE achieved by employing the PV-VSG with ACD method
also increases from 0.05 ($/kWh) to 0.06 ($/kWh), representing a
20% increase. Although the future DG cost growth rate is difficult to
predict, the global trend toward carbon reduction suggests that the
cost of using fossil fuels may continue to rise, which will also
enhance the practical value of the technologies proposed in
this paper.

5 Conclusion

This paper proposes a parameter design method for an island
hybrid energy system with VSG control in IBRs, including ESS and
PV system. The proposed method employs MOGA to optimize
control parameters, addressing both the maximum frequency nadir
and minimum settling time. During optimization, the method
integrates the DIgSILENT dynamic model to ensure stable
operation of the multi-source parallel system, preventing
abnormal disturbances.

To address the issue of pre-curtailment requirements affecting
the benefits of PV-VSG, this paper proposes a two-stage ANN-based

ACD method to dynamically assess the pre-curtailment needed for
PV-VSG systems. To validate its feasibility, this study combines the
VaR method, incorporating two stochastic variables, with dynamic
simulations to estimate the maximum allowable PV installed
capacity in an islanded system under a specific risk level.

By integrating VaR with LCOE calculations, it is evident that if
operators are willing to accept higher risk, the allowable PV
penetration can be increased. For an island with high
transportation costs, this could help reduce LCOE of electricity
but also raises the probability of power outages due to net-load
fluctuations.

When VaR is 1% or lower, indicating lower risk tolerance, the
proposed ACD method can more accurately determine the required
PV pre-curtailment. Therefore, the reduction in PV energy wastage
enhances the cost-effectiveness of adopting PV-VSG. Compared to
traditional fixed pre-curtailed methods of 10% and 20%, the LCOE
savings can be improved by 29.35% and 16.74%, respectively.
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