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Accurate prediction of photovoltaic power generation is of great significance to
stable operation of power system. To improve the prediction accuracy of
photovoltaic power, a photovoltaic power generation prediction machine
learning model based on Transformer model is proposed in this paper. In this
paper, the basic principle of Transformer model is introduced. Correlation
analysis tools such as Pearson correlation coefficient and Spearman
correlation coefficient are introduced to analyze the correlation between
various factors and power generation in the photovoltaic power generation
process. Then, the prediction results of traditional machine learning models
and the Transformer model proposed in this paper were compared and
analyzed for errors. The results show that: for long-term prediction tasks such
as photovoltaic power generation prediction, Transformer model has higher
prediction accuracy than traditional machine learning models. Moreover,
compared with BP, LSTM and Bi-LSTM models, the Mean Square Error (MSE)
of Transformer model decreases by 70.16%, 69.32% and 62.88% respectively in
short-term prediction, and the Mean Square Error (MSE) of Transformer model
decreases by 63.58%, 51.02% and 38.3% respectively in long-term prediction,
which has good prediction effect. In addition, compared with the long-term
prediction effect of Informer model, Transformer model has higher prediction
accuracy.
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1 Introduction

With the proposal of the Dual Carbon goals in China, reaching Carbon Peaking in the
power industry has become an inevitable requirement for the development of the industry.
The application of clean energy power generation technologies such as photovoltaic is an
important measure to serve the country to achieve the goal of Carbon Peaking and Carbon
Neutrality (Caineng et al., 2020; Han et al., 2022). With the large-scale expansion of
photovoltaic power generation throughout the country, photovoltaic power generation
prediction has gradually become an important issue in the photovoltaic power generation
industry, and accurate photovoltaic power generation prediction is of great significance for
the power station scale planning and power grid planning.

At present, there are many kinds of machine learning models used for photovoltaic
power generation prediction. Among them, the more common machine learning models
include long short-term memory network (LSTM), Bi-directional Long Short-Term
Memory (Bi-LSTM), Back Propagation neural network (BP), Recurrent Neural Network
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(RNN), Gated Recurrent Unit (GRU) and Bidirectional Gated
Recurrent Unit (Bi-GRU). These models are based on the
extension and improvement of RNN structure (Nwaigwe et al.,
2019; Liu, 2022), and have good prediction effect for the
conventional data volume. However, with the rapid expansion of
the scale of photovoltaic power generation and the substantial

increase in the amount of data, the limitations of the traditional
machine learning models have gradually shown. For example, for
the large data volume tasks, the traditional machine learning models
has a long computing time and limited data processing capacity,
which may lead the prediction accuracy to be reduced (Liu, 2022).
Due to its unique self-attention mechanism, the Transformer model

FIGURE 1
Architecture of the Transformer model.

FIGURE 2
The flow chart of the self-attention mechanism.
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greatly improves the computing power and processing efficiency,
and performs well in the face of sequential problems and various
regression problems. At present, researchers have mainly applied it
to machine translation, semantic understanding, speech recognition,
dialogue system and other fields, many results have been achieved,
but it is not used much in the field of photovoltaic power generation
prediction. Similarly, among the newly proposed models in recent
years, Informer model, as an optimization of Transformer model, is
innovative in that it adopts ProbSparse attention mechanism, self-
attention distilling and generative decoder to improve the
computational efficiency of the model. The model is good at
extracting key information and optimizing the self-attention
mechanism. At present, this model is rarely used in the field of
photovoltaic power generation prediction.

Additionally, in the current photovoltaic power generation
forecasting work, the selection of prediction factors is lack of unity,
different researchers have great differences in the selection of prediction
factors when predicting photovoltaic power generation. However, as a
complex problem affected by many factors, the absence of important
prediction factors will greatly affect the accuracy of the final prediction
results. In addition, the selection of redundant factors not only increases
the workload of data collection, but alsomay lead to excessive irrelevant
factors and reduce the prediction effect. However, at present, few

researchers have systematically analyzed the selection of prediction
factors. This results in the current photovoltaic power prediction
process lacking clear guidance for the selection of prediction factors.
To solve the above problems, this paper will comprehensively discuss
the correlation of prediction factors and the prediction results of
various models.

In this paper, firstly, the basic principle of Transformer model is
introduced, and its advantages in photovoltaic power generation
prediction are analyzed. Secondly, the correlation analysis of each
factor in the prediction of photovoltaic power generation is carried
out, and the effective factors which can be used in the prediction of
power generation is selected according to the analysis results.
Finally, three traditional machine learning models, LSTM, Bi-
LSTM and BP models, as well as the Transformer-like model
(Informer), are compared with Transformer model, and the
prediction accuracy and data fitting degree of each machine
learning model have been analyzed.

2 Transformer model

The Transformer model was first proposed in 2017. Its biggest
feature is that it abandons the traditional CNN and RNN structure,
and the entire network structure is completely composed of self-
attention mechanism. The network structure of Transformer model
is shown in Figure 1, where the left half is the encoder block and the
right half is the decoder block. The encoder consists of input, self-
attention mechanism and feed-forward network. The structure of
the decoder is similar to that of the encoder. Its input information is
provided by the output, with the difference that the input to the
encoder is the source sequence, while the output to the decoder is the
target sequence. The self-attention mechanism of the decoder
contains two Multi-Head Attention layers, and the first Multi-
Head Attention layer adopts Masked operation. The main
function of Masked operation is to use only the past information
(the previous sequence tensor) when parameters are updated, rather
than the present or future information. The second Multi-Head
Attention layer integrates encoder and decoder output information.
Finally, the decoder block output is converted to the final output by a
fully connected layer Linear and Softmax (Vaswani et al., 2017).

Since Transformer model does not adopt the structure of RNN,
it cannot directly capture the order information of the input
sequence. Therefore, it is necessary to use the positional encoder
to add position information to the word vector in Transformer
model. Positional encoding is composed of positional encoder. The
positional encoder obtains the word vector matrix with position
information by adding the word vector and position vector, in which
the position information PE is arranged according to the
trigonometric formulas 1–3 as follows:

PE pos, 2i( ) � sin
pos

10000
2i

dmodel

( ) (1)

PE pos, 2i + 1( ) � cos
pos

10000
2i

dmodel

( ) (2)

Where pos is the absolute position of the word vector in the
context, dmodel represents the dimension of the word vector, and i
represents the dimension of each value in the position vector.

FIGURE 3
The calculation flow chart of the self-attention mechanism.

TABLE 1 Classification of correlation coefficients.

Correlation Criterion

Perfectly correlation |ρ| = 1

Highly correlation |ρ| > 0.8

Strong correlation 0.61< |ρ| < 0.8

Moderate correlation 0.41< |ρ| < 0.6

Weak correlation 0.21< |ρ| < 0.4

No correlation |ρ| < 0.2
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Multi-Head Attention is the main component of encoder and
decoder, which is realized by combining several self-attention
mechanisms. Figures 2, 3 show the self-attention mechanism
implementation method and calculation flow respectively. Each
input vector an has a unique corresponding output vector bn, and
each output vector bn is generated by the joint action of all input
vectors an. This is sufficient to ensure that all output results are
associated with their input sequences. The self-attention mechanism
is calculated as shown in formulas 3–6:

X × WQ � Q (3)
X × WK � K (4)
X × WV � V (5)

Attention Q,K ,V( ) � sof tmax
Q × KT��

dk

√( )V (6)

In the formula, Xmatrix is the word vector matrix processed by the
position encoder,WQ,WK andWV are all weightmatrices, andXmatrix
is dot multiplied with them respectively to obtain corresponding Q, K
and V matrices. The V matrix is the Value matrix, and the Q and K
matrices are the Query matrix and the Key matrix.

Multi-Head Attention consists of eight sets of self-attention
mechanisms. By concatenating the calculation results of these eight
self-attention mechanisms, the output of the Multi-Head Attention
is obtained.

For the photovoltaic power generation prediction studied in
this paper, it generally has high requirements on the prediction
length, and it is necessary to obtain the predicted value of
photovoltaic power generation in a long period of time in the
future as much as possible to help the power grid to carry out
power scheduling. At the same time, there are many factors
affecting photovoltaic power generation, including the global
horizontal radiation, humidity and other environmental
factors, so photovoltaic power generation prediction
essentially belongs to a long-sequence prediction problem.
However, in the long-sequence forecasting, the traditional
machine learning models has some limitations, such as LSTM
and Bi-LSTM are difficult to accurately and comprehensively
capture the feature relationship between variables when solving
the multi-variable forecasting, which results in the increase of the
model prediction error (Das et al., 2018; Sansa et al., 2021). In
addition, in the face of complex functions with multiple variables,
traditional machine learning models (such as BP model) are
easily limited to local extreme values, leading to training
failures, and thus affecting the prediction accuracy (Qing and
Niu, 2018; Wang et al., 2019; Jiang et al., 2021; Yin and Xie, 2021).
Compared with the above traditional machine learning models,
the Transformer model can better capture the dependencies
among long sequence input variables due to its unique self-
attention mechanism, and can train global information at the
same time, which makes the Transformer model show great
potential in the face of multivariate long-sequence forecasting
(Vaswani et al., 2017).

Therefore, this paper will use Transformer model to forecast
photovoltaic power generation, and compare with traditional machine
learning models such as LSTM, Bi-LSTM and BP model, as well as
Transformer-like model (Informer) to verify the practical application
effect of Transformermodel in photovoltaic power generation prediction.

3 Correlation analysis of photovoltaic
power generation prediction factors

In this study, the data comes from the Australian Desert
Knowledge Solar Centre (DKASC), Alice Spring Photovoltaic
System (Dkasolarcentre, 2024), their data is open and free to use.
The photovoltaic system comprises 22 modules with a capacity of
265W, has a peak power output of 5.83kW, and the material of
the photovoltaic cells is poly-Si. The array tilt of the photovoltaic
power generation system is 20°, azimuth is/0° (solar north) (Zhou
et al., 2020). The sampling time was from 1 January 2019 to

TABLE 2 Results of correlation coefficients.

Factors Pearson correlation Spearman correlation

diffuse horizontal radiation 0.589 0.865

humidity −0.398 −0.438

global horizontal radiation 0.995 0.935

rainfall −0.028 −0.025

temperature 0.368 0.450

FIGURE 4
Analysis of prediction factors correlation.
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31 December 2023, and the sampling frequency was 5 min. A
total of 456,217 pieces of data were obtained after data
preprocessing and removal of incomplete data. Among them,

the number of feature attributes is 7, including time, global
horizontal radiation (GHR), diffuse horizontal radiation
(DHR), rainfall, temperature, humidity and power generation,

FIGURE 5
Scatter plots of prediction factors-power generation. (A) Relationship between Rainfall and power generation. (B) Relationship between diffuse
horizontal radiation and power generation. (C) Relationship between Humidity and power generation. (D) Relationship between Temperature and power
generation. (E) Relationship between global horizontal radiation and power generation.

Frontiers in Energy Research frontiersin.org05

Zhou et al. 10.3389/fenrg.2024.1452173

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1452173


which are widely used by scholars for photovoltaic prediction. In
the training phase, in order to reduce the influence of outliers,
12 sets of data per hour were summarized. Besides, the global
horizontal radiation, diffuse horizontal radiation and power
generation were summed, and the rainfall, temperature and
humidity were averaged. After that, the results of photovoltaic
power generation data with 1-h sampling frequency can be
obtained, and a total of 38019 data were obtained in this paper.

Five characteristic attributes except power generation and time
are used as the initial factors of photovoltaic power generation
prediction, Pearson correlation coefficient and Spearman
correlation coefficient are introduced as the basis of correlation
analysis and judgment, and the correlation between each factor and
photovoltaic power generation is studied.

3.1 Correlation coefficient

Pearson correlation coefficient r is one of the main means to
analyze the correlation of factors, which can be used to measure the
linear relationship between two random variables, and its formula is
shown in formula 7:

r � ∑n
i�1 Xi − �X( ) Yi − �Y( )������������∑n

i�1 Xi − �X( )2√ ������������∑n
i�1 Yi − �Y( )2√ (7)

Where Xi and Yi respectively represent the i th observation
value of the two variables, �X and �Y respectively represent the
mean value of the two variables, and n represents the number of
sample sets. The value range of Pearson correlation coefficient is
[-1,1]. When the correlation coefficient is positive, it indicates
that the variables are positively correlated; when it is negative, it
indicates that the variables are negatively correlated; the greater
the absolute value of the coefficient, the stronger the correlation;
when the value is 1, it indicates that the variables are completely
correlated.

The use of Pearson correlation coefficient has a specific premise,
that is, the evaluation data should meet the principle of continuous,
linear, and normal distribution. However, for the photovoltaic power
generation forecast data in this paper, it is impossible to judge the
variable distribution relationship of the original data. Therefore,
Spearman correlation coefficient ρ is also introduced for correlation
evaluation. This method is used for correlation analysis based on the
rank size of variables and does not require the distribution of original
variables. It belongs to non-parametric statisticalmethod and has awide
application range. The calculation formula of Spearman correlation
coefficient is shown in formula 8:

ρ � 1 − 6∑n
i�1d

2
i

n n2 − 1( ) (8)

In the formula, di represents the rank difference between Xi

and Yi, that is, the difference between the positions of data after
Xi and Yi data are sorted from smallest to largest (Li
et al., 2022).

Correlation coefficients evaluation is described in Table 1, in
which no correlation includes two cases of no correlation between
variables and nonlinear correlation between variables. The
correlation coefficient alone cannot be used to distinguish, so the
scatter plot distribution of variables is needed to further judge the
relationship between variables.

3.2 Correlation calculation result

Bring the above five prediction factors into the correlation
coefficient calculation formula to calculate the correlation
between each factor and photovoltaic power generation, and the
results are shown in Table 2:

For the convenience of presentation, the absolute value of
the correlation coefficient is plotted as a bar chart, as shown in
Figure 4. It can be found from the figure that there is a strong
correlation between the global horizontal radiation and
photovoltaic power generation, and the correlation
coefficient reaches more than 0.93. Secondly, there is a
moderate correlation between temperature, humidity and
photovoltaic power generation, and the correlation
coefficient is about 0.4. The absolute value of correlation
coefficient between rainfall and power generation is very low,
showing no correlation. The correlation between the diffuse
horizontal radiation and the power generation has a large
difference in the Pearson correlation coefficient and
Spearman correlation coefficient, but both remain above 0.5,
showing a strong correlation.

Furthermore, to analyze whether there is a non-linear
relationship between various prediction factors and power
generation, 38019 data points were plotted as scatter plots of
“prediction factors-power generation”, as shown in Figure 5.
From the graph, it can be observed that the scatter plots of
total solar radiation, humidity, and temperature all exhibit strong
data concentration, which is consistent with the calculated
correlation coefficients. In addition, it can be observed that
the scatter plot of diffuse horizontal radiation also exhibits
strong distribution characteristics in the dataset. However,

FIGURE 6
Training loss curves of different models.
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there is not a complete linear relationship between the diffuse
horizontal radiation and power generation. This finding explains
the phenomenon that there is a significant difference in the
Pearson correlation coefficient and Spearman correlation
coefficient values in the correlation analysis between the
diffuse horizontal radiation and power generation. The
Pearson correlation coefficient has representation defects when
facing non-linear relationship analysis problems such as
scattered radiation value--power generation, and cannot
accurately represent the strength of correlation between
variables. The reason for this phenomenon is that photovoltaic
power generation is influenced by multiple factors, and diffuse
horizontal radiation is only one of the influencing factors.
Therefore, there may be a non-linear relationship between
diffuse horizontal radiation and photovoltaic power
generation. The author believes that diffuse horizontal
radiation still needs to be considered in photovoltaic power

generation prediction. The scatter plot of rainfall shows
obvious dispersion, indicating that its impact on photovoltaic
power generation is minimal, and this factor can be ignored in
power generation prediction.

In summary, in the prediction of photovoltaic power,
temperature, humidity, global horizontal radiation and
diffuse horizontal radiation should be used as the main
prediction factors, while the rainfall and other factors should
be reduced.

4 Prediction results and analysis of
photovoltaic power generation

In this study, the training set and the test set were divided
according to the 4:1 ratio, that is, the first 80% of the data set
sequence was divided into the training set and the last 20% into the

FIGURE 7
Comparison of actual and predicted values in short-term prediction. (A) Power generation comparison between the Transformer model and actual
values over 30 data entries. (B) Power generation comparison between the BP model and actual values over 30 data entries. (C) Power generation
comparison between the LSTMmodel and actual values over 30 data entries. (D) Power generation comparison between the Bi-LSTMmodel and actual
values over 30 data entries.
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test set. Photovoltaic power generation is predicted using Python on
the Windows operating system. Based on the prediction factors
analyzed in Section 2.2, power generation is predicted under the
same data set, and the prediction results of Transformer model are
compared with those of traditional machine learning models.

4.1 Short-term prediction results

During the training of data set, epochs were set to 100 times, and
the learning rate was continuously optimized and adjusted to get the
best training model (Luo et al., 2021). Figure 6 shows the change
trend of loss value for each model response with training epoch.
When the training epoch reaches 100, the training loss of LSTM, Bi-
LSTM, BP, Informer and Transformer are 0.252, 0.378,
0.397,0.761 and 0.075, respectively. It can be found that
Transformer has the lowest training loss among all models.

Then, under the background of a 7-day short-term prediction,
the training model was used to test the test set. Due to the large
amount of data, 30 data prediction results were randomly selected
from the test set to compare with the actual power generation for
convenience of display, as shown in Figure 7.

As can be seen from the figure, the prediction result of
Transformer model is basically consistent with the actual value,
and BP, LSTM and Bi-LSTM models also achieve good prediction
effect. Furthermore, in order to quantify the prediction accuracy of
the four models, Mean Squared Error (MSE) and Coefficient of
Determination (R2) are introduced to evaluate the prediction effect
of each model. The calculation formula is shown in formulas 9, 10:

MSE � 1
n
∑n

i�1 ŷi − yi( )2 (9)

R2 � 1 − ∑n
i�1 yi − ŷi( )2∑n
i�1 yi − yi( )2 (10)

Where yi represents the actual value, ŷi represents the predicted
value, and yi represent the average value of the actual value of the
sample. The smaller the MSE value, the smaller the error between

the predicted value and the actual value, and the better the
prediction effect. The larger the R2 value is, the better the
predicted value fits the actual value, and the better the prediction
effect is (Liu et al., 2022; Wu et al., 2022).

The predicted values and actual values of the four machine
learning models for 7-day prediction are respectively brought into
the error calculation formula, and the error analysis results are
shown in Figures 8, 9.

It can be seen from Figure 8 that the MSE of the four machine
learning models in descending order is: Transformer < Bi-LSTM <
LSTM < BP, in which the MSE of Transformer model is the smallest
(0.085 (kW·h)2) and the MSE of BP model is the largest (0.285
(kW·h)2). Compared with three traditional machine learning
models, BP, LSTM and Bi-LSTM, the Mean Squared Error of
Transformer model is reduced by 70.16%, 69.32% and 62.88%
respectively. This shows that Transformer model has better
accuracy in short-term prediction of photovoltaic power generation.

As can be seen from Figure 9, the difference between the three
machine learning models in the R2 of PV power generation
prediction results is not as obvious as in MSE, and the results are
consistent with MSE according to the ranking of the coefficients
from the largest to the smallest. Among them, the R2 of Transformer
model is the largest, reaching 99.82%, while the R2 of BPmodel is the
smallest, reaching 99.29%. It can be shown that in the short-term
prediction of photovoltaic power, Transformermodel is significantly
better than traditional machine learning models in terms of
prediction accuracy and data fitting, and it has good prediction
effect and application value.

4.2 Medium and long-term
prediction results

Further, in order to study Transformer model’s performance in the
context of medium to long-term prediction, Figure 10 shows the
prediction results of various models for 21, 30, 90, 180, and
360 days, respectively. It can be seen from the Figure 10 that the

FIGURE 9
The Coefficient of Determination (R2) of PV power generation
prediction results.

FIGURE 8
The Mean Squared Error (MSE) of PV power generation
prediction results.
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calculated results of BPmodel differ greatly from the actual values under
each prediction duration. The overall prediction effect of Transformer,
LSTM and Bi-LSTM is relatively good, and the error does not change
significantly with the increase of prediction time. The prediction results
of Transformer model under different prediction time are basically

consistent with the actual value curve, and the prediction effect is the
best. MSE and R2 of the prediction results of the four machine learning
model under different prediction duration are calculated, and the results
are shown in Tables 3, 4. The best results are shown in bold. It can be
found that Transformer model’s MSE and R2 are significantly better

FIGURE 10
Comparison of actual and predicted values in long-term prediction.
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than other models under different prediction time, and Transformer
model can still maintain high prediction accuracy with the increase of
prediction time. When the predict time is 360 days, the Mean Square
Error of Transformer model is reduced by 63.58%, 51.02% and 38.3%

compared with BP, LSTM and Bi-LSTM, respectively. It can be shown
that Transformermodel has great advantages and good prediction effect
in the face of multivariate long-sequence tasks such as long-term
prediction of photovoltaic power.

TABLE 3 MSE of each machine learning model in long-term prediction.

Model 21-Day 30-Day 90-Day 180-Day 360-Day

Transformer 0.064 0.066 0.082 0.262 0.240

BP 0.344 0.417 0.473 0.700 0.659

LSTM 0.391 0.391 0.347 0.435 0.489

Bi-LSTM 0.251 0.264 0.269 0.386 0.389

The bold values indicate that among the various models compared over the same time span, Themodel represented by the bold values achieved the best predictive performance, with the highest

R2 and the lowest MSE.

TABLE 4 R2 of each machine learning model in long-term prediction.

Model 21-Day (%) 30-Day (%) 90-Day (%) 180-Day (%) 360-Day (%)

Transformer 99.83 99.82 99.77 99.23 99.29

BP 99.08 98.87 98.69 97.94 98.06

LSTM 98.96 98.94 99.04 98.72 98.56

Bi-LSTM 99.33 99.28 99.26 98.86 98.85

The bold values indicate that among the various models compared over the same time span, Themodel represented by the bold values achieved the best predictive performance, with the highest

R2 and the lowest MSE.

FIGURE 11
Comparison of Transformer and Informer forecast results. (A) Comparison of power generation predictions between the Transformer model, the
Informer model, and actual values over a 180-day forecast period. (B)Comparison of power generation predictions between the Transformermodel, the
Informer model, and actual values over a 360-day forecast period.

TABLE 5 Comparison between informer and transformer for 180-day
predictions.

Model MSE R2 (%)

Transformer 0.262 99.23

Informer 1.005 97.18

TABLE 6 Comparison between informer and transformer for 360-day
predictions.

Model MSE R2 (%)

Transformer 0.240 99.29

Informer 1.048 97.08
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Since the effect of traditional machine learning model for
short-term prediction has been enough to meet the production
needs, so in this study, the author mainly compares the 180-day
and 360-day prediction effects of Transformer model and
Informer model, as shown in the Figure 11. As can be seen
from the figure, when the prediction time is 180 days, the
prediction results of the two models are more in line with the
actual value. Transformer model is prone to deviation when
predicting peak value, while Informer model is more stable. At
360 days, the Informer model starts to show occasional large
prediction deviations, while the Transformer model’s prediction
results are still accurate and stable. In order to make the
prediction effect more concrete, MSE and R2 were introduced
for analysis, and the results were shown in Tables 5, 6. It can be
found that from the analysis of MSE and R2, the prediction effect
of Transformer model is significantly better than that of Informer
model, and the prediction effect of Informer model is even lower
than that of traditional machine learning model. The author
believes that this phenomenon may be caused by the following
reasons: As the author has screened the predictive factors of
photovoltaic power generation in Section 3, the Informer model
pays less attention to influential factors in the self-attentional
distilling process, which makes the Informer model fail to capture
the relationship between factors and the final prediction effect is
not ideal.

5 Conclusion

In this paper, the correlation between various factors and power
generation in the photovoltaic power generation process has been
analyzed, and a photovoltaic power generation prediction model
based on Transformer model is proposed, which has been used to
compare with the traditional machine learning model. The following
conclusions can be drawn:

(1) In the process of photovoltaic power generation, there is a
significant correlation between the global horizontal
radiation, diffuse horizontal radiation, humidity and
temperature and the power generation, which should be
used as the main factors in the prediction of photovoltaic
power, while other environmental factors such as rainfall
and the correlation of photovoltaic power generation is
very low, and can be ignored in the prediction of
photovoltaic power.

(2) Under the same training set and test set, the Mean Square
Error (MSE) of the short-term prediction results of
Transformer model decreases by 70.16%, 69.32% and
62.88% respectively compared with three traditional
machine learning models, namely, BP, LSTM and Bi-
LSTM. The Mean Square Error (MSE) of the long-term
forecast results decreased by 63.58%, 51.02% and 38.3%,
respectively.

(3) Transformer model has great advantages in the face of
long-term prediction tasks such as photovoltaic power. It is

significantly superior to traditional machine learning
models and a transformer-like model (Informer) in
terms of prediction accuracy and data fitting degree.
Traditional machine learning models (such as BP model,
etc.) should be considered to adopt the combination of
multiple machine learning models to improve the
prediction accuracy in photovoltaic power generation
prediction.
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