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Traditional horizontal-axis wind turbines (HAWTs) have limited efficiency in low-
wind speed regions. In this paper, an integrated energy system (IES) incorporating
vertical-axis wind turbines (VAWTs) is proposed; this IES is located in an oilfield
management area, which can utilize the low-wind speed resources more
efficiently and improve renewable energy consumption, and it also introduces
a demand response model based on thermal inertia (TI), thus smoothing out the
volatility caused by the VAWT. Typical output scenarios are obtained through
stochastic optimization to deal with wind turbine and photovoltaic output
uncertainties, and an optimal scheduling model is proposed to minimize the
system operating cost. Finally, a simulation study was conducted in a micro-
oilfield management area in Shandong Province, China, to demonstrate the
performance of the proposed system. The results show that the IES using a
VAWT and TI can increase the renewable energy consumption capacity by 87%
over the conventional HAWT system, change the user behavior, increase the
economic efficiency by 12%, and achieve the smoothing of load-side fluctuation
of electric and thermal loads, peak shaving, and valley filling. This paper provides a
feasible solution for an IES in low-wind speed areas.
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1 Introduction

1.1 Motivation

The wide distribution and vast reserves of wind and solar energy have given them
unlimited potential for exploitation and utilization in space and time, and they are
considered to be the most promising renewable energy sources. An integrated energy
system (IES) incorporating renewable energy sources like wind and solar power is an
effective means of achieving carbon neutrality and solving the energy transition issue. All
countries are facing a pressing problem of carbon emissions, and an effective solution is to
establish IESs (Chang et al., 2023). However, weather variations have an impact on wind
speed and solar irradiation, making wind and solar output volatile and random (Wang et al.,
2022a). Currently, the mainstream utilization of wind energy is based on the traditional

OPEN ACCESS

EDITED BY

Davide Astolfi,
University of Perugia, Italy

REVIEWED BY

Gang Liu,
Central South University, China
Mojtaba Nedaei,
University of Padua, Italy

*CORRESPONDENCE

Xusheng Wang,
18066344682@163.com

RECEIVED 18 November 2023
ACCEPTED 22 January 2024
PUBLISHED 08 February 2024

CITATION

Wang X, Cui J, Ren B, Liu Y and Huang Y (2024),
Integrated energy system scheduling
optimization considering vertical-axis wind
turbines and thermal inertia in oilfield
management areas.
Front. Energy Res. 12:1340580.
doi: 10.3389/fenrg.2024.1340580

COPYRIGHT

© 2024 Wang, Cui, Ren, Liu and Huang. This is
an open-access article distributed under the
terms of the Creative Commons Attribution
License (CC BY). The use, distribution or
reproduction in other forums is permitted,
provided the original author(s) and the
copyright owner(s) are credited and that the
original publication in this journal is cited, in
accordance with accepted academic practice.
No use, distribution or reproduction is
permitted which does not comply with these
terms.

Frontiers in Energy Research frontiersin.org01

TYPE Original Research
PUBLISHED 08 February 2024
DOI 10.3389/fenrg.2024.1340580

https://www.frontiersin.org/articles/10.3389/fenrg.2024.1340580/full
https://www.frontiersin.org/articles/10.3389/fenrg.2024.1340580/full
https://www.frontiersin.org/articles/10.3389/fenrg.2024.1340580/full
https://www.frontiersin.org/articles/10.3389/fenrg.2024.1340580/full
https://www.frontiersin.org/articles/10.3389/fenrg.2024.1340580/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fenrg.2024.1340580&domain=pdf&date_stamp=2024-02-08
mailto:18066344682@163.com
mailto:18066344682@163.com
https://doi.org/10.3389/fenrg.2024.1340580
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#editorial-board
https://www.frontiersin.org/journals/energy-research#editorial-board
https://doi.org/10.3389/fenrg.2024.1340580


horizontal-axis wind turbines (HAWTs); however, for low-speed
winds that cannot be converted by horizontal-axis turbines, vertical-
axis wind turbines (VAWTs) have better power generation ability.
Moreover, its structure is simple and easy to maintain, and it does

not need to adjust to the wind direction like the HAWTs (Su et al.,
2020). Therefore, the VAWTs show good potential for development
in the integrated energy system. However, the use of VAWTs is
more sensitive to low wind speeds, resulting in greater volatility in

FIGURE 1
Roadmap of the proposed study.

Frontiers in Energy Research frontiersin.org02

Wang et al. 10.3389/fenrg.2024.1340580

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1340580


WT output and impacting the stable operation of the system. Due to
the high inertia of the thermal subsystem in an IES (Zhang et al.,
2023a), the potential for energy storage and peak shaving is an
effective means of dealing with the volatility introduced by VAWTs.
Therefore, constructing an IES containing a VAWT is important to
improve the utilization of low-wind speed resources in the oilfield
management area (Petrovich and Kubli, 2023). In addition, how to
make full use of thermal inertia (TI) under the market mechanism to
enhance the flexibility of the IES and realize renewable energy
consumption is a topic of concern (Cui and Cao, 2023). The
research path of this paper is shown in Figure 1.

1.2 Literature review

Conventional energy systems are often wasteful in terms of
energy utilization. The IES converts energy according to user needs
and realizes efficient use of energy. The community-integrated
energy system (CIES) is a system involving multiple stakeholders
and complex operating conditions. With the development of the
social economy and the transformation of energy structures, the
CIES is also evolving toward multi-energy flow, multi-scale, multi-
scenario, and multi-subjects, forming a more refined and diversified
energy supply and demand model (Chen et al., 2022), and the
establishment of a suitable CIES is the key to solving energy
problems. Li et al. (2021a) proposed a CIES with electric vehicle
charging stations (EVCS) to solve the problem of renewable energy
consumption. Li et al. (2021b) introduced a CIES containing a
horizontal complementary substitution of electricity–gas-heat-
cooling and vertical time-shift strategies to tap the energy
demand-side potential. Based on this, Zhu et al. (2023) proposed
a CIES containing electricity–gas-heat-cooling-electric vehicle
flexible loads, which is effective in reducing CO2 emissions.
Therefore, both Liu et al. (2021) and Zhang et al. (2020)
proposed a CIES containing hydrogen-water system to realize the
utilization of renewable energy through community microgrids
(MGs) to reduce water consumption and GHG emissions. None
of the above literature considers how wind renewables are consumed
on the source side. The oilfield management area IES, as a
complementary CIES for the oilfield, where the road dividers, the
tops of the buildings, and the surroundings are full of turbulence and
chaotic low-speed wind resources, is particularly important to
develop the power generation potential of this CIES (Chen et al.,
2020). The article takes into account the aerodynamic characteristics
of WTs to establish the optimal operation model of an uncertain
wind power IES. Based on this, Chen et al. (2023) improved the
algorithm and proposed a short-term wind power prediction model
based on VMD-GRU to improve the utilization rate of renewable
wind resources; meanwhile, all of the literature studies also suggest
that it is not possible to fully utilize the low wind speed. Assareh et al.
(2016) used an advanced optimization model to regulate the torque
of wind turbines to improve the utilization of wind energy in low-
wind speed areas.

In recent years, the VAWT has emerged as a new and evolving
technology that outperforms conventional HAWTs in capturing
energy in low-wind regions Hand et al. (2021). Because VAWTs do
not require a yaw mechanism and have a simple structural design,
which makes them insensitive to the wind direction, such

characteristics make them well-suited for offshore power
generation and small-scale communities. In an article, Ullah et al.
(2020) used the unsteady Reynolds-averaged Navier–Stokes
(URANS) method to computationally verify that the cut-in wind
speed of the VAWT is only required to be 2.5 m/s. The low cut-in
wind speed means that the VAWT can start generating electricity at
lower wind speeds, thus increasing the energy capture efficiency.
Kumar et al. (2018) and Aslam Bhutta et al. (2012) pointed out the
high cost of on-site wind resource measurements when applied to
more complex urban situations, which is often not feasible for small
power projects. Large HAWTs are relatively ineffective in this
environment; from the technical line of research, VAWTs are
superior compared to HAWTs in the CIES. While the above
literature only considers how to utilize low-wind speed resources
at the technical level, it does not consider the economics and stability
of the IES. Therefore, it is especially critical to establish a CIES that
includes VAWTs for scheduling optimization with the goal of stable
system operation and the lowest cost. However, the utilization of low
wind speed can also lead to an increase in system volatility and
impact the stable operation of the system.

System volatility is an important factor limiting the smooth
operation of IES. Liu et al. (2022) developed a flexibly adjustable
electrothermal CIES for addressing the system volatility due to the
high proportion of renewable energy in the system and the
significant integration of controllable loads. Tao et al. (2021)
proposed the use of shared energy storage to improve system
stability using distributed energy sources. The introduction of
demand response considering TIs on the load side under a
market-based mechanism to utilize the potential of TIs for
energy storage and peak shaving, thus smoothing out the system
volatility due to the use of VAWTs, is also a potential approach to
address the system volatility at present. Both Yang et al. (2021) and
Zhang et al. (2023b) suggested in their articles that TI increases the
energy storage capacity in the system, which can improve the
consumption of renewable energy and have a positive impact on
system stability. Li et al. (2020) further pointed out that TI can
provide a solution to the lack of system flexibility associated with the
high penetration of wind power and that grid integration of wind
power can be effectively facilitated through the use of TI in the IES.

A high percentage of renewable energy use will also introduce
multiple uncertainties, and such problems can be solved by
stochastic optimization (SO), i.e., discretizing the distribution of
the prediction errors into different scenarios using scenario
generation methods that take into account the uncertainties and
then transforming the stochastic optimization problem into a
deterministic problem. Jiang et al. (2017) provided an overview
of parameter estimation methods for the Weibull distribution and
suggested that accurate parameter estimation is very significant in
the assessment of low-speed wind energy resources. Han et al.
(2023a) solved a complex scheduling problem involving multiple
subsystems, energy interactions, and uncertainty disturbances using
SO. Wang et al. (2023) proposed a scenario-based approach for
solving the operational problem of urban IES (IPGHS), which
effectively handles a large number of scenarios and resolves the
uncertainty effects (Mei et al., 2021). Latin hypercube sampling
(LHS) is a multidimensional stratified sampling method that
effectively characterizes the overall distribution of a random
variable with fewer sampling iterations than traditional Monte
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Carlo methods for wind speed datasets with large high–low
disparities. It is also proposed that the introduction of similar
scenes in SO introduces noise, and therefore, scene reduction is
necessary. In this paper, we will use simultaneous back reduction
(SBR) (Pirouzi et al., 2022). This method can better maintain the
probabilistic balance of the remaining scenes and avoid the deletion
of important scenes.

1.3 Contribution

To make full use of the low-wind speed resources, address the
losses caused during renewable energy dispatch, decarbonize the
thermal system loads, and thus achieve carbon neutrality under the
market-based mechanism, the role of TI for the IES is considered to
be under-exploited. In this paper, we propose an oilfield
management areas’ integrated energy system containing a VAWT
and TI and consider constructing a stochastic optimization model
capturing multiple uncertainties with source-load bilateral
uncertainties to solve the uncertainty optimization problem. The
main contributions are as follows:

(1) This paper proposes a new technology of using small VAWTs
in micro-oilfields compared with conventional large HAWTs
with high installed capacity, taking into account the
characteristics of small VAWTs that can receive winds in
multiple directions and have low start-up wind speeds and
making full use of a large amount of renewable low-wind
energy sources that exist in the oilfields to increase the
penetration rate of low-wind speeds in the micro-oilfields’
integrated energy systems.

(2) In this paper, the TI within the IES is fully considered, and an
incentive-based demand response model based on TI is
established under the market mechanism to utilize the
potential of TI for energy storage and peak shaving, and
TI is considered for smoothing out the volatility due to the use
of VAWTs to dissipate low-wind speed resources, make the
best use of TI, and enhance the stability of the system and the
peak shifting capability.

2 System description

This paper aims to utilize the abundant wind and solar energy
resources in oilfields and propose an integrated electrical and
thermal energy system based on the oilfield management area,
which contains a VAWT and TI. The oilfield management area is
an integrated area that contains the oilfield administrative offices
and a living community for oilfield workers. The system uses
vertical-axis turbines and photovoltaic (PV) and micro-turbine
(MT) power generation as the main sources of electricity, with
the upper grid as a backup power source; the main source of
natural gas is the upper grid, which provides gas for the combined
heat and power (CHP) and the gas boiler (GB), and the excess
electricity can be sold back to the upper grid; the energy-coupled
devices, CHP, HP, and GB allow for the bi-directional flow of
electrical and thermal energy. The CHP consists of a micro-gas
turbine, a waste heat boiler (WHB), and a low-temperature waste

heat generator based on the organic Rankine cycle (ORC), which
operates in the cogeneration mode. The mode of operation is
thermoelectric coupling, which can be adapted to the different
operating conditions of the system; HP and GB utilize electrical
energy and take up part of the heat load. The introduction of DR
can smooth out the variation in the load curve, achieve the
interactive coupling of electricity and heat, shave peaks and
fill valleys, and lower the operating cost. It should be noted
that VAWTs are used for wind power generation, and the OIES is
shown in Figure 2.

3 Modeling

First, a generalized mathematical model of the conversion-side
equipment in the system is developed based on Equations 1–43,
which includes CHP units, HP, and GB based on Figure 2. Then, the
demand response dominated by TI is taken into account in the
system to obtain the electrical and thermal load curves under the
demand response. Finally, the objective function aiming at the
lowest cost is constructed, and the CPLEX solver is invoked to
solve this MILP problem based on the MATLAB platform under the
conditions of satisfying the system output constraints, energy
balance constraints, equipment energy conversion constraints,
energy storage equipment constraints, and TI.

3.1 Constraints

(1) Constraints for WT (Li et al., 2022)

PWT
i,t � P

�WT

i vWt( )3
vWr( )3 − vWcin( )3
0 vWt < vWcin, v

W
t ≥ vWout

− P
�WT

i vWcin( )3
vWr( )3 − vWcin( )3 vWcin ≤ vWt < vWr

P
�WT

i vWr ≤ vWt < vWout,

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(1)

uWT
t PWT

i,t, min ≤P
WT
t ≤ uWT

t PWT
i,t, max, (2)

−PWT
i,down ≤P

WT
i,t+1 − PWT

i,t ≤PWT
i,up. (3)

Equation 1 shows the relationship between the WT output and
the wind speed. Equations 2 and 3 represent the constraints on
capacity and ramping rate, respectively.

(2) Constraints for PV (Diab et al., 2024):

PPV
i,t �

P
�PV

i · Ii t( )
Imax

, Ii t( )≤ Imax,

P
�PV

i Ii t( )> Imax,

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (4)

uPV
t PPV

i,t, min ≤P
PV
t ≤ uPV

t PPV
i,t, max, (5)

−PPV
i,down ≤P

PV
i,t+1 − PPV

i,t ≤PPV
i,up. (6)

Equation 4 illustrates the output and conversion efficiency of
PV. Equations 5 and 6 specify the constraints on capacity and
ramping rate, respectively.

(3) Constraints for CHP (Wang et al., 2022b)
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The CHP system contains the MT, ORC, and WHB, and they
form an energy coupling device to adapt to different operating
conditions of the CIES. The constraints for them are the following:

PMT
i,t � ηMT

e CMT
i,t LHVCH4

Fng
, (7)

QMT
i,t � 1 − ηMT

e − ηMT
loss

ηMT
e

ηMT
B PMT

i,t , (8)

PMT
min ≤PMT

t ≤PMT
max , (9)

QMT
min ≤QMT

t ≤QMT
max , (10)

−ΔPMT
down ≤PMT

t − PMT
t−1 ≤ΔPMT

up , (11)
−ΔQMT

down ≤Q
MT
t − QMT

t−1 ≤ΔQMT
up , (12)

−ushut
MT,t ≤ u

MT
t+1 − uMT

t ≤ ustart
MT,t, (13)

0≤ ushut
MT,t + ustart

MT,t ≤ 1,∀t≤T − Tu,min
MT + 1, (14)

Td,min
MT ushut

MT,t ≤ ∑t+Td,min
MT −1

h�t
uMT
t ,∀t≤T − Td,min

MT + 1, (15)

PCHP
i,t � PMT

i,t + PORC
i,t , (16)

QCHP
i,t � QMT

i,t βtτWHB, (17)
PORC
i,t � QMT

i,t αtδORC, (18)
αt + βt � 1, (19)
0≤ αt, βt ≤ 1. (20)

Equation 7 demonstrates the output and conversion
efficiency of the MT, and Equation 8 shows the
thermal–electric coupling of the MT. Equations 9 and 10
define the limits of the MT’s thermal and electricity power
output. Equations 11 and 12 state the ramping rate of the
MT. Equations 13 and 14 describe the interactions between
the on/off states and the start-up/shut-down options of the MT.

Equation 15 implies the minimum uptime and downtime
requirements. Equations 16–20 illustrate the output and
conversion and the thermal–electric coupling of CHP. αt and
βt indicate the proportion of the thermal energy generated by the
MT allocated to the ORC for electricity and to the WHB for
heating. This δORC is the generation efficiency of the ORC, and
τWHB is the thermal conversion efficiency of the WHB.

(4) Constraints for GB (Wang et al., 2019)

HGB
t � LHVCH4η

GBSGBt , (21)
HGB

min ≤HGB
t ≤HGB

max , (22)
QGB

t � μGBHGB
t , (23)

QGB
min ≤QGB

t ≤QGB
max , (24)

−ΔQGB
down ≤QGB

t − QGB
t−1 ≤ΔQGB

up . (25)

Equation 21 depicts the heat generated by the GB, and Equation
22 gives the boundary. Equation 23 depicts the thermal energy
generated by the heat, and Equation 24 gives its boundary. Equation
25 indicates the ramping rate of the GB.

(5) Constraints for HP (Meesenburg et al., 2018)

QHP
t � PHP

t · COPh · 1 − ZHP( ), (26)
0≤PHP

t ≤P
�HP

. (27)

The constraints on the HP are depicted by Equations 26 and 27.
Equation 26 shows the conversion between the thermal and
electricity power. Equation 27 gives the boundary.

(6) Constraints for BES and TES (Han et al., 2023b)

uES
C,t + uES

D,t ∈ 0, 1( ),∀ES � ES PBES
∣∣∣∣ , QTES{ }, (28)

FIGURE 2
OIES structure and energy flows.
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uES
C,tESC,min ≤ESC,t ≤ uES

C,tESC,max,∀ES � ES PBES
∣∣∣∣ , QTES{ }, (29)

uES
D,tESD,min ≤ESD,t ≤ uES

D,tESD,max,∀ES � ES PBES
∣∣∣∣ , QTES{ }, (30)

SOCES
t � 1 − γES( )SOCES

t−1 + ESC,tηESC − ESD,t

ηESD
( )Δt, (31)

SOC ES
min ≤ SOCES

t ≤ SOC ES
max , (32)

SOCES
T � SOCES

0 . (33)

As shown by Equation 28, charging and discharging cannot
happen simultaneously to satisfy the maximum charge and
discharge power limit, which is ensured by Equations 29 and 30,
respectively. Equation 31 shows the dynamic status of different
energy storage devices. Equation 32 limits the maximum storage
state of the energy storage devices. Equation 33 indicates the charge/
discharge balance of the energy storage devices within a
scheduling period.

(7) Constraints for the DR (demand response) resource (Wang
et al., 2022c)

0≤PE
up,t ≤ LPFE

upP
E
L,tI

E
up,t, (34)

0≤PE
down,t ≤ LPFE

downP
E
L,tI

E
down,t, (35)

0≤ IEup,t + IEdown,t ≤ 1, (36)

∑T
t�1
PE
down,t � ∑T

t�1
PE
up,t, (37)

0≤QT
down,t ≤ LPFT

downQL,tI
T
down,t, (38)

0≤QT
up,t ≤ LPFT

upQL,tI
T
up,t, (39)

0≤ ITup,t + ITdown,t ≤ 1, (40)

∑T
t�1
QT

down,t � ∑T
t�1
QT

up,t. (41)

As shown by Equations 34 and 35, the electric loads that are
shifted up and down have capacities. The electric loads cannot shift
up and down concurrently, as indicated by Equation 36. Equation 37
requires that the electric loads shifted up and down have equal sums
in the daily cycle. Analogously, the constraints for thermal loads are
presented in Equations 38–41.

(8) Constraints for the system balance

PWT
t + PPV

t + PCHP
t + PBES

D,t + PGRID
B,t � PE

L + PBES
C,t + PGRID

S,t + PHP
t ,

(42)
QHP

t + QTES
D,t + QCHP

t + QGB
t � QTL

L + QTES
C,T . (43)

Equations 42 and 43 show the energy supply and demand
balance of the electric and thermal systems, respectively.

(9) Constraints for TI (Li et al., 2023)

ρair Tin t + 1( ) − Tin t( )[ ] � Qeh t( ) + QS t( ) − QA t( ) − QV t( ), (44)
QA t( ) � Qwall t( ) + Qwindow t( ), (45)

Qwall t( ) � Tin t( ) − Tout t( )[ ]kwall, (46)
Qwindow t( ) � Tin t( ) − Tout t( )[ ]kwindow, (47)

QV t( ) � vkV Tin t( ) − Tout t( )[ ], (48)

QS t( ) � GSFW, (49)
Qb � Tin t( ) − Tin t − 1( )[ ]ρVCb

τ
. (50)

According to the thermodynamic principle of houses, the heat
model of houses is expressed by Equation 44. Equations 45–49 give
the heat transfer from the building materials such as walls, windows,
and other materials due to their specific heat capacity. Equation 50
depicts the heat of the buildings due to TI.

3.2 Objective functions

The objective function is set up with the minimumOIES operating
costs, and internal scheduling is carried out based on the lowest costs.
Costs in the model include the total system operation and maintenance
cost (TSOMC), total equipment start–shut cost (TESC), energy
purchasing cost (EPC), and cost of DR (CDR). The objective
function is shown in Eqs 51-55.

minF � TSOMC + TESC + EPC + CDR, (51)

TSOMC � ∑T
t�1

∑
m∈M

SUusu
m,t + SDusd

m,t[ ],∀M
� M CHP,HP,GB| , BES{ }, (52)

TESC � ∑T
t�1

∑
n∈N

wnP
n
t ,∀N � PV, CHP,HP,GB, BES,HES{ }, (53)

EPC � ∑24
t�1

γgasVgas t( ) + γBuye PGRID
B t( ) − γSelle PGRID

S t( )( )Δt{ }, (54)

CDR � ∑T
t�1

πE
DR PE

down,t + PE
up,t( ) + πT

DR QT
down,t + QT

up,t( )[ ]. (55)

3.3 Solution procedure

The solution process of the OIES model proposed in this paper
includes the following steps:

Step 1. According to the historical meteorological data, stratified
random sampling of historical wind speed and light data by LHS is
used to get the wind speed and light sampling generation data

Step 2. The sampling data scene from Step 1 is cut down, SBR is
used to cut down the wind and light output into three typical
scenarios, and the probability of each scenario is multiplied with the
corresponding scenario to get the uncertainty output.

Step 3. In the typical scenarios obtained from Step 2, the output
power of VAWTs and PV power generation is compared with the
historical electric and thermal load data to establish the OIES basic
operation scenarios. The typical operating scenario data set is thus
obtained, and the optimal operating strategy can be generated.

Step 4. Using the typical scenario set, the optimization model is
established with the basic configuration parameters of the units. The
objective function for decision-making is the minimization of the
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operating costs for a typical scenario. The decision variables are the output
power levels of all units during the optimization cycle. In addition, some
complex constraints are taken into account, such as the energy balance of
the OIES, the power output constraints on wind and PV power, the
equipment operation constraints, and the energy storage constraints.

Step 5. The optimal operation model is solved using the MATLAB
optimization toolbox and the CPLEX solver to obtain the optimal
operation strategies throughout the optimization cycle.

4 Case study

4.1 Data description

In this paper, a typical OIES system is selected for a case study. The
system is located in amicro oilfieldmanagement community in Shandong
Province, China, where wind speed and light are abundant natural

resources and data are easily available, which is suitable for the OIES
study proposed in this paper. The system structure is shown in Figure 2.
The technical parameters of all the equipment are shown in Table 1.

This study used one season of meteorological data and typical
load data from 1 November 2021 to 31 January 2021 in the region as
the inputs. It is split into three seasons based on meteorological
conditions, as shown in Figure 3, where November to January is
winter, and the following aspects are important:

From the typical power–load curve that can be obtained, the typical
daily power load fluctuation is large and can be divided into peaks and
valleys in three sections. During the day, the electricity consumption
load state is in the valley at this time due to the fact that most of the
customers are resting during the hours of 0:00–7:00 and 22:00–24:00.
The electricity flat section is for 12:00–18:00; at this time, from the
power–load curve, it can be seen that the load is more average and
stable. Between 7:00–12:00 and 18:00–22:00,most of the users start their
daily work and life during these two time periods, so the power load is
high and stable. Thermal loads are also consistent with this feature, and
unlike electric loads, thermal loads are consistently high in winter in
northern China due to the cold temperatures and the increased demand
for heat by residents. Through the method proposed above, the wind
speed and light historical data, using LHS and SBR, can be obtained
according to the probability distribution of the typical scenarios; the
wind speed and light data and typical scenarios are shown in Figure 4,
where the probability of the wind turbine power scenarios in Figure 4 is
18.6%, 21.8%, and 59.6%, and the probability of the PV power scenarios
is 14.8%, 21.2%, and 64%, respectively.

4.2 Parameter fitting and accuracy validation
of the Weibull distribution

The value of the shape parameter K of the Weibull distribution
reflects the width of the wind speed distribution; in general, the
smaller the value, the wider the wind speed distribution. Most
scholars believe that the two-parameter Weibull distribution can
better simulate wind speed variations. The two parameters of the
Weibull distribution are calculated using the empirical method of
Lysen (EML), the ordinary least square (OLS), the maximum

TABLE 1 Parameters for components in the OIES system.

Parameter Value Parameter Value

vrvcinvout 11/1.5/20 m/s PPV
i,down/P

�PV

i
95%

ηMT
e ηMT

B 0.3/0.4 Ir 1 kW/1 m2

ηWHBηORCηGB 0.8/0.8/0.9 QGB
minQ

GB
max 0/1 mW

COPh 4.4 PHP
min P

HP
max 0/400 kW

ηESCηESD 0.95/0.90 SOC ES
min SOC

ES
max 400 kWh

μGB 0.51 kg/kW LPFE
upLPF

T
up 0.2

LHVCH4 9.7 kWh/m3 LPFE
downLPF

T
down 0.2

Tu,min
MT Td,min

MT
1/1 h ESC,maxESD,max 250 kW

PWT
i,t, minP

WT
i,t,max 0/18 Mw γES 0.2

PMT
min P

MT
min 0/6 Mw BESstart 80 kW

PPV
i,up/P

�PV

i
100% HESstart 50 kW

FIGURE 3
Typical load states and natural conditions in winter. (A) Electricity and Heat typical load states. (B) National conditions in winter.
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likelihood estimation (ML) used in this paper. In this paper,
2,160 wind speed samples with a statistical value of 1 h in
90 days are selected for analysis, and 1 m/s is used as a wind
speed interval range for rate statistics. The above three Weibull
distribution fitting methods are used to simulate the wind speed data
to obtain the K and C values, and then, the Weibull distribution is
used to find the frequency of each wind speed band. The calculation
results are shown in Table 2, and the measured wind frequency
distribution and the simulated distribution of the Weibull
distribution are shown in Figure 5.

The coefficient of determination R2 of the ML used in this paper
is greater than that of EML and LLSA, and the fitting accuracy is
better, as can be seen in Table 2. The results of the Weibull
simulation using the empirical method EML and the least-
squares method LLSA are general, with coefficients of
determination of 0.69 and 0.75, respectively, and this result can
also be seen in Figure 5. This also verifies that the accuracy of the
wind frequency distribution fitting is crucial to the accuracy of the
wind power density calculation. ML can better fit the wind frequency
of the measured wind data, and it is more similar to the measured
wind data when using the Weibull calculation, with a smaller error
and larger value of the coefficient of determination, and its wind
frequency fit is better than that of the empirical method and the
least-squares method, while the empirical method and the least-
squares method are relatively poorer in terms of the fit, and the
corresponding error of the calculated wind power density is also
larger. Therefore, the ML is used to simulate the wind frequency
distribution of the wind data in the wind resource assessment of the
actual project, and the wind power density is calculated to be closer

FIGURE 4
Typical renewable energy output scenarios. (A) wind turbine output scenarios. (B) photovoltaic output scenarios.

TABLE 2 Simulation results of Weibull distribution.

EML ML (this study) OLS

K 2.15 2.13 1.83

C 10.38 9.7 9.5

R2 0.69 0.87 0.75

FIGURE 5
Actual wind speed and frequency and Weibull-fitted distribution.
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to the actual wind power density, which can provide a reliable basis
for a better understanding of the wind resources of the wind farm.

4.3 Comparison of VAWT and HAWT
power outputs

The wind speed parameter of a VAWT is replaced by the wind
speed parameter of aHAWT, i.e., the rated speed, cut-in speed, and cut-
out speed of the WT are increased to 15 m/s, 4 m/s, and 25 m/s. Using
MATLAB, the typical winter scenario is obtained from the SBR
algorithm based on the Kantorovich distance, and then, the wind
speed data are used to calculate the HAWT output by the Weibull
distribution. The output of theWTwhen aHAWT is used in the oilfield
management area under the same wind speed data is obtained and
compared with that of a VAWT, and the comparison results are shown
in Figure 6. Combined with the wind speed data on a typical day in
winter, on comparing the output of the VAWT and HAWT power
outputs at the same wind speed, the result shows that the output of the
VAWT is significantly better than that of the HAWT during the low-
wind speed period, and the total output of the VAWT is higher than
that of the HAWT by about 83.7% on a typical day. It can be seen that
the VAWT has better efficiency in capturing wind energy than the
conventional HAWT in low-wind speed regions.

4.4 Scheduling result analysis

Figure 7 shows the scheduling of different energy devices in the
system in winter, Figure 8 demonstrates the actual and optimized
electric and thermal load curves before and after the corresponding
demand, Figure 9 shows the time-shared tariff heat price curves

before and after the time-shared demand response, and Figure 10
shows the indoor and outdoor temperature curves under the
consideration of TI conditions. The following conclusions can be
drawn from the analysis of renewable energy sources scheduling in
the figure:

(1) The system relies on wind power output and power purchased
from the higher grid to meet the demand of HP, HS charging,
and electric load to maintain the electric power balance in that
period, and the thermal load is supplied by HP, GB, and HS to
realize the thermal power balance. Since the operation and
maintenance cost of a wind turbine is small, it is beneficial to
prioritize the use of wind turbine power to reduce the
operation cost, and in the case that the wind turbine
power still cannot meet the demand of the system electric
load and the price of electricity in that period is low, then the
higher-level grid and the CHP unit will make up for the
generation of electricity. On the other hand, the efficiency of
the HP heat supply is higher than that of CHP and GB;
therefore, HP is preferred to supply heat, and in the case that
HP cannot meet the demand of the heat load and the CHP
unit does not produce power during that period, HP is
preferred to supply heat, and in the case that the CHP unit
does not produce power, then the CHP unit will not produce
power. In case HP cannot fully meet the heat load demand
and CHP is not available at that time, GB will be used to
supply heat.

(2) As shown in the figure, the wind turbine can operate at
100% in all 24 h, i.e., there is no wind curtailment
phenomenon; for the PV output, the PV can work at
100% in the period of 08:00–17:00, and the PV can also

FIGURE 6
Output of VAWT and HAWT. (A) Output of VAWT. (B) Output of HAWT. (C) Output difference between VAWT and HAWT.
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work at 100% in the periods of 01:00–07:00 and 18:00–24:
00 because the PV output in the periods of 01:00–07:00 and
18:00–24:00 is 100%. As the PV output of 01:00–07:00 and
18:00–24:00 is 0, the utilization rate is also 0 (which can be
interpreted as 100%), i.e., there is no abandoned light
phenomenon. Thus, all the wind and solar energy is
consumed, thus offsetting the operating cost of the
normal unit. When the initial capacity configuration or
the ideal wind power and various types of energy load
demand change, it is possible that the wind utilization rate
will not reach 100%. Because the goal of the optimal
scheduling strategy proposed in this chapter is to “use
new energy sources such as wind power effectively while

lowering the economic cost of the system energy,” even if
the wind power utilization rate does not reach 100%, it has
already achieved the maximum utilization rate of wind
power in the system.

(3) The electric and thermal loads before and after the demand
response are shown in Figure 8. Due to the full utilization of
the thermal inertia of the building, the peak shaving and valley
filling of the electric and thermal loads are realized after the
demand response, while the indoor temperatures are
maintained constant and unchanged, as shown in Figure 10.

It is worth noting that through the analysis of typical winter
scenarios, it is found that other seasons are also consistent in this

FIGURE 7
Scheduling plan for electricity and thermal energy in winter. (A) Scheduling plan for electricity in winter. (B) Scheduling plan for thermal in winter.

FIGURE 8
Actual and DR typical load of electricity and thermal energy. (A) Actual and DR E load. (B) Actual and DR H load.

Frontiers in Energy Research frontiersin.org10

Wang et al. 10.3389/fenrg.2024.1340580

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1340580


feature, and the scheduling of summer and the transition seasons is
shown in Figures 11 and 12.

4.5 Comparison of the different system
configuration scenarios

Since the OIES system is a complex coupled system with multiple
devices operating together and each device has different parameters,
they affect the stability and economy of the OIES system. Therefore,
several scenarios are designed to verify the economics of the OIES
proposed in this paper, considering VAWTs and community thermal
inertia through the comparison of operating costs, to prove the
superiority of the system proposed in this paper, in which the
scenarios are set up by the following principles: taking the data in
the winter typical operation cycle of the case system presented in 4.1 as
the standard, designing each scenario to satisfy the electrical and
thermal loads of the day, ensuring the stable operation of CIES, and
each system having the advantage and potential to utilize different
equipment. The scenarios designed in this paper are shown in Table 3;
√ means existence, and × means inexistence.

Scenario 1 is the OIES scenario proposed in this paper, in which
the use of VAWTs and the consideration of community thermal
inertia are fully utilized in the wind renewable energy in the low-
wind speed resources and the development of thermal inertia to
meet the thermal load of the system with the lowest operating costs.

Scenarios 2–5 consider the principle of electric power in the system,
respectively, so that the electric power equipment in the system is
reduced by one and the thermal power equipment remains unchanged
tomeet the thermal load of the original systemwith the common power
ofmultiple types of equipment. The operation of the system still satisfies
the principle of economy, and the electric power equipment with the
lowest operating cost during the operating cycle is found to satisfy the
electric load.

The design principle of scenarios 2 and 3 is to consider the
utilization of renewable energy sources in OIES. In scenario 2, the
wind turbine is replaced by a conventional horizontal-axis turbine in
the scenario setup, which increases the start-up wind speed of the
horizontal axis to 4 m/s compared to the vertical-axis turbine, thus
preventing the utilization of wind resources from 1.5 to 4 m/s. In
scenario 3, the utilization of PV is not considered, which again leaves
the renewable energy source underutilized. Compared to scenario 1,

FIGURE 9
Price of electricity and thermal energy.

FIGURE 10
Indoor and outdoor temperature.
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the operating costs of these two scenarios are higher by 1,492.2 RMB
and 2,764.6 RMB, respectively.

Compared with other scenarios, scenario 4 is set up without
considering the CHP unit, in which the system power supply is
dominated by the renewable energy output, the rest is satisfied by the
main grid, and the heat load is satisfied by the HP and GB. This
scenario reduces the start-up and shut-down cost and the O and M
cost of the system from the equipment side, but due to the obvious
peaks and valleys of the electric and thermal loads, the total cost of

the system is still higher than that of scenario 1 by 2,965.8 RMB
because the electric loads are met by the grid only.

Scenario 5 is similar, where the system is self-consistent in this
way and has strong robustness in meeting loads on the load side, but
the gas price is higher than the electricity price most of the time;
thus, this scenario does not purchase electricity from the grid tomeet
loads on the load side when the electricity price is lower, and the
economic cost is slightly higher than that of scenario 1, which is
1,175.5 RMB. One point worth thinking about for this scenario is

FIGURE 11
Scheduling plan for electricity and thermal energy in summer. (A) Scheduling plan for electricity in summer. (B) Scheduling plan for thermal
in summer.

FIGURE 12
Scheduling plan for electricity and thermal energy in spring and autumn. (A) Scheduling plan for electricity in spring and autumn. (B) Scheduling plan
for thermal in spring and autumn.

TABLE 3 Comparison of the different system configuration scenarios.

Scenario HAWT VAWT PV CHP E grid HP GB TI Cost/RMB

1 (this study) × √ √ √ √ √ √ √ 16,170.1

2 √ × √ √ √ √ √ √ 17,662.3

3 × √ × √ √ √ √ √ 18,934.7

4 × √ √ × √ √ √ √ 19,135.9

5 × √ √ √ × √ √ √ 17,345.6

6 × √ √ √ √ × √ √ 18,024.5

7 × √ √ √ √ √ × √ 18,358.8

8 × √ √ √ √ √ √ × 18,693.1
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that meeting loads on the load side through CHP units will increase
CO2 emissions, so the environmental friendliness of the system will
be a great challenge, but when carbon-capture devices are added to
the system, this self-consistent system shows great potential for
development.

Scenarios 6–8 consider the system heat load equipment output.
In these three scenarios, the CHP unit is guaranteed to meet the heat
load demand. HP as the CHP factor is a very high heat output
equipment, and it makes full use of low-grade heat energy,
converting it into high-grade heat energy. When scenario
6 removes the HP, it makes the system total operating cost
increase by 1,854.4 RMB, and this scenario is only to increase the
comparison scenario, but this self-negotiated system has potential to
develop. This scenario is only to increase the comparison scenario
and cannot satisfy the efficient and stable operation of the system.
Scenario 7 is set to consider only the CHP unit and HP to satisfy
most of the heat loads, and this scenario is similar to the principle of
scenario 5, but it gives up the electricity when the price of electricity
is low, and the total operation cost is higher than that of scenario
1 by 2,188.7 RMB. The scenario 8 setting is relative to the CIES
system without considering thermal inertia, and the total operating
cost of the system is higher than that of scenario 1 by 2,523 RMB, so
it is necessary to fully develop and utilize the TI.

In summary, the economics of scenario 1 is the best among all
scenarios. Although multiple devices have higher investment costs,
this scheduling strategy can still maintain the economy of the system
operation when the devices are built with appropriate redundancy,
considering the future load growth and the samemultiple devices are
operated in concert to fully utilize the renewable wind PV resources
in the system and the thermal inertia of the building, which also
increases the environmental friendliness and robustness of the CIES.

5 Conclusion

By introducing VAWTs into the system, the full utilization of
low wind speeds existing in the micro-oilfield is realized, which can
be more easily adapted to the complex terrain and turbulent wind
field, and the ability of the whole system to consume renewable
energy is greatly improved, increasing the utilization rate of wind
energy. Moreover, the VAWT can work in any wind direction
without wind tracking devices, and the generator and
transmission can be installed on the ground for easy installation
and maintenance, reducing structural complexity and maintenance
costs. In the oilfield office management community, VAWTs have a
more esthetic and coordinated appearance, which can reduce the
impact on the environment and the community. At the same time,
the autonomous operation of the OIES is satisfied as much as
possible by the CHP unit output, which is fully significant in
maintaining the system’s robustness.

Thermal inertia affects the temperature and comfort of the
oilfield management areas. By measuring the ability of buildings
and other objects in the community to absorb and release heat, thus
realizing the regulating effect of electric and thermal loads, it can
shave peaks and fill valleys, smooth out load fluctuations, and lower
greenhouse gas emissions and the urban heat island effect. In

addition, VAWTs can increase the ventilation and cooling effect
in the community by improving the distribution of the wind field,
thus improving the comfort and health of the community. The use of
VAWTs can enhance the efficiency and reliability of integrated
energy systems in oilfield management areas and improve the
environment and quality of life in communities.

This paper takes the integrated energy system of the oilfield
management office community as the background, and by
proposing the system structure of the VAWT and community
thermal inertia, it realizes the full use of low wind speed and
improves the rate of new energy consumption; through the
development of community thermal inertia, this paper realizes the
shaving of electric and thermal loads in the process of scheduling
optimization. There are still shortcomings in the existing research; due
to technical limitations, this paper cannot optimize the structure,
working principle, and placement of the VAWT, so the new energy
consumption in the actual scenario can still be improved.
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Nomenclature

Index

t/i index for periods/sample data

Constant

T number of periods

ηMT
e ηMT

loss electrical efficiency/loss rate of MT

LHVCH4 heat value of natural gas

αtβt proportion of the thermal/electricity

τWHB thermal conversion efficiency of WHB

δORC electrical efficiency of ORC

ηGBμGB heat/thermal conversion efficiency of GB

COPh coefficient of performance for HP

γES self-loss rate of BES/TES

LPFE
upLPF

T
upLPF

E
downLPF

T
down maximum/minimum ratios of shifted up electrical/

thermal load

ρairCb specific heat capacity of air/buildings

Tin Tout inside/outside temperature

kV comprehensive heat transfer coefficient

kwallkwindow heat transfer coefficient of walls and windows

ρ comprehensive density of buildings

vrvcinvout rated speed, cut-in speed, and cut-out speed of WT

V building volume

τ time constant of thermal inertia

γgas price of natural gas

Tu,min
MT Td,min

MT
minimum uptime/downtime for MT

P MT
min P

MT
max minimum/maximum electricity produced by MT

γBuye γSelle price of electricity buying/selling

PWT
i,t,minP

WT
i,t,max minimum/maximum output of WT

PPV
i,t,minP

PV
i,t,max minimum/maximum output of PV

PWT
i,downP

WT
i,up ramping rate of WT

PPV
i,downP

PV
i,up ramping rate of PV

P
�WT

i P
�PV

i P
�HP rated installed power of WT/PV/HP

Imax maximum light radiation intensity

ηMT
B thermal coefficient of MT

ΔPMT
downΔP

MT
up electricity ramping rate of MT

ΔQMT
downΔQ

MT
up thermal ramping rate of MT

ΔQGB
downΔQ

GB
up thermal ramping rate of GB

QGB
min QGB

max minimum/maximum output of GB

ESC,minESC,max charge capacity of BES/TES

ESD,minESD,max discharge capacity of BES/TES

ηESCηESD conversion coefficient of BES/TES

SOC ES
min SOC

ES
max storage capacity of BES/TES

Variable

Binary variable

uWT
t uPVt uMT

t on/off state of WT/PV/MT

ushutMT,tu
start
MT,t start-up/shut-down state of MT

uESC,tu
ES
D,t on/off state of BES/TES

IEup,t I
E
down,t shifting up/down status of the electric load

ITup,t I
T
down,t shifting up/down status of the thermal load

Continuous variable

vWt wind speed

QMT
i,t QCHP

i,t QGB
t QHP

t thermal output of MT/CHP/GB/HP

Ii optical radiation intensity

PWT
i,t PPV

i,t P
MT
i,t PCHP

i,t PORC
i,t electrical output of WT/PV/MT/CHP/ORC

GGB
t GCHP

t natural gas input of GB/CHP

HGB
t heat output of GB

PHP
t electrical input of HP

PBES
C PBES

D QTES
C QTES

D charge/discharge of BES/TES

SOCES
t storage state of BES

PGRID
B,t PGRID

S,t GGRID
B buying/selling electricity/natural gas from the grid

Qeh QS thermal from electric heating and solar radiation

QA thermal conduction from indoors to outdoors

Qwall Qwindow thermal energy from building walls/windows

PL
t Q

L
t load of electricity/thermal

QV indoor thermal dissipation

Abbreviation

WT wind turbine

VAWT vertical-axis wind turbine

TI thermal inertia

PV photovoltaic

CHP combined heat and power

EL/TL electricity/thermal load

BES/TES storage devices of electricity/thermal energy

MT micro gas turbine

GB gas boiler

ORC organic Rankine cycle

WHB waste heat boiler

HP heat pump

PG/NG power grid/natural gas grid
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