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The economy of a country is directly proportional to the power sector of that
country. An unmanaged power sector causes instability in the country. Pakistan
is also facing this phenomenon due to uncontrolled power outage and circular
debt. Pakistan’s power sector is analyzed as a case study to find out the root
cause for the unmanaged power sector and for proposing the most effective
data-driven solution. After a literature review and discussion with domain
experts, it was found that inaccurate power demand forecast is one of the
main reasons for power crisis in Pakistan. Under-forecasting caused load
shedding, and over-forecasting increased circular debt due to idle capacity
payments. Previously, traditional statistical methods were used for power
demand forecasting. The multiple linear regression model that is being used
since 2018 (IGCEP) uses features such as previous year load and demographic
and economic variables for long-term peak power demand forecasting till
2030. The problem is that the independent variables used in existing models
are manipulated and cause a gap between actual and forecasted power
demand. Moreover, even yearly peak power demand is not absolutely linear
in nature; hence, it is necessary to apply AI-based techniques that can handle
nonlinearity effectively. Not using system-generated data, not using the most
appropriate features, not using an appropriate forecasting time horizon, and not
using the appropriate forecasting model are main reasons for inaccurate peak
power demand forecasting. The issue can be resolved by forecasting monthly
peak power demand for the next 5 years by using the National Power Control
Center’s (NPCC) system-generated data. Accurate monthly peak load
forecasting leads to accurate yearly peak power demand. The monthly peak
load forecasting strategy not only helps in managing operational issues of the
power sector such as fuel scheduling and power plant maintenance scheduling
but also guides decision-makers toward power and transmission expansion or
contraction in the long term. More accurate monthly peak power demand
forecasting can be achieved by applying nonlinear AI models in a
comprehensive dataset comprising new engineered features, climate
features, and the number of consumers. All these features are mostly
system-generated and cannot be manipulated. As a result, the accuracy is
improved and the results are more reliable than those of the existing models.
The new features can be engineered from recent monthly peak load data
generated by the system operator (NPCC). Climate features are collected
from the Meteorological Department of Pakistan through sensors or
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database connectivity. The number of electricity consumers can be extracted
from NEPRA’s state-of-industry report. All three datasets are combined on a
common key (month–year) to a comprehensive dataset, which is passed through
different AI models. In the experimental setup, it is found that support vector
regression (SVR) produces the most accurate results, with an R-square of 99%,
RMSE of 28, and MAPE of 0.1355, which are the best results compared to the
literature reviewed.

KEYWORDS

National Power Control Center, artificial neural network, SVR, indicative generation
capacity expansion plan, system operation

1 Introduction

Since more than a decade, Pakistan has been struggling to handle
electricity-related issues including chronic load shedding and circular
debt, which have caused a long-lasting negative impact on the
country’s economy. One of the main reasons for these issues is the
absence of a reliable mechanism that could minimize the gap between
the projected and actual peak power demand (Shaik et al., 2017). This
is the time to use the latest artificial intelligence techniques to
overcome power sector issues by creating a comprehensive dataset
and selecting an effective and efficient machine learning model.

It is found that the primary function in electric grid operations,
managed by the National Power Control Center (NPCC) (Ilyass,
2017; Farooq, 2018), is to maintain a balance between demand and
supply, failing of which may cause load shedding and blackout in
the country. Whenever load increases at the consumers’ end, it
needs to be shaved off by cutting off the power supply in some
areas of the country, causing load shedding. The one reason for this
is the lower power generation/transmission capacity in the
country. It has also been observed that although there is
adequate generation capacity within the country, load-shedding
still occurs due to the maintenance of power plants, the
unavailability of fuel, and the decision not to operate
unprofitable power plants because of rising fuel prices. In this
research, the monthly peak power demand for the next 4 to 5 years
has been forecasted to overcome these issues. Monthly peak power
demand forecasting is not only beneficial for the power plants’
maintenance scheduling and fuel management but is also helpful
in demand/supply side load management. If accurately forecasted,
the areas near alternate sources of energy may be served using
micro grids and reduce the load on the national grid. Moreover, if
the concept of monthly peak load forecasting is replicated for day-
ahead power load forecasting, then alternate sources of energy can
be used to the optimum level, thus achieving lower tariff and
reduction in carbon emissions.

On the other hand, when available electricity capacity is more
than the demand, then, as per the “take or pay” contracts (NEPRA,
2020), additional capacity payments burden the economy. Capacity
payment is one of the main reasons for the exponential hike in
circular debt. The first step to overcome these problems is prediction
of short-term, mid-term, and long-term power demand forecast. For
this purpose, state-of-the-art data science techniques and machine
learning models have remained very useful throughout the world.
Efforts in the same direction are also required for Pakistan’s power
sector. The power sector of Pakistan, from generation to

consumption of electricity, has been visualized in Figure 1, which
is very useful for understanding the flow of the power sector.

Since independence, there have been two vertically integrated
companies, i.e., the Water and Power Development Authority
(WAPDA) and Karachi Electric Supply Company (KESC), now
KELECTRIC (NTDC, 2018b). WAPDA was mandated to cover
whole of Pakistan, except Karachi. Later, WAPDA was unbundled,
and Pakistan Electric Power Co-Operation (PEPCO) was created in
1998, while WAPDA retained the ownership of large hydropower
plants. PEPCO consists of government-owned thermal plants,
i.e., generation companies (GENCOs), National Transmission &
Despatch Company (NTDC), and distribution companies
(DISCOs). The NTDC is responsible for establishing, running,
and managing the bulk transmission line network while following
the grid code provided by the National Electric Power Regulatory
Authority (NEPRA). Moreover, the NTDC has been mandated to
forecast long-term peak power demand.

The distribution companies, i.e., DISCOs, distribute electricity
to end consumers through their own distribution network by
stepping down from the high-voltage transmission lines of the
NTDC. The Central Power Purchase Agency Guarantee (CPPAG)
keeps track and buys electricity from generators, i.e., IPPs and
GENCOs, on behalf of DISCOs. The NPCC is responsible for
system grid operations and maintains a balance between electricity
demand and supply (Ilyass, 2017). Therefore, the NPCC has to pre-
commit electric units to maintain grid balance, failing of which
causes load shedding. Imbalance in supply/demand also creates a
cascaded grid shutdown process by the system, causing a blackout
in the country. Power sector entities with their functionality are
explained in Figure 2.

As electricity cannot be stored and needs to be consumed as
soon as generated, an integrated system, in a circular manner, of all
entities is required for the feed-forward and feed-backward of
accurate information such as power demand requirements.
Figure 2 explains the connectivity among generation,
transmission, and distribution to consumers. All the generation
and distribution entities relate to the NPCC. The demand from
DISCOs is recorded at the NPCC, and the supply is accordingly
managed from generators (state-owned GENCOs/WAPDA and
private IPPs) so that the balance between power demand and
supply can be maintained round the clock. Prior power demand
prediction helps the NPCC commit to power generation, manage
fuel requirements, and plant maintenance scheduling.

The research emphasizes on using system-generated actual data at
the NPCC to minimize the ambiguities in data from other sources. The
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central repository of system-generated load data at the NPCC is
recommended to be the primary source of information to generate
the secondary information for decision-making. By following the same
concept, the daily peak load actual data from 2006 to 2016 are gathered
from (Farooq, 2018) the NPCC system. The same is preprocessed into

monthly peak load and for creation of new features. The monthly peak
power demand is used to forecast for the next 4 to 5 years.

The main objective of the study is to reduce the gap between actual
and forecasted peak power demand of Pakistan. The study achieved this
goal by selecting the most appropriate features, selecting an appropriate

FIGURE 1
Overview of power flow.

FIGURE 2
Overview of power flow.
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forecasting time horizon, and using system-generated data. The
comprehensive dataset created in this regard is the main
contribution of the study. The peak power demand forecasted using
the proposed framework is better than that of the IGCEP and base paper
(Liu et al., 2021). The study not only forecasts peak power demand
month-wise but also yearly long-term peak power demand. Monthly
peak power demand helps in fuel management and power plant
maintenance scheduling, while long-term forecasting helps in future
generation/transmission planning. Moreover, the model presented in
the study is capable of adopting new technology impacts such as electric
vehicles. An alternative source of energy is highly unpredictable, and a
power surge may cause imbalance in the frequency. The proposed
framework can also be replicated to forecast hourly load for alternative
sources to regulate the power supply in the grid.

In this study, we predicted yearly month-wise demand by
implementing an appropriate machine learning model using
monthly peak demand data of NPCC from 2009 to 2016 as the
dependent variable. The nonlinear, nonstationary peak power
demand is derived by different independent features including
previous load features, economic features, and climate features. It is
important to note that monthly peak power demand is a supervised
learning, regression problem and highly nonlinear in nature; therefore,
the supervised machine learning model that can handle nonlinearity is
fitted in this study. The models are trained and tested with data from
2006 to 2016. Yearlymonth-wise forecasts from 2017 to 2021 have been
made using the proposed machine learning model. The results
produced by the proposed model are compared with the results of
the IGCEP by GoP and the results of base papers (Liu et al., 2021).
Different machine learning and neural network models, e.g., ANN,
SVR, PC-SVR, and RF decision trees, are evaluated with performance
metrics, R-square, RMSE, and MAPE.

1.1 Problem definition

The problems identified for power demand forecasting in
Pakistan are as follows:

i. Inaccurate yearly long-term power demand forecasting causes
under-forecasting or over-forecasting. Under-forecasting causes
load shedding, while over forecasting causes circular debt due to
idle capacity, which burdens the country’s economy.

ii. The existing long-term power demand prediction in Pakistan is
highly correlated with economic/demographic variables, which
aremanipulated. Themisleading assumptions for future values of
independent variables cause inaccurate projection.

iii. The existing model cannot handle the nonlinearity of peak
power demand.

iv. Mid-term time horizon activities like fuel scheduling and
plant maintenance scheduling cannot be managed using the
existing IGCEP model for long-term peak power demand.

1.2 Research questions

i. Can considering climate features with engineered historic
features reduce the gap between actual and predicted load
noticeably in mid-term and long-term time horizons?

ii. Can mid-term month-wise peak demand forecast be
extended to long-term peak power demand for power
generation expansion and transmission line
expansion planning?

iii. Can fuel and power plant maintenance scheduling be chalked
out using month-wise peak power demand forecasting?

iv. It is a fact that several assumptions made for future values of
economic/demographic variables cause inaccurate demand
forecasting. How can a number of assumptions be avoided?

v. Can feature engineering using daily/monthly peak load and
climate features eliminate the role of GDP and population,
which are misleading?

vi. Can the gap between power demand and supply be
minimized using a nonlinear machine learning model?

vii. Generation of 1 MW power costs approximately
1.5–2 million US dollars. Can better forecasting save costs
and help utilize it in other sectors such as education
and health?

viii. Having a huge gap of approximately 15,000 MW between
available generation capacity (around 45,000 MW) and
required peak load (around 30,000 MW) places a
significant burden on the country’s economy. Can it be
minimized to reduce circular debt?

2 Related work

Multiple linear regression (Shaik et al., 2017) is popular since
long for calculating electricity demand forecast, and the same
methodology is being used in Pakistan’s IGCEP as well.
Forecasting techniques are mainly divided into two categories,
i.e., artificial intelligence methods and parametric methods. The
artificial neural network (ANN) and recursive neural network

FIGURE 3
Parametric methods for load (MW) forecasting.
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(RNN) are examples of artificial intelligence methods that are
blackbox methods that have a better accuracy; however, there is a
limitation in interpretation. Parametric methods are categorized as
trend analysis, end-use model, and economic model, as explained in
Figure 3. In trend analysis, a trend is observed from historic data,
and future values are predicted. While in the end-use model, a
detailed survey about appliances used is conducted by the end users
and their behavior toward utilization of electricity. In the economic
model, indicative parameters of economy, e.g., GDP, per capita
income, and tariff, are used.

Pakistan is currently using the multiple linear regression
forecasting technique, which is the economic model (NEPRA,
2021). China, being a huge economy and the largest power-
generating country, must have a tested and reliable model for
long-term power demand prediction, for which the gray model
has been used. Some studies (Li and Zhang, 2018; Government of
Pakistan, 2020) proposed an improved form of the gray model,
i.e., DCOGM, which uses transformed data and interpreted GM
(1,1) output. The model was used to estimate the electricity
consumption in Shanghai, China, during 2017–2020. It claims
a better MAPE against the machine learning approach SVR. The
method needs to be compared with the ANN technique, which is
mostly used nowadays. The significance of seasonal and climate
factors is discussed in Aayush Goel (2014), while predicting
month-wise electricity demand for Delhi. The multiple
regression, logarithmic multiple regression, trend seasonality
model, and ARIMA are trained. Root-mean-square error
(RMSE) is used as a performance metric. It was found that the
logarithmic regression model with a minimum RMSE (87.3) was
the best among others.

The study on “long-term forecasting for electrical load in
Kuwait” by Almazrouee et al. (2020) compared the prophet
statistical model with the Holt–Winters statistical model using
five performance metrics and found that the prophet model gives
more accurate results than the Holt–Winter model. The study used
the previous peak load data of Kuwait from 2010 to 2020 and
forecasted for 2021 to 2030. The performance matrices MAPE,
MAE, RMSE, and R-square were used, and an R-square of
0.99 for the prophet model as compared to 0.96 of the
Holt–Winters model was obtained. A review study on the topic
“A review in electricity demand forecasting in low- and middle-
income countries: the demand determinants and horizons” by Mir
et al. (2020) discussed Pakistan’s power sector as a reference. As per
the review, the MTLF horizon uses previous load data mostly along
with other determinants.

Chabouni et al. (2020) discusses the temperature and seasonality
nexus on load dynamics in Algeria and concludes the importance of
demand forecast for electricity demand-side management. A simple
multiple regression model was applied on the weather, historic load,
and calendar data. It claims an adjusted R-square of 96.9%. The
study used the holy month of Ramadan as a dummy variable.
Consumers’ electric appliance numbers and users’ occupied area
of living were used as input variables in a study (Awan and Knight,
2020) for domestic power demand prediction of Punjab, Pakistan,
using multiple linear regression. This is an example of an end-user
model; however, accurate data gathering is a limitation in the study.
The implementation of smart meters is a better option to obtain
users’ electricity load data.

The geographical region matters as far as peak power demand
forecasting is concerned. This is why the techniques and features
used by similar regions like Pakistan are more important. Dhaval
and Deshpande (2020) from India proposed multiple linear
regression from short-term load forecasting (STLF). The weather
features, previous load, day of week, and time of day were treated as
independent variables. The proposed model is validated against
adjusted R-square, which is 0.89. The MAPE calculated is 5.06%.
However, the model needs to be compared with other machine
learning models as well. In 2018, Azad et al. (al MQAe, 2018) used
SVR to find the peak load of the UAE using meteorological data,
including temperature and humidity. To maintain homogeneity for
applying SVR, data are divided into two sets, i.e., weekend days and
season-based data. The results using RMSE were compared with
those of ANN, and it was found that SVR can have an equally
good accuracy.

Shah et al. (2019) proposed a component-wise estimation
method. The model consists of deterministic and stochastic
components. Both components are predicted using different
regression and time series methods, and the results are summed
up. The mean absolute percentage error, mean absolute error, and
root-mean-squared error are used as performance metrics. It is
concluded that the vector autoregressive model combined with
spline function-based regression has better performance than the
rest of the regression and time-series models. The Indicative
Generation Capacity Expansion Plan (IGCEP) (NTDC, 2018a;
NEPRA, 2021) handles the long-term power demand forecasting
using the multiple linear regression model by considering economic
and demographic parameters. The software applications PLEXOS
and EViews are used for power planning and statistical/regression
modeling, respectively. The assumptions made for the future values
of independent variables such as GDP and population may be
inaccurate due to politicized figures or weak methodology.

Short-term power demand in Nepal was predicted by Bhandari
SRS and Kumar Jha (2018) using the artificial neural network
(ANN) model. Seven independent variables were used, viz,
temperature, hour of the day, day of the week, a flag indicating if
it is holidays/weekdays, previous day’s average load, load from the
same hour of the previous day, and load from the same hour and
same day from the previous week. The ANN was compared with
traditional time-series methods. It was found that the evaluation
metric MAPE is 1.17 for the ANN, and for others, it is between
1.61 and 5.07. The ANN is an up-to-date machine learning
technique and gives better results compared to traditional
statistical methods.

Saravanan et al. (2012) projected the electricity demand for
India from 2012 to 2030 using PC-ANN (principal component-
artificial neural network) and PCR (principal component
regression) models of machine learning. The main contribution is
the introduction of the principle component technique with the
ANN and MLR (multiple linear regression). The models used
11 independent variables, including the amount of CO2 emission,
population, per capita GDP, per capita gross national income, gross
domestic savings, industry, consumer price index, wholesale price
index, imports, exports, and per capita power consumption. The
regression and ANN techniques as well as the PCR and PC-ANN
models were compared using performance metrics MAPE, RMSE,
and MBE. It was found the ANN is better than the RA traditionally,
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while the proposed PC-ANN model is better, with the least error
among others being ANN, RA, and PCR (regression using
principal component).

In the prediction of the electricity demand for Thailand,
Kandananond (2011) compared three models ARIMA, ANN, and
MLR and studied using the independent variables of population,
gross domestic product, stock index, revenue from exporting
industrial products, and electricity consumption. It was
concluded that mean absolute percentage error (MAPE) was
reduced to 0.996% by using the ANN as compared to ARIMA
andMLR, for which the mean absolute percentage error is 2.80981%
and 3.2604527%, respectively. However, the author recommended
ARIMA and MLR due to the simple structure, interpretability, and
better performance. While predicting yearly power demand for
Malaysia, al MSMOe (2010) used the artificial neural network on
the historical data of Malaysia. According to this study, several ANN
designs are made using independent variables such as population,
number of electricity consumers, and per capita electricity
consumption, and with yearly electricity demand as the
dependent variable. Regression coefficient R of 0.998 was
calculated for evaluation. However, the model proposed (al
MSMOe, 2010), i.e., ANN, needs to be compared with other
machine learning models as well.

The artificial neural network (ANN) remained an emerging
machine learning model used inmany studies during 2020 and 2023.
Neural network models are black boxes that focus on improving the
accuracy than interpretation of a model. In Behm et al. (2020), the
ANN has been used to predict month-wise yearly electricity demand
forecasting for European countries using the data of Germany from
2005 to 2016. The evaluation metric MAE was found to be 2.8%
compared to the model used by the European Network of
Transmission System Operators (centos-e), which is 4.8%. It uses
weather data, calendar data, and previous load data as independent
variables. Antonopoulos et al. (2020) discussed different machine
learning models used in studies from 2009 to 2018 for power
demand response forecasting. It was concluded that different
architectures of the ANN with a single hidden layer as well as
deeper with multiple layers have been used in most of the work for
power load and price forecasting. The capability of handling
nonlinearity makes ANN architectures most attractive.

Forecasting energy demand plays a crucial role in the effective
management of smart microgrids, aiding in the strategic planning of
power production and facilitating energy transactions with the
commercial grid. Models based on machine learning (ML) and
deep learning (DL) show great potential in accurately forecasting the
energy needs of consumers and predicting energy production from
renewable sources (Aslam Sheraz et al., 2021). The renewable energy
sources have challenges such as reliability, quality of power, and
balance between demand and supply in microgrids. Hence, it is very
important to forecast power generation by renewable energy sources
to overcome these challenges. A survey (Renewable and Sustainable
Energy Reviews, 2020) has discussed different statistical, ANN, and
DNN models and found that deep neural networks like LSTM and
RNN provide more accurate prediction of short-term power
generation from renewable energy sources. Ali et al. (2020) used
the ANN to predict the monthly peak-load demand and achieved an
MAPE of 0.056. The dataset consists of temperature, humidity, and
precipitation as independent variables. The study discussed that the

ANN model is the most appropriate to handle the nonlinear
relationship between peak load and the factors affecting it.

Khan et al. (2021) introduced a new predictive model designed
to forecast short-term electricity prices using the methods of
ensemble empirical mode decomposition (EEMD) and extreme
learning machine (ELM).

Shehzad et al. (2023) addressed the issue of electricity theft,
highlighting its detrimental effects on power grid infrastructure and
the significant financial losses incurred by electric utilities. They
proposed a solution in the form of a deep learning (DL)-based meta-
learner model that was specifically designed to detect non-technical
losses associated with electricity theft. Mughees et al. (2021)
concluded that short-term electricity demand forecasting is
mandatory for a successful demand response program. Therefore,
this research attempted to design, implement, and test a deep bi-
direction long short-term memory sequence-to-sequence (Bi-LSTM
StoS) neural network model to predict day-ahead load forecast. It is
also compared with MG-SVR and LMBP-ANN. MAPE and RMSE
are used as performance metrics. Short-term load forecasting using
recursive neural network seq-to-seq is proposed by Zhao et al.
(2020) using different datasets for grid operation management.
MAPE and MAE performance metrics were used in the study,
and it was found that RNN-StoS performs better in short-term
load forecasting using geographical and weather data.

Kazemzadeh et al. (2020) forecasted yearly peak power demand
using a hybrid model by integrating support vector regression
(SVR), autoregressive integrated moving average (ARIMA), and
artificial neural network (ANN). First, the parameters of the SVR are
optimized using particle swarm optimization (PSO). Second, a
hybrid model including the ARIMA, ANN, and the proposed
SVR is used to forecast yearly peak load. The hybrid forecasting
model is used for yearly peak load and total energy demand for Iran
National Energy Control Center. The performance of the hybrid
model wasmeasured using theMAE, RMSE, andMAPE. TheMAPE
for the hybrid model remained 0.99%, while for the IA model,
it was 0.97%.

The data-driven models including the ANN, SVR, MLR, and
GBDT were compared using socioeconomic and climate variables
and forecasting monthly peak power demand (Liu et al., 2021).
Performance of all models was compared using R-square, and it was
found that GBDT outperforms with the highest accuracy. The study
proposed GBDT for power demand prediction with R2 88%, which
is almost the same as that for the SVR. However, the MAPE for
GBDT is 7%, while for SVR, it is 8%. Computational time of GBDT
is the best among all the other models.

Kim et al. (2019) found that despite using several techniques, the
accuracy of forecasting power demand cannot be enhanced
considerably. To address this issue, a hybrid model (c, l)-long
short-term memory (LSTM) + convolution neural network
(CNN) was proposed in this study. The model is compared with
three widely used models, ARIMA, (c, l)-LSTM, and S2S LSTM, by
calculating the mean absolute percentage error (MAPE) and relative
root-mean-square error (RRMSE) metrics.

Kwon et al. (2020) used k-means clustering with RNN-LSTM for
short-term load forecasting and achieved least root-mean-square
(RMS) test error among other models including the ANN, RNN, and
SVR. The K-means clustering technique is used to create seasonal
clusters. Nepal et al. (2019) combined the ARIMA with k-means
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clustering to achieve accuracy for short-term electricity load
forecasting. This approach is interpretable and simple. However,
there is a question of handling nonlinearity in power demand data
within the cluster. Power sector authorities required an
interpretation of the model results, i.e., correlation of
independent variables with dependent variables. This is why
regression and ARIMA are still popular models. Other studies
(Nor Hamizah Miswan RMSaSHHA, 2017; NEPRA, 2020)
created hybrids of linear regression with ARIMA and ARIMA
(0.1.1) for load forecasting.

The hybrid model used by Prince Waqas Khan et al. (2020) for
yearly demand forecasting is a combination of extreme gradient
boosting (XGBoost), categorical boosting (CatBoost), and random
forest. The proposed model was evaluated against an R-squared of
0.9212, which is claimed as better than that of existing models.
Another study (del Real et al., 2020) proposed a mixed architecture
consisting of the convolutional neural network (CNN) coupled with
the artificial neural network (ANN). Hybrid or mix-architecture is a
popular modeling technique nowadays, specifically for highly
nonlinear and uncertain data such as peak power demand.
However, recent studies used neural network models using
different architectures, like Chang et al. (2011) used a weighted
evolved fuzzy neural network model for monthly electricity demand
forecasting. Similarly, He (2017) and SHaP (2017) used CNN-RNN
and DNN-staked autoencoder models for load forecasting.

The most recent studies of 2023, such as Kumar and Pal (2023),
forecasted power load of the short-term time horizon using
Gaussian process regression (GPR) on historic data. The author
agreed that SVM is the best machine learning model for power
demand prediction. There is very little difference in the RMSE value
between GPR and SVM regressor. Similarly, Abumohsen et al.
(2023) used LSTM, GRU, and RNN for short-term power
forecasting. This shows that even current studies are focusing on
the short-term and mid-term time horizon for power demand
forecasting using nonlinear machine learning models.

2.1 Critical evaluation

Critical evaluation Table 1 represents a complete picture of the
related work reviewed. As forecasting peak power demand is a
supervised learning regression problem, the regression learning
models are more effective and efficient for peak power demand
prediction. While reviewing the literature critically, it is observed
that the models that can handle nonlinearity are more effective and
have higher accuracy. It is also observed that accuracy increases for
shorter and mid-term time horizons than long-term ones. The
reason behind this is that the projected power demand curve
better aligns its direction due to shorter and mid-term time
horizon data. The second set of important features is climate

TABLE 1 Critical evaluation.

Focus Year Method(s)
used

Features Evaluation parameters and
prediction accuracy

Limitations/weakness

Kumar and Pal
(2023)

2023 GRP, SVR STLF historic Data RMSE (GRP = 2.04; SVR = 2.08) Other performance metrics need to
be calculated

Abumohsen et al.
(2023)

2023 LSTM, GRU,
and RNN

STLF Temperature, Calendar RMSE (GRU = 0.04647) MSE (GRU =
0.00215) MAE (0.03266)

Historic load features must be
included in the dataset

al MQAe (2018) 2018 SVR STLF and MTLF temperature,
humidity, previous load, and
date

RMSE Summer: 0.0519 Non-Summer: 0.02 Not compared with other models

Almazrouee et al.
(2020)

2020 Prophet
Holt–Winter

LTLF previous Load R2 Prophet = 99% Holt–Winters = 96% Only depends on previous data while
other parameters’ impact also need to
be tested

Dhaval and
Deshpande
(2020)

2020 MLR STLF temperature, season,
previous load consumption

Adjusted R2 = 0.89 MAPE = 5% No mechanism to collect huge hourly
data. Nonlinearity cannot be handled
well using MLR

Liu et al. (2021) 2021 ANN, SVR, MLR,
DT, GBDT

MTLF Climate features,
Socioeconomic features and
electricity

R2 (SVR: 88%, DT: 84%, ANN: 61%, MLR:
86%, and GBDT: 88%) MAPE (SVR: 8.1, DT:
6.7, ANN: 13, MLR: 7.9, and GBDT: 6.4)

No hyperparameter discussion.
Decision tree is not suitable for
regression due to taking average

Kwon et al.
(2020)

2020 RNN, and LSTM STLF day of week,
temperature, and previous
load

MAPE = 1.49% for 2016 MAPE = 1.52% for
2018

Gradient vanishing needs to address

Ali et al. (2020) 2020 ANN MTLF humidity, precipitation,
rainfall, and temperature

Adj-R2: 89%; MAPE: 5.06 Not compared with any other model

Mughees et al.
(2021)

2021 Bi-LSTM S-to-S STLF week of the year, day of
the month, temperature, and
previous load

MAPE: 3.6%; RMSE: 0.21 Gradient vanishing needs to address

Kazemzadeh et al.
(2020)

2020 Introduced a hybrid
approach

Yearly historic load data ARIMA (MAE: 950; RMSA: 1084; MAPE:
14%) ANN (MAE: 616, RMSA: 681, and
MAPE: 9.01%) PSO-SVR (MAE: 164, RMSA:
306, and MAPE: 2.68%)

No hyperparameters of the ANN
defined in the study. Important
feature selection is missing
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features for short and mid-term horizons. While economic features
have more impact while forecasting long-term peak power demand,
the results are not encouraging due to manipulation of economic
features. As power demand data are highly nonlinear and uncertain,
statistical and multiple linear regression models are not appropriate
for short- and mid-term time horizon forecasting. However, for
long-term forecasting, statistical and multiple linear regressions are
still popular while compromising the accuracy. Statistical and
multiple linear regression models are more interpretable, which is
also one of the main requirements of decision makers. However, due
to the availability of high storage, high processing power, and
ubiquitous data, it is recommended to forecast for short- and
mid-term time horizons for better accuracy. The results of short-
and mid-term horizons also lead yearly long-term peak power
demand forecast. Neural network models are mostly used for
short-term forecasting, but it is a black hole, and the results
cannot be interpreted easily. Therefore, for Pakistan, mid-term
time horizon forecasting is more appropriate, and the SVR model
is a better option for Pakistan as it is not only interpretable but also
has improved accuracy and reliability.

3 Materials and methods

Pakistan is facing electricity load shedding and circular debt
issues. Due to this, the economy of the country cannot flourish.

While investigating these issues, it was found that the above issues
are mainly due to power demand and supply gap, mismanagement
of fuel arrangements, and non-availability of power plants due to
maintenance. Domain experts agree that these issues can be resolved
by predicting accurate peak power demand on mid- and long-term
time horizons. The methodology explained in Figure 4 is proposed.

First, state-of-the-art literature on predictions of peak power
demand was explored. It was found that different statistical and
machine learning models are being used by authors. The datasets
with different socio/economic/climate/demographic features are
used to train the models. The selection of features and models
depend on the forecasting time horizon and region. Short-term and
mid-term horizons use climate and historic features mostly, while
the impact of economic features is lesser. However, for a long-term
horizon, economic features have more impact on the peak power
demand curve than others. In long-term projection, a lot of
assumptions must be made for future values of economic/
demographic features, which decreases the accuracy of the model.
In this research, the projection of peak power demand for a mid-
term horizon, which is extendable to long-term projection,
is proposed.

After the identification of problems and deciding the forecasting
time horizon, the next step is gathering of data. It is proposed that
daily peak load data generated by the NPCC are used to filter out
monthly peak power demand as a dependent variable. Climate data
are gathered from the Meteorological Department of Pakistan, while
economic feature data are collected from the Bureau of Statistics of
Pakistan. The final dataset is prepared by merging the climate/
calendar dataset and the economic dataset along with NPCC’s
monthly peak load data. Feature engineering is done in the
preprocessing phase to create new features using daily/monthly
peak load data generated by the NPCC’s system. The most
relevant features are selected using different features selection
and data science techniques.

The final dataset with the most relevant features is split into
training and test datasets. Different machine learning models
are trained using the training dataset. The models are tested
using performance metrics like R-square, RMSE, and MAPE
using the test dataset. The models are tuned for optimum
hyperparameters that give maximum accuracy. After tuning
the hyperparameters and getting the best-fit model, cross-
validation techniques are applied to check the consistency of
the models for unseen data. The research methodology is
explained in Figure 4.

3.1 Proposed framework

Raw data are gathered from the concerned entities like the
Bureau of Statistics for economic parameters, system-generated
daily peak power demand data from the NPCC, and climate data
from the Meteorological Department of Pakistan. These datasets
have the common key “month–year.” After preprocessing and
feature engineering, the datasets are merged using the common
key, and the combined dataset is prepared with all potential features
given in Table 2. Different feature selection/reduction techniques are
applied to filter the most appropriate features. The proposed
machine learning model is applied on the final dataset with the

FIGURE 4
Research methodology.
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best features to forecast peak power demand. The framework of the
model is given in Figure 5.

3.1.1 Mathematical representation of the
proposed model

Support vector regression (SVR) is proposed for monthly
peak power demand forecasting. With the use of the kernel, the
SVR provides an efficient way to handle nonlinear regression

problems by projecting the original features into the kernel
space where data can be linearly separated, as explained
in Figure 6.

SVR introduces an ε-insensitive loss function to compute a
hyperplane such that the predicted values of the training data have at
most an ε deviation from actual values. To allow SVR to handle
nonlinear data, a polynomial kernel function is applied in this thesis
that transforms original input data to a higher-dimensional kernel

TABLE 2 Important features and target variable.

Feature Description

Dependent variable

Month wise peak power demand Monthly peak power demand extracted from daily load data generated by the NPCC. This is a target variable which is continuous
data and can be predicted using regression and neural network models.

Independent variables

Economic Features

Monthly GDP Gross domestic production. Monthly economic growth in Pak Rs

Investments Foreign and local investments which have a direct impact on power demand

Imports/exports Country’s imports and exports show the business activities and ultimately affects the power demand

Inflation Increasing inflation may have a negative correlation with power demand

Number of electric vehicles With the induction of a new technology like the number of imported electric vehicles will have a significant impact on power demand

Per capita income Increase in per capita income also increased the usage of electricity

Demographic features

Population Population month-wise

Number of consumers Number of industrial, domestic, and commercial consumers of electricity that can be retrieved from the database of DISCOs

Historic engineered features

Previous month peak load Previous month demand

Same month top 10 peak average Daily peak load data of the NPCC of a month is sorted in the descending order to select top 10 peaks and calculate the average of top
10 peaks per month

Average peak load of the same month Average monthly demand of the same month

Peak load same month last year Power demand last year during the same month

Per capita consumption KWh or units per capita electricity usage. It is calculated by energy consumed by a DISCO divided by the population of DISCO.

Per consumer load Calculated by peak load of the month divided by total consumers in the month

Climate and calendar features

Month number (1–12) Number of months

Off day Weekends or public holiday are categorical calendar variables

Holy month of Ramadan Ramadan, a categorical calendar variable

Monthly maximum temperate Month-wise average of maximum temperature calculated using data from 1981 to 2010 by the Meteorological Department of
Pakistan of major cities including Quetta, Rawalpindi/Islamabad, Peshawar, Jhelum, Lahore, Sargodha, Faisalabad, DI Khan,
Multan, Bahawalpur, Hyderabad, and Karachi

Monthly minimum temperature Month-wise average of minimum temperature calculated using data from 1981 to 2010 by the Meteorological Department of
Pakistan of major cities including Quetta, Rawalpindi/Islamabad, Peshawar, Jhelum, Lahore, Sargodha, Faisalabad, DI Khan,
Multan, Bahawalpur, Hyderabad, and Karachi

Humidity Average humidity for each month from 2006 till 2016

Monthly rainfall Month-wise average rainfall of major cities including Quetta, Rawalpindi/Islamabad, Peshawar, Jhelum, Lahore, Sargodha,
Faisalabad, DI Khan, Multan, Bahawalpur, Hyderabad, and Karachi
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space, where input data Rd are transformed into a kernel space F, as
represented by Equation 1.

Φ X( ): Rd → F. (1)
The linear function can be represented as in Equation 2.

Y � wT Φ X( ) + b. (2)
The optimization function of Y is given in Equation 3, subject to

the conditions given in Equation 4.

min w 1/2 w| || |2 + C∑n
i�1

ξi + ξ i
*( ). (3)

subject to

yi − wTφ x( ) − b < � ε + ξi
wTφ x( ) − b − yi < � ε + ξ*i
ξi, ξ*i > � 0

, (4)

where ξ,ξp are the slack variables to guard against outliers; C > 0 is
the regularization parameter, which is set to 500; and ε is 35 in this
paper, while “poly” is used as the kernel function.

3.1.2 Dependent, independent, and
historical variables

The potential variables that take part in feature selection are
explained in Table 2. By applying the different feature selection
techniques, the most appropriate features are selected for monthly to
yearly peak power demand forecasting. Different nonlinear machine
learning models are fitted and tuned on the final dataset. The best fit
model with the best accuracy is proposed for Pakistan’s
power sector.

3.1.3 Experimental setup
In a production environment, the NPCC is the centralized

storage location for the final dataset. At the NPCC, the daily
peak load dataset, climate dataset, and economic dataset are
gathered via database connectivity with the respective department
through the internet or through sensors. However, in the
experimental setup, NPCC’s daily peak load data from 2006 to
2016 are extracted from reports (NTDC, 2011; NTDC, 2017), while
climate and economic data are gathered from the Bureau of Statistics
report of Pakistan Statistical Yearbook 2022 (PBS, 2022). The daily
peak load dataset is preprocessed to create the monthly peak load

FIGURE 5
Framework of the model.
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dataset, which is combined with economic and climate datasets
using the common key, i.e., month–year. Monthly peak power
demand is the target variable in the final dataset, while
economic, historic load, and climate features are the predictors.

As far as hardware and software used in the experimental setup
are concerned, the whole methodology is implemented on a laptop
system with specifications, i.e., Processor Intel® Core™ i5 8250U
CPU @ 1.60 GHz 1.80 GHz, 16.0 GB RAM, 512 GB SSD, and the
Windows 10 Pro as the operating system. Python programing
language and Jupiter Notebook V3.0 IDE are utilized for data
preprocessing and visualization. Jupiter Notebook is an open-
source IDE that can execute the python code, visualize data, and
fit the statistical model under one umbrella. Python is also an open-
source programming language that supports multiple data sources
and performs statistical/mathematical calculations in an effective
and efficient manner.

3.1.4 Data validation
The data used in this study are collected from authentic sources,

and most of the data are system-generated, with the least chance of
missing or invalid data. The daily peak load data collected from the
NPCC system, while climate data are sensor-generated data from the
Meteorological Department of Pakistan. The data extracted from
NEPRA’s PDF reports are converted into Excel format using Adobe
Acrobat Professional. The following steps have been applied to
ensure data validation.

i. Data types and format of features have been ensured by
assigning appropriate data type of features, which prevent
invalid entries of data. For example, the month–year key in the
dataset is of date type to avoid invalid dates.

ii. Uniqueness of the primary key, i.e., “month–year,” has been
checked using Python.

iii. While joining datasets on the common key, it was ensured that
there are no duplicate entries, and the joining operation
created the correct number of records.

iv. The range of different features is checked using visualization
and sorting in Python and Excel.

v. Different queries are performed in Python on datasets to
ensure validation. For example, the peak load in the month
of July from 2006 to 2016 is extracted to ensure
consistency of data.

vi. Alternatively, datasets are also converted in Excel format
and validated through the filter operation available
in Excel.

3.1.5 Data preprocessing
The three datasets, i.e., daily peak load dataset, climate

dataset, and economic dataset, are loaded into the respective
data frames using Jupiter Notebook. The following main data
preprocessing actions are performed on these datasets:

• The missing values and outliers were filtered out. The missing
values are filled by the mean value of the column, and
mismatched outliers were corrected from the source data
otherwise removed from datasets.

• As the target variable is month-wise peak power load, the
daily peak demand data are pre-processed into month-
wise peak demand data. When plotted, it indicates that it
is a nonlinear curve. Figure 7 and Figure 8 describe the
behavior of monthly peak power demand from
2006 to 2013.

• The economic parameters including GDP, population, and the
number of domestic, industrial, agriculture, and bulk user data
are on yearly basis, which need to be preprocessed and
converted into monthly basis. For this purpose, the

FIGURE 6
Graphical representation of SVR.
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monthly growth rate of each parameter is calculated using the
following formula.

Let “r” be the monthly compound growth rate of GDP. For the
year 2006–2007, the GDPe (beginning GDP, which is the GDP at the
end of 2006) and GDPe (end GDP, which is the GDP at the end of
2007). Equations 5–7 are used to calculate the monthly growth
rate “r”.

GDPe � GDPb 1 + r( )12. (5)
1 + r( )12 � GDPe GDPb. (6)

r � GDPe GDPb
1/12( ) − 1. (7)

Here, GDPe is the ending GDP of the financial year, and GDPb is
the base or starting GDP of the financial year. Here, r is the monthly
growth rate of GDP to find out. Hence, yearly GDP from 2006 to

FIGURE 7
Month-wise peak power demand for 2006–2009.

FIGURE 8
Month-wise peak power demand for 2010–2013.
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2007 has been interpolated using the compound growth rate “r” into
monthly GDP from 2006 to 2007. Similarly, other yearly economic
variables have been preprocessed into month-wise economic
parameters. Moreover, null values and duplicate values are also
identified and filled with either mean values or with consultation of
the domain expert. The values’ range is also checked, and outliers are
rectified or removed from data. As mostly data of the selected
features are system-generated, the health of data is satisfactory and
unbiased. No missing month–year peak load and climate data are
found in the datasets. Other than using Python tools for data
preprocessing, Microsoft Excel Spreadsheet is also used for
visualizing the representation of data along with using filters, as
shown in Figures 7 and 8.

3.1.6 Feature engineering
It is in consensus that historic features have a noticeable impact

on better prediction, specifically for continuous time-series target
variables such as short- and mid-term power load forecasting. These
features need to be engineered from historic data of daily peak power
demand generated by the system control operator NPCC. The
engineered features include “monthly average peak demand,”
“monthly top 10 peaks average,” “last month peak demand,” and
“last year peak demand of the same month.”

3.1.7 Feature selection
After combining three datasets into a single dataset, 73 features

are obtained. It is proven that increasing the number of features
causes overfitting in machine learning models, and thus, reliable
accuracy cannot be achieved. Therefore, it is important to check
collinearity and select the features that have the most impact on
dependent variables. In this regard, Pearson’s collinearity matrix and
feature selection/importance techniques are used.

Pearson’s correlation analysis is a quick technique for feature
selection. It gives the correlation of independent variables with the
target variable, and inter-variable dependency is also explained.
During feature selection, Pearson’s correlation matrix based on
the final dataset is created, and the results are visualized using a
heat map plot. The heat map shows how much the features are
related to each other. Correlation can be defined as the impact of one
feature by changing another feature. The correlation value is
between −1 and 1. The features which are near −1 are highly
negatively correlated, and features near +1 are highly positively
correlated. Features with a value near 0 have no or little correlation.
The heat map helps us select the variables that are highly correlated
with dependent variables. In a positive correlation, the increase in
the value of one column also increases the value of the other column,
and in case of a negative correlation, the increase in the value of one
column causes a decrease in the other. The presence of a correlation
among independent variables can negatively affect the performance
of the model in terms of generalizability. It is used to remove
redundant information from datasets.

Feature selection is an important step of data preprocessing. It
not only reduces overfitting but also improves accuracy and
minimizes computation time. Select K-best class is a popular
feature selection technique that assigns higher scores to relevant
features and removes others. K-best is a univariant method in which
statistical methods (F-statistics and p-values in case of regression)
are applied to the independent variables against the target variable

one by one, and they are ranked according to the score. It is applied
on the merged dataset to extract K-best-scoring features by using the
f-regression scoring function. Out of 73 features in the merged
dataset, 43 best features have been plotted in Figure 9.

Decision tree regressors not only solve the nonlinear problems but
also provide the features’ importance to select the most appropriate
features. In this regard, ensemble decision methods provide better
results. To find out the important features from our final dataset,
the first ensemble technique used for feature importance is extra tree
regressor, which emphasizes on low variance. The top 24 features out of
73 are given and plotted in Figure 10.

Pearson’s correlation, K-best feature selection, and extra tree
regressor are applied on the merged dataset with 73 features
including historic load features, climate feature, and economic
features. Engineered historic load features are the most relevant,
followed by climate and economic features for mid-term peak power
demand forecasting. The target variable, i.e., monthly peak load, is a
continuous variable that is extracted from daily peak load system data of
theNPCC. This system generates raw data used to engineer features and
is continuously fed into the system to update the values of the
engineered features dynamically. In this study, feature engineering is
applied on historic data from 2006 to 2016. The climate features,
i.e., maximum temperature, minimum temperature, and rainfall of all
major cities, are highly correlated with each other. Therefore, to
minimize the number of features to avoid overfitting, only the
maximum temperature is selected. As per domain knowledge,
maximum temperatures of the cities including Quetta, Rawalpindi/
Islamabad, Peshawar, Jhelum, Lahore, Sargodha, Faisalabad, DI Khan,
Multan, Bahawalpur, Hyderabad, and Karachi are important due to
higher industrial/commercial activities along with a higher number of
consumers, and same are retained in the final dataset. As far as
economic features are concerned, total consumers and load per
consumer are important features as compared to other economic
features such as GDP per month, per capita energy consumption,
and per consumer energy consumption. Selecting the most appropriate
features is a mandatory step while implementing the machine learning
model.Manual feature selection is also done by addition/replacing other
features in the final dataset of 18 features, and the accuracy is measured.
It is found that the selected 18 features give the minimum error on all
machine learning models. The heat map of the selected features is given
in Figure 11. Although multi-collinearity exists among features, it has
no effect on nonlinear models such as SVR and ANN. This is why the
multiple linear regression model is not recommended for mid-term
peak power demand forecasting.

4 Framework implementation

4.1 Data source connectivity

The entities that are mandated to manage economic, climate,
and power data need to connect using sensors or database
connectivity. In the proposed architecture, the connectivity of the
NPCC for daily peak load data, Meteorological Department for
temperature data, and Bureau of Statistics/DISCOs for economic
data is suggested. All raw data are compiled at the central data
science center at the NPCC, where the proposed model is
implemented. Raw data gathered are preprocessed and input to
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best fit the machine learning model for forecasting. The forecasting
results will be transmitted and accessible to all stakeholders in real-
time for decision-making.

4.2 Model implementation

After the physical connectivity of data sources, the data sets
including daily peak load, climate feature data, and economic feature
data are gathered at the central data center, where cleansing,
preprocessing, and merger into a single dataset take place. After
selecting the most effective features, a set of learning models are
trained on the final dataset. Peak power demand is a regression and
non-linear problem; therefore, regressors that can handle
nonlinearity are implemented for peak power load forecasting.
The following machine learning regressors are implemented:

• Support vector regression.
• MLP—artificial neural network.
• PCA-ANN.
• Random forest decision tree.

4.3 Validation and tuning

The final dataset is split into training and test datasets in a 80:
20 ratio. The models are trained using the training dataset, and the

models are evaluated using the test dataset. Hyperparameters are
tuned using grid search cross-validation by giving the range of
hyperparameter values. The models are re-run with tuned
hyperparameters to get the best train and test performance
metrics. Cross-validation is also performed on the best fit model
to ensure the consistent performance of the model.

R-squared metric shows how close the predicted regression line
or curve is to the actual data points. The higher the R-square means,
the better fitted curve and better accuracy. Equation 8 shows the
R-square is

R2 � 1 − RSS /TSS. (8)
Here,

R2 = R-square, which is between 0 and 1. The closer to 1 it is, the
higher the accuracy.

RSS = residual sum of square.
T = total sum of square.
Root-mean-square error indicates the average deviation of the

actual and predicted value. The lower the value of the RMSE is, the
better the accuracy of the model. Equation 9 calculates the RMSE,
which is as follows:

RMSE � ∑T
t�1

Yp − Ya( )2/T⎛⎝ ⎞⎠1/2

. (9)

Here,
RMSE = root-mean-square error.

FIGURE 9
Best 43 features using the f-regressor score.
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Yp = predicted value.
Ya = actual value.
T = total number of data points.
Hyperparameters of models are tuned using the grid search

mechanism to improve the accuracy of the models. To get consistent
results, the K-fold cross-validation technique is applied to find mean
RMSE and standard deviation.

The percentage of deviation between the actual and forecasted
values is calculated by the MAPE. The lower the value of the MAPE
is, the better the accuracy of the model. Equation 10 calculates the
MAPE, which is as follows:

MAPE � abs Actual – Forecasted/Actual( ) * 100. (10)
Here,

Actual = actual peak load of the month.
Forecasted = forecasted peak load of the same month.
Absolute of the difference between the actual and forecasted

values is taken to remove the negative.

4.4 Experimental results

In the literature review, it was observed that different models and
features were used to predict power demand for different time horizons.
For example, short- and mid-term power demand prediction uses

climate/calendar features along with previous load features, while for
the long term, the research emphasis is mostly on economic parameters.
Moreover, deep learning models are used for short- andmid-term peak
power demand forecasting that can handle nonlinearity, while long-
term demand forecasting uses traditional regression models. In this
study, we are predicting peak power demand for the mid-term time
horizon for the next 3 to 5 years.

Liu et al. (2021) have done almost similar kind of work and
proposed GBDT as the best model. The results of the proposed
model in this study are also compared with results of Liu et al.
(2021). In this study, the nonlinear regressors including SVR, MLP-
ANN, PCA-ANN, and random forest decision tree are
implemented.

The support vector regressor was trained and tested with initial
hyperparameters. To optimize the results, hyperparameters are
tuned using the grid search cross-validation technique. Tuned
hyperparameters of the SVR are C = 500, coef0 = 300, epsilon =
25, kernel = poly, and degree = 3. The multi-layer perceptron (MLP)
flavor of the artificial neural network is trained and tuned. The tuned
hyperparameters using the grid search technique are learning rate =
0.001, epochs = 600, batch size = 50, hidden layers = 23, and
neurons = 20, while Relu/Leaky Relu is used as the activation
function and Adam as the optimizer. The linear activation
function is used in the output layer. The feature reduction
technique, i.e., principal component analysis, is applied on

FIGURE 10
Feature importance using the extra tree regressor.
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18 selected features, and a new dataset of 10 principal components is
created, which explain most of variance in data. The dataset with
10 principal components is used to train the artificial neural
network. The best hyperparameters after tuning are learning
rate = 0.001, epochs = 700, batch size = 50, hidden layers = 23,

and neurons = 30, while Relu/Leaky Relu is used as the activation
function and Adam is used as the optimizer. Linear activation
function is used in the output layer. Random forest decision tree
regressor is a nonlinear regressor that creates a forest of trees, and
the final continuous value is calculated by taking the mean of the

FIGURE 11
Heat map of selected features.

TABLE 3 Model results.

Train:Test (80:20)/Model R-Square RMSE MAPE 5-fold CV mean
RMSE

5-fold CV standard
deviation

Train Test Train Test Train Test

SVR 0.9999 0.9999 21 28 0.1098 0.1355 31.79 4.61

MLP-ANN 0.9975 0.9970 146 168 0.7401 0.8624 124 14

PCA-ANN 0.99 0.99 69 98 0.5244 0.3441 104 9

Random forest 0.98 0.97 331 365 1.44 1.73 510 51

Comparison of best SVR with base models

(Liu et al., 2021), 2021 GBDT base
paper

0.89 416 3.7

IGCEP 2021 by GoP 3000 12
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result by each tree’s leaves. The hyperparameters including the
number of estimators, maximum depth of tree, and minimum
sample leaf are tuned using the grid search cross-validation
tuning technique. The best hyperparameters are {“max_depth”: 6,
“min_samples_leaf”: 5, and “n_estimators”: 200}.

4.5 Model comparison and selection of
the model

The performance metrics R-square, RMSE, and MAPE are
used to evaluate and compare the models. After practically
implementing in the experimental setup, it is clear that SVR
performs the best, and the same is proposed for monthly peak

power demand forecasting. The comparison of the results of all
models trained and tested with the base paper (Liu et al., 2021)
and IGCEP model of the government of Pakistan is given
in Table 3.

5 Discussion

After selecting the most appropriate features, a set of learning
models is trained on the selected dataset. As peak power demand is a
regression and nonlinear problem, regression models that can
handle nonlinearity are implemented for peak power load
forecasting. The following machine learning regressors are
implemented:

FIGURE 12
Performance matrices (RMSE and R2).

FIGURE 13
Performance matric (MAPE).
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• Support vector regression.
• Artificial neural network—MLP.
• PCA-ANN.
• Random forest decision tree.

Visual representation of performance metrics R-square, RMSE,
and MAPE is given in Figure 12 and Figure 13.

As monthly peak power demand data are uncertain and highly
nonlinear, the support vector regressor and ANN models give the
best results. As far as the decision tree regressor is concerned, it does

not calculate the new continuous value and takes the mean of the
regressor trees’ output, which remain within the available domain of
peak power demand. Moreover, decision trees are highly sensitive to
small changes in data, so they are highly unpredictable. Finally, the
results of SVR and PCA-ANN are very close; however, SVR is being
proposed for monthly peak power demand forecasting for giving the
best CV-RMSE with minimum standard deviation. The results of
PCA-ANN are better than those of MLP-ANN because feature
reduction using PCA results in non-linear independent
components and reduces overfitting and improves accuracy.

FIGURE 14
Forecasting peak load using SVR on unseen data from 2017 to 21.

FIGURE 15
Forecasting peak load using SVR on unseen data from 2017 to 21.
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In the experimental setup, the SVR model is fitted using tuned
hyperparameters on the final dataset of 2006 to 2016. The monthly
peak load on the unseen data from 2017 to 2022 is forecasted using
the best-fit tuned SVR model. As actual daily peak load data of the
NPCC from 2017 to 2021 are not available, actual monthly peak
demands are gathered from NEPRA’s State of Industry Report 2022
(NEPRA, 2020). There is a chance of error in actual peak demands
collected because they are secondary data and are not retrieved from
system-generated data of the NPCC. The actual and forecasted
values are given and visualized in Figure 14 and Figure 15.

Establishment of a new power generation plant takes 3 to
4 years. Therefore, long-term power demand forecast is required
for next 5 to 10 years to continuously add power in the national grid.
Keeping in view the importance of long-term forecast, yearly peak
power demand is extracted from monthly peak power demand
forecasted using the best-fit proposed model, i.e., SVR. This
information is helpful for decision-makers for future generation/

transmission expansion plans. The yearly long-term forecasted
results published in NEPRA’s State of Industry Reports and
Indicative Capacity Expansion Plan 2021 (IGCEP 2021) by the
Government of Pakistan have been compared with forecasted
values of the selected model, SVR, in the study. The comparison
of forecasted yearly peak power demand on seen data from 2006 to
2016 as well as on unseen data from 2017 to 2030 is given in Table 4
and plotted in Figure 16.

6 Conclusion

The economic growth of any country depends on efficient power
sectors. In this regard, the first step is forecasting of accurate and
realistic power demand in all time horizons. In this paper, Pakistan’s
monthly peak power demand is forecasted by gathering peak
demand data as a target variable gathered from the NPCC
system. After that, a dataset containing the highly correlated and
rich features with power demand is prepared using feature
engineering and feature selection techniques. The machine
learning models are fitted on the final dataset.

Most of the work for forecasting peak power demand is on a
long-term time horizon, i.e., yearly peak demand in the next
5–10 years. These models mostly depend on economic variables
like GDP and per capita income. The problem is that the actual
proportionate impact of economic variables is not translated into
forecasted power demand and, hence, creates gaps. Moreover, it only
focuses on future generation and transmission expansion, while it
has been observed that fuel management, plant maintenance
scheduling, and merit order dispatch are equally important. To
get both benefits, month-wise peak power demand forecasting is
proposed in this study.

The main reason for power crisis in Pakistan is either over-
generation or under-generation of power capacity. This happens due
to over-forecasting or under-forecasting of peak power demand. It is
obvious that long-term over-forecasting creates more power capacity,
and the government has to pay capacity payment even if the plants are
idle, as per international contracts. This capacity payment adds up to
circular debt, which reached approximately 3 trillion. Currently, Pakistan
is in the over-generation state due to over-forecasting in the past.
Moreover, due to over-generation, significant investment and efforts
are put in the power sector while ignoring other sectors such as health
and education. To enhance generation capacity of 1 MW requires the
investment of 1.5 million USD to 2 million USD, and currently, there is
approximately 15,000MW of over-generation capacity in Pakistan.
Similarly, under-forecasting slows down the new generation process
and, at one point of time, a state of under-generation occurs, and the
country faces load shedding. So this is high time to utilize the power of
data science. Finalizing a comprehensive dataset, a best forecasting time
horizon, and applying a machine learning model is the need of the time
for a consistent power demand forecasting mechanism. This study is the
first step toward this direction.

As per the conceptual design given in the study, daily peak load
data generated by the NPCC system are continuously fed into the
proposed design, and forecasted results are dynamically updated in
real time. The other factors that impact power demand are climate
and economic factors. Data of climate features and economic
features are collected from the Meteorological Department and

TABLE 4 Long-term peak load forecasting from 2017 to 2023.

Year Actual
peak

SVR
forecasted

peak

IGCEP
2021 Forecasted

peak

2006 14,238 14,290

2007 16,056 16,005

2008 17,852 17,857

2009 18,467 18,341 17,868

2010 18,521 18,227 19,352

2011 18,860 18,784 20,873

2012 18,940 18,925 22,460

2013 20,012 19,810 24,126

2014 21,017 20,927 25,919

2015 22,149 22,118 28,029

2016 23,199 22,726 28,472

2017 23,180 23,614 23,816

2018 25,741 24,770 25,227

2019 25,753 25,890 22,891

2020 26,781 27,003 23,792

2021 28,179 28,151 24,574

2022 28,500 29,363 25,779

2023 30,000 30,589 28,027

2024 31,824 29,389

2025 33,061 30,814

2026 34,294 32,276

2027 35,514 33,829

2028 36,712 35,457

2029 37,877 36,000

2030 38,996 37,129
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Bureau of Statistics, respectively. The three datasets, i.e., peak load
data, climate data, and economic data, are merged into a single
dataset. Feature engineering is applied to create more features from
historic load data of the NPCC. Highly correlated features with peak
power demand are selected using feature selection techniques. Peak
power demand is continuous, highly uncertain, and nonlinear.
Therefore, the machine learning regressors that can handle
nonlinearity are fitted on the final dataset in the experimental
setup. SVR with the best performance metrics is selected for
monthly/yearly power demand forecast.

While aligning the research questions with results, it is clear that
the final dataset with mostly climate and engineered historic features
has better accuracy. Extending month-wise forecasting to long-term
peak power demand forecasting, as shown in Table 4, indicates that
long-term forecasting results of the proposed model are better than
those of IGCEP 2021. As far as research question 3 is concerned,
domain experts have reached a consensus that mid-term power
demand prediction helps in fuel management and plant
maintenance scheduling. For research questions 4 and 5, selecting
monthly peak power demand forecasting in the proposed model has
eliminated the effect of misleading economic parameters like GDP
and population without compromising the accuracy for mid- and
long-term forecasting. The proposed framework produces better
performance metrics. While answering the research question 6, it is
obvious that nonlinear model SVR produced the best results. The
power sector is highly invested, and in this regard, it causes a
negative impact on the country’s economy. The same has been
observed in Pakistan as well. So, to answer research questions 7 and

8, saving 1 MW will save millions of USD and definitely help in
reducing circular debt.

The concept of the paper can 100% be implemented in any region
of the world. The reason behind that is because the papermainly focuses
the system-generated load data of the power control center and climate
data from themeteorological department. Both the departments exist in
every country, and data are readily available. Second, implementing the
model proposed in the paper solves the purpose of mid- and long-term
prediction, thus enhancing the efficiency of the power sector of any
country. The other big advantage of the proposed model is that it uses
system-generated data, which eliminates the chance of wrong input.
Moreover, continuity and consistency of data are ensured, and future
values of engineered and climate features are easy to grab. In addition,
the model is capable of absorbing the effect of new technologies like
electric vehicles because the model mostly relies on historic engineering
features and uses the mid-term horizon, which immediately picks the
change in the power demand curve. Monthly peak load data, used in
this model implementation, already incorporate the effect of economic
features such as GDP and population, and hence, it almost eliminates
the use of manipulated economic features for peak power demand
forecasting, thus enhancing accuracy.

7 Future directions

In future, more features can be engineered, such as 11 dummy
variables for each month in a year and the accuracy may be
improved. In addition, the model can be replicated in microgrids

FIGURE 16
Long-term peak load forecasting using SVR on unseen data from 2017 to 2030.
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to feed electricity from alternate sources of energy and reduce the
load on the national grid. The same can be very helpful for the power
capacity trading market and electricity exchange in future.
Moreover, due to the induction of smart meters and smart grids,
a huge volume and high velocity of data are generated. Handling this
large amount of data in real time along with achieving
computational efficiency is a big challenge for power sector
data experts. As power demand prediction requires access to
datasets/databases of other departments/entities, which may not
be willing to share their data due to security and legal bindings,
one possible solution is to utilize distributed computing
paradigms along with federated learning approaches to
mitigate the security/privacy concerns. Effective policies and
regulations are needed from the government’s side to ensure
smooth operations considering the evolution of the traditional
power grid into the smart grid (ICT-enabled power grid). Fossil
fuel power plants are the main cause of carbon emissions. It can
be reduced by using alternative sources of energy. The off-grid
methodology can be used by forecasting day-ahead peak load of
an area and feeding it with power from an alternative source. The
same study can be implemented for day-ahead peak load
forecasting to reduce CO2 emissions.
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