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Energy finance risk warning
model based on GABP algorithm

Chao Nai*

School of Finance, Jiangsu Vocational College of Finance and Economics, Huaian, Jiangsu, China

Energy finance is the product of the close combination of the energy industry and
the financial industry, and the two affect each other. The energy crisis may lead
to a financial crisis, and the financial crisis may also lead to a energy crisis. Early
risk warning for the energy financial crisis can effectively mitigate and reduce
risks. This article used the GABP (Genetic Algorithm Back Propagation) algorithm
model to systematically analyze and predict the risks of energy financial crises.
After establishing indicators for energy finance risk warning, this article collected
relevant data from 150 energy companies and 210 financial companies, and
compared them with the GABP algorithm model and manual analysis model.
The error value of the model is determined by the numerical expansion in the
positive and negative directions based on zero scale values. The closer the zero
scale value is, the smaller the error; the farther it is from the zero scale value, the
greater the error. The results show that the average accuracy of the GABPmodel
for energy finance risk warning is 85.2%, and the minimum error value is −0.23.
The average accuracy of using manual analysis models for energy finance risk
warning is 75.8%, with a minimum error value of 1.89. The GABP algorithm has
advantages in constructing energy finance risk warning models.

KEYWORDS

energy finance, risk warning, genetic algorithm, back propagation neural network, GaBP
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1 Introduction

The two major industries of energy finance are interrelated, and in a steadily
developing economic environment, they promote each other and together bring good
social and economic benefits. In a turbulent economic environment, the interconnected
relationship between energy and finance can lead to a chain reaction between the two,
with one party’s crisis triggering the other. The development of the social economy
is in a dynamic state of change, and timely warning of the risks of energy financial
crises to avoid and solve risk problems can enhance the stability and security of the
energy financial economy. This can avoid a series of social and economic problems
such as economic downturn, corporate bankruptcy, increased unemployment rate, and
asset evaporation caused by the energy financial crisis. The GABP algorithm is formed
by optimizing and adjusting the genetic algorithm (GA) on the back propagation
(BP) neural network (NN). The GABP algorithm can be used to establish an energy
finance risk warning model. This model can save manpower, material resources, and
time on the basis of traditional risk prediction by collecting a series of energy finance
indicator data. The innovation of this article lies in the study of the energy finance risk
warning model constructed by the GABP algorithm, analyzing various risk indicators,
and substituting them into the model for validation calculations. The experimental
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part compares the traditional risk warning methods that use various
risk indicators for operational analysis, and judges the performance
advantages of the model used for energy finance risk warning. The
BP neural networkmethod based on genetic algorithm optimization
can establish a more comprehensive and adaptable energy finance
risk warning model. The model assigns reasonable weights to early
warning indicators, effectively divides the critical values of early
warning indicators, and has high accuracy in early warning results.

The importance of energy finance issues is reflected in various
aspects such as environmental structure, national economic synergy,
regional competitive development, and social and financial resource
allocation. Kirikkaleli, Dervis explored and confirmed the long-
term causal effects of financial development and renewable energy
consumption on environmental sustainability. He proposed that
the role of renewable energy and financial development should be
further considered to improve the environment by implementing
energy reform policies in both developed and developing countries
(Kirikkaleli and Tomiwa, 2021). Dai, Xingyu payed attention to
China’s goal and measures to break through the petrodollar system
and establish a RMB led crude oil futures market to internationalize
the energy finance market. He found that Chinese oil futures may
not have a good price leadership position in the global spot market,
but they have favorable price synergies (Dai et al., 2022). According
to Jin, Jingyu, Sichuan Province is in a leading position in the
development of energy finance in China, and there are significant
differences in the development of energy finance among different
regions (Jin et al., 2020). Cholibois, Tim explored the role of climate
finance in Madagascar’s planned transition to renewable energy. By
analyzing the expected energy financing flows and the financing
strategies of the main financing parties, he revealed the shift from
grant based climate financing to financial instruments with clear
returns. He found that the choice of financial instruments affects
the provision of supplementary social services in rural electrification
plans (Cholibois, 2020). The research confirms the role of energy
finance from different perspectives, whether positive or lateral, and
the risk warning of energy finance crises also involves exploring and
considering various factors.

The use of genetic algorithms, backpropagation NN, hybrid NN,
and other algorithms or models for the development and research
of energy finance is an attempt direction for many scholars. Li X,
Wang J and Yang Cmainly proposed an optimized BP neural system
as a financial early warning model, ensuring its high prediction
accuracy. In his research, they described the working principle and
related reasoning process of the model, analyzed its shortcomings,
and proposed solutions. Through analyzing the financial risks of
listed companies from 2017 to 2020, they found that the accuracy of
the optimized BPNN in predicting the financial distress of normal
companies in the selected companies reached over 80%, which
proves the effectiveness of the optimized BPNN (Li X. et al., 2023).
In this work, given different query inputs, the confidence vector
or top 1 confidence returned from the attacked model varies to a
relatively large extent. Therefore, the rich internal information of
MUA was leaked to the attacker, providing convenience for her to
reconstruct alternative models. Therefore, Zhang, Jiliang suggested
using adversarial confidence perturbations to hide these different
confidence distributions for given different queries, in order to
combat model theft attacks (known as APMSA). In other words, the
confidence vectors returned now are similar to queries from specific

categories, which greatly reduces information leakage in MUA
(Zhang et al., 2023). Li, Xuetao, and Yi Sun established a prediction
model based on SVM model that combines kernel parameters and
parameter optimization. They used grid search method, genetic
algorithm and Particle swarm optimization algorithm to optimize
SVM parameters under various kernel functions such as radial basis
function.This algorithm and Particle swarm optimization algorithm
optimize the parameters of SVM, and enhance the applicability of
the model in practice (Li and Sun., 2020). Huang, Xiao, Shoujun
Huang, and Ailun Shui used data from the China Health and
Nutrition Survey from 1989 to 2015 to evaluate the relationship
between Chinese government expenditure and intergenerational
income mobility (Huang et al., 2021). Due to the complexity and
high dynamics of cloud environments, anomaly detection caused by
irregular fluctuations in data and model robustness is challenging.
To address these issues, Song, Yujia proposed a deep learning
based multivariable time series based realistic operation cloud
anomaly detection method: Correlation GNN (CGNN MHSA-AR)
with multi head self attention and autoregressive ensemble method
(Song et al., 2023). The research of these scholars provides a source
of ideas and theoretical reference for the application of GABP
algorithm in the construction of energy finance risk warningmodels
in this article.

Energy financial risks can bring about energy financial crises,
seriously affecting social economic development and security
and stability. This article summarizes and summarizes various
indicators and influencing factors of energy finance for real-time
monitoring, analyzing and predicting the possibility and probability
of energy finance crises. It can take effective prevention and
control measures in a timely manner before the energy financial
crisis occurs, eliminate the energy financial crisis or reduce the
adverse consequences of the crisis. This article studies the energy
finance risk warning model constructed by the GABP algorithm.
By analyzing various risk indicators and substituting them into the
model for validation calculations, this article compares traditional
riskwarningmethods that use various risk indicators for operational
analysis to determine the performance advantages of energy finance
risk warning models (He et al., 2021).

1.1 Energy finance risk warning

1.1.1 Energy finance relations and crisis
The energy industry and the financial industry are

interdependent, mutually reinforcing, and mutually supportive.
Strong energy industry support can provide tremendous support
and power for the flow and accumulation of financial capital, and
reverse the decline in the volatile and unstable financial market
environment. While the financial market is steadily developing,
it can also ensure the rationality, effectiveness, and fairness of
energy resource allocation. This can be beneficial for energy
based enterprises to expand production in the social economy
and promote rapid social development. The huge amount of
financial capital can also provide backup for the implementation
of the national energy strategy, and provide energy capital
reserves for the operation of the enterprise’s industrial chain and
capacity improvement. It drives investment in the energy industry,
innovation in enterprise technology and structure, and upgrading
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of the social energy industry (Lu et al., 2023). The ways in which
the energy industry combines with the financial industry include
energy credit business, energy futures products, energy product
settlement, energy enterprise stock financing business, and so
on. By combining energy and finance, the energy and financial
industries can prosper and develop. On the one hand, when the
Energy crisis or financial crisis occurs, theywill interact and produce
joint reactions. On the other hand, they can also reduce and share
the harmful consequences of the energy crisis and financial crisis
through reasonable and wise risk transfer (Majid, 2020).

From Figure 1, it can see the close relationship between energy
finance and the possible risks of energy industry and financial
industry, including business cycle risk and monetary policy risk
in finance, supply and demand risk and enterprise operation
risk in energy industry. In addition, the institutional reform and
capital expansion of the financial industry, as well as the structural
adjustment and technological innovation of the energy industry,
would bring significant changes to the industry itself, leading to a
greatly increased risk of energy financial crises.

1.1.2 Risk warning indicator system
Due to the many related factors that affect energy finance risks,

in order to better conduct energy finance riskwarning, it is necessary
to establish a relevant indicator system, which can use various
indicator data to evaluate the status of energy finance enterprises
and industries. Generally, the main indicators involved are GDP
(Gross Domestic Product) growth rate, GDP deflator, exchange
rate fluctuation, growth rate of money supply, financing amount
of securities institutions, product price index, enterprise prosperity,
non-performing loan ratio, asset liability ratio, provision coverage
ratio, asset return ratio, interest protection multiple, etc. Table 1
shows the analysis of the impact of changes in various indicators
on the risks of the energy finance industry (Zhang et al., 2019;
Wang et al., 2023).

FIGURE 1
Energy finance relationship and risk map.

1.1.3 Manual model
After obtaining relevant indicator data information based on

the “Analysis Table of Impact Degree of Various Risk Indicators
in Energy Finance”, the data is integrated and calculated based on
the degree of impact of these indicators on energy finance risks.
The commonly used methods for risk warning include decision
treemethod, financial statement analysis method, analytic hierarchy
process, fuzzy comprehensive evaluation method, etc. (Ma et al.,
2020). The traditional way of using manual analysis models for risk
warning is to analyze financial statements and various indicator data
to determine the level of risk in the event of an energy financial
crisis.

2 GABP algorithm model

2.1 Genetic algorithm

As an iterative algorithm, genetic algorithm can be
used for global optimization search. It is a computer
optimization model that simulates the process of genetic
selection and survival of the fittest. The application of genetic
algorithms in quotient optimization, artificial NN, machine
learning algorithms, and other aspects can play a good
optimization mechanism role (Shanmugasundaram et al., 2019;
Dharma, 2020).

Genetic algorithm simulates the process of survival of the fittest
by dividing the computational process into three aspects: replication,
crossover, and mutation. Firstly, it involves selecting and replicating
strong and excellent genes, and then combining them with pairwise
cross comparison to obtain a better result value through combined
variation. After each iteration of genetic algorithm, there will be a set
of solutions. Then this group of recipients will continue to calculate
the process of survival of the fittest, step by step, to find the optimal
value (Li et al., 2022).

The entire optimization process is robust, requiring genetic
coding of operational elements during iteration and survival
of the fittest. It is generally encoded in binary, followed by
setting a randomly selected initial population for iterative
optimization of the entire encoded initial population, using a fitness
function.

The process of genetic algorithm for genetic selection and
survival of the fittest requires continuous selection of chromosomes
from the population. The rule is to use the disk selection
method, which allows for cross selection after selection, inheriting
excellent genes and chromosomes from parents to offspring, and
optimizing them from generation to generation. The purpose
of mutation after crossover operation is to compensate for the
loss of some excellent gene chromosomes during the crossover
process.

Figure 2 shows the genetic algorithm process.
Based on the characteristics and advantages of genetic

algorithm, such as guiding search direction, adaptive environment,
progressive optimization, parallel operation, and global
optimization, this article applies it to the optimization of BP NN,
which can effectively compensate for the two major shortcomings of
slow convergence and local minima of BP NN (GarudSandip et al.,
2021).
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TABLE 1 Analysis of the impact of various risk indicators in energy finance.

Risk indicators Degree of impact Risk proportion (%)

GDP Growth Rate High 16

GDP Deflator Medium 9

Exchange Rate Fluctuations Medium 7

Growth Rate Of Money Supply High 11

Financing Amount Of Securities Institutions High 10

Product Price Index Medium 6

Enterprise Prosperity Low 3

Non Performing Loan Ratio Medium 8

Asset Liability Ratio High 13

Provision Coverage Ratio Medium 9

Return On Assets Low 5

Interest Coverage Ratio Low 3

FIGURE 2
Flow chart of genetic algorithm.

2.2 BP neural network model

BP NN generally has three parts: input layer, hidden layer and
output layer. A hidden layer BP network can be used to approximate
continuous function in any interval, while a three-layer BP network
can map the specified X dimension to Y dimension (Li Xuetao et al.,
2023).TheBP algorithmused in BPneural network is a typical Semi-
Supervised Learning algorithm. It can perform gradient search on
known samples to make the final output value and expected output
value of the neural network reach minimum mean square error
(Yin et al., 2017). The structure and input signal operation process
of the BP NN are shown in Figure 3.

In Figure 3, w is the neural connection weight value from the
input layer to the hidden layer; Q is the connection weight from
the hidden layer to the output layer, and a is the input signal; b is

FIGURE 3
BP NN structure and operation process diagram.

the output signal. The input signal is transmitted from the input
layer to the hidden layer, and when transmitted to the input layer,
the neurons in each layer interact with each other. If the actual
output value of the output layer does not meet the expected output
value, it would be backpropagated and returned. The error value
can be transmitted back to the previous input layer and hidden
layer for connectionweight correction, ultimately reducing the error
(Li et al., 2021).

2.3 Optimization of BP neural network
using genetic algorithm

Genetic algorithm can be applied to the BP NN to enhance
its global search function, while optimizing the structural
characteristics and neural connection weight coefficients of the
NN based on genetic algorithm (Shijie, 2019; Wang et al., 2022).
The GABP workflow diagram is shown in Figure 4.
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FIGURE 4
GABP workflow diagram.

After determining the samples to input into the GABP network,
the number of input layer neural nodes and output layer neural
nodes in the three-layer network is fixed. After optimizing the
corresponding nodes using genetic algorithm, the generalization
calculation ability of the NN can be improved. The characteristics
of the GABP algorithm are expressed using the following formula.

{
{
{

minH(r, t,γ,u) = 1
2
∑a1

x=1
∑b

y=1
[px(y) − px(y)]

2

s.t r ∈ Dcl, t ∈ Dbl,γ ∈ Dl,u ∈ Db
(1)

In Formula (2), b represents the population size; c is the
total number of individuals in the population; l is the pre-
selection probability;Thenumber of times x undergoes optimization
evolution as a gene species; a is the total sample; px(y) and px(y)
represent the expected value of themodel and the actual output value
of the model, respectively; r is the connection weight between NN
nodes; γ is the threshold of the neural node. It uses genetic algorithm
to solve nonlinear optimization problems to obtain NN connection
weights and network structure, ultimately obtaining H. The model
error value can be set to θ, and when H is less than θ, the model can
be applied normally.

After determining the number of times the model needs to be
trained, the error value of the training samples is represented by
θ1. The training samples are substituted into the model operation in
the form of input sets, and the sample error monitored by the input
model is θ2. When both θ1 and θ2 are within the expected range of
the model, the relationship between the maximum and minimum
values of theNN’s connectionweight and the adjustment parameters
constitutes the basic solution range of the NN’s connection weight,
represented by [kmin − μ1,kmax + μ2]. The genetic algorithm uses the
maximum value of the function as the fitness function, and the
formula is:

M(r, t,γ,u) = 1

√∑a1
x=1
∑b

y=1
[px(y) − px(y)]

2
(2)

After applying the fitness function to the optimization of the
model, the formula is:

{
{
{

max M(r, t,γ,u)

s.t r ∈ Dcl, t ∈ Dbl,γ ∈ Dl,u ∈ Db
(3)

In the process of genetic coding, control codes and weight
coefficients need to be connected. The number of hidden nodes
in the NN structure is connected into a string by control codes,
with disconnected nodes represented by 0 and connected states
represented by 1. The length of encoding concatenation can be
determined based on a multiple of the number of nodes in the input
layer NN. The length of the weight coefficient connection encoding
is determined by the number of input layer nodes and output layer
nodes. A genetic coding string corresponds to a set of control code
network structures and connection weights.

When F represents the number of individuals in the initial
population of the genetic algorithm, and these individuals are
composed of random numbers with corresponding lengths of the
coding stringwithin the [kmin − μ1,kmax + μ2] range. lz represents the
probability of cross mutation between the coding individuals, the
common formula for the intersection of the n th coding gene and
the n+ 1 th coding gene is:

{
{
{

Sn+1n = kn ∙ S
y
n + (1− kn) ∙ S

y
n+1

Sy+1n = (1− kn) ∙ S
y
n + kn ∙ S

y
n+1

(4)

In Formula (4), the individual before crossing is represented
as Sy

n; The individual after cross operation is represented as Sy+1
n ;

The random numbers in the coding interval are represented by kn.
After performing mutation operations on coding individuals with a
probability of lz:

Sy+1n = S
y
n + kn (5)

The Sy
n and Sy+1

n in Formula (5) represent the gene coding
individuals before and after themutation operation, and the random
number of kn is taken within the [kmin − μ1 − S

y
n,kmax + μ2 − S

y+1
n ]

interval range.
Undermultiple crossmutation operations, population evolution

is optimized to generate. The connection weight and number of
nodes in the encoding individual with the highest fitness are used as
input values for the model, ultimately obtaining the global optimal
solution. δ1 and δ2 are two sets of training samples separated from
the total sample. δ3 is the detection sample, and δ1 is substituted into
the model to evolve to the x generation before decoding. The NN
structure and neural connectionweighting coefficients of the sample
population are obtained, and δ2 is input into the GABP NN model
to obtain:

{{
{{
{

minH2(r, t,γ,u) =
1

a1 − a
∑a2

x=a1
∑b

y=1
[px(y) − px(y)]

2

s.t r ∈ Dcl, t ∈ Dbl,γ ∈ Dl,u ∈ Db
(6)

After obtaining the NNweighting coefficients and hidden nodes
of the input δ2 samples, the δ3 samples can be used to detect and
verify the generalization ability of the genetic NN.

Through the model construction method, genetic algorithm can
be successfully used to optimize and adjust the BPNN, and establish
a GABP model. When applying this model to the risk analysis
and warning of energy finance, it is necessary to use the relevant
energy finance indicator data as a dataset and input it into themodel
for training and testing of data samples. The final output of the
model would be used as the model itself to analyze and predict
the effectiveness of energy finance risks. Due to the existence of
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certain errors in the operation of the model and the differences in
the training and learning process of the data samples, it is necessary
to consider the results of multiple iterations of themodel on the data
samples.

3 Comparative experiment of GABP
model and manual model

The security of energy finance is related to all aspects of the
economy, and the process of predicting, evaluating, and analyzing
energy finance risks requires collecting and considering different
energy industries and financial issues. The relationship between
the energy industry and the financial industry is complementary,
and when encountering an energy financial crisis, the two would
also influence each other, and the crisis would be transmitted from
one side to the other. The occurrence of an energy financial crisis
is premonitory and can be influenced by the operational status
and socio-economic forms of enterprises. This article evaluates and
predicts the risk and likelihood of an energy financial crisis based
on indicators collected from various aspects such as policy and
technological updates and changes.

This article constructs a model for energy finance risk warning
using the GABP algorithm, evaluates the performance of the
model in all aspects, and compares the effectiveness of the GABP
model with traditional manual analysis of energy finance risks
through experiments. The energy finance indicator data used in
the experiment were sourced from websites such as China Energy
Network, Shanghai Stock Exchange, China Futures Association,
China Banking Association, and China Coal Market Network.
This article collects and analyzes indicators such as commodity
product prices, profit liabilities, and financing loans from 150
energy companies and 210 financial companies. Based on the GDP
growth rate, GDP deflator, monetary policy, energy regulation
information and other data at the national level, this paper makes
a comprehensive judgment on the degree of energy finance risks
at the corporate and national levels according to the proportion
of the degree of influence in the analysis table of the impact

of energy finance risk indicators. There are four quantitative
indicators, namely, the proportion of total green finance business,
the proportion of total green finance business, the year-on-year
growth rate of total green finance business, and the proportion
of total risk of green finance business. There are three qualitative
indicators in total, namely, the implementation of national and
local green finance policies, the formulation and implementation
of institutional green finance systems, and the financial support for
the development of green industries, with weights of 30%, 40%, and
30%, respectively.

The sample data mainly comes from the website of the National
Bureau of Statistics during 2020–2022. Partialmissing data was filled
in using the smoothing method, and all variables were seasonally
adjusted using X12 addition. The seasonally adjusted data were
standardized.This article conducts stationarity tests on standardized
time series variables. This article uses the ARMA model to establish
a regression model. This article tests whether the risk in the energy
finance market is a stationary time series. If not, a difference is
required before regression, and the future risk intensity of the energy
finance market is predicted based on the regression results.

This article substitutes the risk indicator data of energy
finance into the GABP model and the manual analysis model. It
also compares the accuracy, stability, error value, and operation
time of the model after 30 iterations of evolution. This article
compares the advantages and disadvantages of two different
models to determine whether the GABP algorithm model is
efficient and applicable for risk warning of energy financial crises.
Figure 5 shows the comparison of accuracy between the GABP
model and the manual analysis model for energy finance risk
warning.

From Figure 5, it can be seen that the accuracy of the GABP
model for energy finance risk warning is generally higher than that
of the manual analysis model. The accuracy of the GABP model
shows an overall upward trend with the increase of iteration times,
and reaches the highest level at 88.4% at the 30th iteration. The
12th lowest was 82.1%. The average accuracy is 85.2%. The artificial
analysis model shows a decreasing trend as the number of iterations
increases, with the highest accuracy rate of 79.8% in the second

FIGURE 5
Accuracy chart of energy finance risk warning for GABP model and artificial analysis model.
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iteration. In the 28th iteration, the accuracy was the lowest at 72.5%.
The average accuracy is 75.8%.

After analyzing the accuracy of the model, it is necessary to
further understand the stability of the model. Figure 6 shows a
comparison of the model stability between the GABPmodel and the
manual analysis model.

From Figure 6, it can be seen that the stability of the GABP
model is significantly higher than that of themanual analysis model,
and the stability of both models shows an upward trend with the
increase of iteration times. The stability of the GABP model was the
highest in the 28th iteration, at 75.8%; The stability was the lowest
at 72.1% in both the first and fifth iterations; The average stability of
theGABPmodel is 73.9%.The stability of themanual analysismodel
was the highest in the 27th iteration, at 68.8%; The lowest stability of
the model was in the 5th iteration, at 64.1%; The average stability of
the manual analysis model is 66.4%.

By comparing the difference between the highest and lowest
stability values of the GABP model and the manual analysis model,

the relative stability of the model can be determined. The difference
between the highest and lowest stability values of the GABPmodel is
3.7%; The difference between the highest and lowest stability values
of the manual analysis model is 4.7%; From this, it can be seen
that the results of the GABP model after multiple iterations are
more stable compared to the manual analysis model, and the data
fluctuation difference is smaller.

Model stability and data error are important parameters for
evaluating model performance. Figure 7 shows the comparison of
model error values between the GABP model and the manual
analysis model.

In Figure 6, the performance of the model is inversely
proportional to the error value. The larger the error, the lower
the performance, while the smaller the error, the higher the
performance. The error value of the model is determined by the
numerical value extended in both positive and negative directions
based on the zero scale value. The closer the zero scale value is, the
smaller the error is, and the farther it is from the zero scale value,

FIGURE 6
Model stability diagram of GABP model and manual analysis model.

FIGURE 7
Comparison of errors between GABP model and manual analysis model.
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FIGURE 8
Comparison of operation time between GABP model and artificial analysis model.

TABLE 2 Evaluation results of threemodels.

Model Test samples number Number of misestimates Evaluation error rate (%)

Logistic based evaluation model 400 18 48

Evaluation model based on FAHP method 400 34 52

This article evaluates the model 400 2 2

the greater the error is. Through intuitive comparison, it can be seen
that the overall error of the GABP model is lower than that of the
manual analysis model. The error of the GABP model is the smallest
in the second iteration, at −0.23;Themaximum error occurred at the
28th time, at 2.45. The manual analysis model had the smallest error
margin of 1.89 in the fourth iteration;Themaximum error value was
−3.81 on the 29th attempt.

The operation time of the model is related to the efficiency of
data calculation. The comparison of the operation time between the
GABP model and the manual analysis model is shown in Figure 8.

In Figure 8, the operation time of the GABP model is
significantly shorter compared to the manual analysis model as a
whole. The operation time of the GABP model is the longest in
the 24th iteration, at 6.07 s. The shortest calculation time for the
7th iteration is 2.62 s. The average operation time is 4.41 s. The
calculation time of the manual analysis model is the longest at the
17th time, which is 8.91 s. The shortest computation time is in the
second iteration, which is 5.56 s, with an average computation time
of 7.42 s.

In order to verify the effectiveness of the method proposed in
this article, based on the test samples, the accuracy and error rates
of the accounting resource sharing management risk assessment of
the evaluation model, the Logistic based manufacturing enterprise
financial risk warning evaluation model, and the FAHP based small
andmedium-sized enterprise financial risk assessmentmodel can be
compared. In order to verify the actual effectiveness of the improved
algorithm, this article uses Matlab7.0 software to train and test the
financial risk warning model. The comparison results are shown in
Table 2.

FIGURE 9
Comparison results of risk assessment accuracy among three models.

In order to further validate the effectiveness of the method
proposed in this article (marked as model C), a comparative
analysis was conducted on the accuracy of accounting resource
sharing management risk assessment among the evaluation model,
the Logistic based manufacturing enterprise financial risk warning
evaluation model (marked as model A), and the FAHP based
small and medium-sized enterprise financial risk assessment model
(marked as model B). The result is shown in Figure 9.

The accuracy of the accounting resource sharing management
risk assessment of the evaluation model in this article gradually
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increases with the increase of iteration times, reaching a maximum
of 98%. However, the accuracy of the accounting resource sharing
management risk assessment based on the Logistic manufacturing
enterprise financial risk warning evaluation model is relatively
unstable, with a maximum of only 45%. The accuracy of accounting
resource sharing management risk assessment based on the FAHP
method for small and medium-sized enterprise financial risk
assessment model shows a decreasing trend with the increase of
iteration times, which is the lowest among the three models.

4 Results and discussions

This article compares the accuracy of three models for risk
assessment: the GABP method proposed in this article, the
logistics based financial risk early warning assessment model for
manufacturing enterprises, and the FAHP based financial risk
assessment model for small and medium-sized enterprises. The
results showed that the accuracy of accounting resource sharing
management risk assessment in the evaluation model in this article
gradually improved with the increase of iteration times, reaching
a maximum of 98%. This also proves the feasibility of the model
proposed in this article, and the GABP algorithm has advantages in
constructing energy finance risk warning models.

This article aims to establish an energy finance risk warning
model using the GABP algorithm, which can save manpower,
material resources, and time on the basis of traditional risk
prediction by collecting a series of energy finance indicator data.
This article aims to quickly and accurately analyze and judge energy
financial risks, and predict the probability of energy financial crises
occurring. Studying the GABP algorithm model for energy finance
risk warning can help analyze and summarize the various factors
that are interconnected between the energy and financial industries,
innovate and optimize the models and methods of energy finance
risk warning.

5 Conclusion

Energy finance is related to market economy, resource
development and utilization, and social order stability. Encountering
an energy finance crisis can affect various industries, causing
inflation, deflation, a large number of enterprise closures, social
unrest, and other problems. Timely risk warning for energy
finance crises can effectively prevent crises from occurring, but
it is necessary to use relevant information and collect relevant

data indicators for estimation and analysis. Different analytical
and operational models have different characteristics, and the
effectiveness of energy finance risk warning models needs to be
determined through data comparison after specific applications.
This article establishes an energy finance risk warning model based
on the GABP algorithm. Compared with themanual analysis model,
the operation time of the GABP model is significantly shorter
overall. The operation time of the GABP model is the longest in
the 24th iteration, at 6.07 s. The Mean operation time is 4.41 s.
There is still room for further exploration in the application of
the GABP model in energy finance risk warning in the article.
Also, due to the differences between the simulation environment
of MATLAB and the actual situation, there are also some deviations
in the experimental data of the model. In order to obtain more
accurate experimental conclusions, further optimization research is
needed to construct the model.
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