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Validation of the burnup code
MOTIVE with respect to fuel
assembly decay heat data

Volker Hannstein*, Matthias Behler, Romain Henry and
Fabian Sommer

Gesellschaft für Anlagen- und Reaktorsicherheit (GRS) gGmbH, Forschungszentrum, Garching,
Germany

The burn-up code MOTIVE is a 3D code for fuel assembly inventory
determination developed at GRS in recent years. It modularly couples an external
Monte Carlo neutron transport code to the in-house inventory code VENTINA.
In the present publication, we report on the validation of MOTIVE with respect
to full-assembly decay heat measurements of light water reactor fuel. For this
purpose, measurements on pressurized water reactor and boiling water reactor
fuel assemblies from different facilities have been analyzed with MOTIVE. The
calculated decay heat values are compared to the measured data in terms of
absolute and relative deviations. These results are discussed and compared to
other published validation analyses. Moreover, the observed deviations between
measurements and calculations are analyzed further by taking into account the
results of the validation of nuclide inventory determination with MOTIVE. The
influence of possible biases of calculated nuclide densities important to decay
heat at the given decay times are investigated and discussed.
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1 Introduction

The precise calculation of the decay heat of irradiated nuclear fuel from commercial
reactors has gained renewed interest in recent years. This was mainly driven by technical
requirements in the fields of interim storage of used fuel as well as final repository
planning and safety analysis. The current research efforts mainly focus on enhancing the
precision of decay heat calculations and identifying sources of uncertainty. A recent blind
benchmark exercise organized and coordinated by the Swedish Nuclear Fuel and Waste
Management Company (SKB) (Jansson et al., 2022) drew additional attention to the topic.
In this benchmark decay heat measurements of five fuel assemblies were compared with
calculations provided by numerous international participants using different codes and
nuclear data libraries. One conclusion from this exercise was the need for additional high
quality experimental data and for a thorough analysis to further improve computational
methods and the underlying nuclear data. An important aspect in this respect is the
validation of computer codes used to determine the decay heat of irradiated nuclear fuel.
The paper at hand presents such an analysis for the burnup codeMOTIVE developed at GRS.
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2 Methods and data

2.1 Simulation code

The code MOTIVE has been described in more details in
Hannstein et al. (2017) and Hannstein et al. (2019). It is being
developed at GRS with the main purpose of allowing for an
independent analysis of the nuclide inventory of used nuclear
fuel and derived quantities like, e.g., decay heat. These types of
calculations provide important input data to safety analyses in
the field of nuclear fuel transport and storage and related topics.
MOTIVE provides a modular coupling of a continuous energy
Monte Carlo neutron transport codes for flux calculation to a 0D
depletion code for nuclide inventory determination thus allowing
for high-fidelity 3D analysis of single fuel assemblies or arrays
thereof. It features several predictor-corrector schemes and is flexible
in terms of the nuclear data libraries used. Currently, couplings
to the Monte Carlo codes KENO-VI of SCALE6.2 (Rearden and
Jessee, 2016) and OpenMC (Romano et al., 2015) are implemented.
For the step of nuclide inventory determination the 0D depletion
codeVENTINA (Mala, 2018) is used. VENTINA solves the Bateman
equations describing the time evolution of nuclide concentrations
due to neutron irradiation and decay processes, using several well
established numerical methods with the default method being the
Chebishev Rational Approximation Method (CRAM) (Pusa and
Leppänen, 2010).

2.2 Experimental data

The present analysis focusses on decay heat measurements
performed on commercial Light Water Reactor (LWR) fuel
assemblies. Historically, there are only three facilities which have
published such data, namely, Hanford Engineering Development
Laboratory (HEDL) (Creer and Shupe Jr., 1981; Wiles et al.,
1986), General Electric Morris (GE-Morris) Operations facility
(Strickler and Doman, 1982), and the Swedish Central Interim
Storage Facility for Spent Nuclear Fuel (CLAB) operated by
the Swedish Nuclear Fuel and Waste Management Company
(Svensk Kärnbränslehantering AB, 2006). Of these only the CLAB
facility is still operational today. The HEDL measurements were
performed with a boil-off calorimeter whereas the measurements
at GE-Morris laboratories and at CLAB were performed with pool
calorimeters.

The validation analysis reported here mainly focusses on the
CLAB measurements which are much more recent than the other
two data sets. In order to extend the range of analyzed cooling times,
the CLAB data are complemented by the GE-Morris measurements
of assemblies from theCooper reactor. It is planned to further extend
the set of validation data by also analysing the remaining GE-Morris
data in the future. An additional extension of the validation data
set may be possible in case more experimental data from the CLAB
facility will become publicly available.

Regarding the measurements at CLAB, the experimental
uncertainties have been reported to be in the range of
2%–4% for the pressurized water reactor (PWR) assemblies
and 2%–8% for the boiling water reactor (BWR) assemblies

(Svensk Kärnbränslehantering AB, 2006). The experimental
uncertainties for Cooper BWR assemblies are in the range of
4.7%–5.9% for the combined reported systematic and statistical
uncertainties (Strickler and Doman, 1982). Additional information
on the analyzed fuel assemblies are given in Table 1.

The set of analyzed measurements contains 154 samples in total
of which 31 are PWR fuel assembly samples and 123 are BWR fuel
assembly samples. The PWR assemblies have burnups between 19.7
and 51GWd/tHMand the burnups of the BWR assemblies are in the
range of 14.5–41.1 GWd/tHM (CLAB) and 11.7 to 28 GWd/tHM
(Cooper, GE-Morris). As mentioned before, the cooling times of
the Cooper assemblies (2.3—7.2 years) and the CLAB assemblies
(11.4—26.7 years) cover different ranges.This is important since the
nuclides which contribute most to the total decay heat change with
cooling time (see, e.g., (Žerovnik et al., 2018)). An illustration of
this fact is presented in Figure 1 which shows the most important
contributors to decay heat in the range of 1 to 100 years for a PWR
fuel assembly with UO2 fuel of 4.6 wt% initial enrichment in 235U
and a burnup of 60GWd/tHM. For both sets of samples the nuclides
137mBa, 137Cs, 90Y, 90Sr, 244Cm, 238Pu, and 154Eu are relevant. For
the cooling times of the Cooper samples also 134Cs, 106Rh, 144Pr,
and 144Ce play a significant role, whereas for the cooling times of
the CLAB samples 241Am, 240Pu, and to some extent 239Pu become
important.

2.3 Calculational approach

The validation calculations were performed with version 1.0.6
of the MOTIVE burnup code system applying the Monte Carlo
code OpenMC in version 0.10.0 for neutron flux calculation and
using nuclear data from the ENDF/B-VIII.0 data evaluation. In the
nuclide inventory calculation the full set of nuclides available in
the decay data library was used and the decay heat was calculated
by summing up the contributions of all nuclides. The thermally
recoverable decay energies for each decay process needed in the
decay heat calculation were also taken from the ENDF/B-VIII.0
library (Brown et al., 2018). For the purpose of the neutron flux
calculation, the fuel assemblies were modelled in a 2D geometry
on a single assembly level with reflective boundary conditions. The
full geometry information available for the assemblies was taken
into account in the models, separately defining all fuel materials
with different enrichments at their respective pin positions. All
individually defined fuel materials were depleted separately. The
final assembly-wise nuclide inventory was determined by averaging
over all individual fuel materials at the end of the calculation.
Example geometry models for some of the fuel assemblies are
shown in Figure 2. The power history was modelled as accurately as
possible taking into account the data given in (Wiles et al., 1986) and
(Svensk Kärnbränslehantering AB, 2006). For theCLAB samples the
assembly burnup values are given for each cycle. These values were
used to calculate the assembly power individually in each cycle. In
the case of the Cooper samples only a global power history in terms
of the core average power is given. For the calculations, this power
history was adjusted for each fuel assembly by rescaling it with a
single factor such that the reported final burnup value was reached
for each assembly. This approach, which was adopted due to the
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TABLE 1 Summary of decay heat measurement samples used for the validation.

Power Plant Assembly Type Nr. of Samples Cooling Time [years] Burnup [GWd/tHM]

CLAB samples PWR

Ringhals-2 15x15 16 16.0–23.2 34.0–51.0

Ringhals-3 17x17 15 15.9–20.0 19.7–47.3

CLAB samples BWR

Ringhals-1 8x8 15 12.6–18.3 30.5–37.8

Oskarshamn-2 8x8, Svea-64 9 12.4–26.7 14.5–46.6

Oskarshamn-3 8x8, Svea-100 3 12.5–15.4 25.2–40.4

Bärsebäck-1/2 8x8 5 11.4–15.2 35.2–41.1

Forsmark-1 8x8, 9x9 6 11.4–13.4 25.7–37.9

Forsmark-2 8x8, Svea-64 4 12.4–15.4 19.9–32.8

Forsmark-3 Svea-100 2 13.3–13.4 31.3

GE Morris samples BWR

Cooper 7x7 79 2.3–6.7 11.7–28.0

FIGURE 1
Relative contributions of the most important nuclides to total decay
heat for cooling times between 1 and 100 years as obtained from an
example calculation for a 16x16 PWR UO2 fuel assembly with an initial
enrichment of 4.6 wt% 235U and a burnup of 60GWd/tHM.

unavailability of more detailed data, neglects the possibly significant
deviation of the assembly-wise power values from the core average
power. However, at the cooling times of interest the exact modelling
of the power levels in each cycle only plays a minor role.

Due to the lack of reliable information onmaterial impurities the
contribution from the activation of structural components of the fuel
assemblies was neglected in this work.The corresponding decay heat
is dominated by 60Co which has a half-life of 5.3 years. According to
(Yamamoto and Iwahashi, 2016) the influence of activation should
be negligible for the Cooper assemblies, due to zircaloy being used
for the spacer grids instead of inconel. For the cooling time range of
the CLAB assemblies the contribution should be small. (Yamamoto
and Iwahashi, 2016) report on a 0.5% contribution of 60Co to the
total decay heat at typical cooling times.

In general, a precise determination of the decay heat should
explicitly take into account axial burnup profiles. For the range
of decay times considered here, the calculation of fuel assembly
decay heat with a single calculation using the average burnup of
the assembly will lead to a slight underprediction compared to a
calculation in which the axial burnup distribution is taken into
account (see also (Ilas and Gauld, 2008) and (Kromar and Godfrey,
2022)).This is due to the fact that, for a given cooling time, decay heat
is increasing slightly stronger than linearly with increasing burnup.
On the other hand, dividing the calculation intomultiple axial levels
may lead to a significantly higher computational effort.

Since the CLAB PWR fuel assembly data contains information
on the axial power profiles, the effect discussed above was studied
in some detail during this work. For one sample measurement,
assembly F14 from Ringhals2, this was done by performing separate
2D calculations for the reported 24 axial zones and subsequently
averaging over the individual 2D calculations to obtain the assembly
decay heat value. This value was compared to the result obtained
from a single calculation for the whole assembly.

It was found that very accurate results compared to detailed
analyses with separate calculations for all 24 axial levels can be
achieved by performing only four calculations per fuel assembly:
One calculation using the average burnup of the topmost and the
lowermost axial level as the target burnup, two further calculations
using the average burnup of the second and the third axial level
from top and bottom, respectively, and one calculation using the
average burnup of the remaining 18 innermost axial zones. The
results of the individual calculations are combined taking into
account the volume of the respective zone to obtain the overall
fuel assembly decay heat. With this approach the resulting fuel
assembly decay heat is within 1 W of the result obtained with
full axial resolution, for the investigated sample. In principle, an
optimization of the axial subdivision of the burnup profiles may
lead to an even better result for the decay heat prediction. For
example, a finer resolution in the top and bottom parts of the
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FIGURE 2
Example fuel assembly models used in the calculations. (A) 15x15 PWR Assembly: Ringhals-2 (B) 17x17 PWR Assembly: Ringhals-3 (C) SVEA-100
Assembly: Forsmark-3.

active zone might be helpful in that direction. However, it should be
stressed again, that the present analysis relies on the data and zoning
given in (Svensk Kärnbränslehantering AB, 2006), since there is not
sufficient information for performing a separate core simulation.
The given subdivision into 24 zones of equal size is a standard
approach for core simulations.

The mentioned deviation from linear relation between burnup
and decay heat for fixed cooling time is due to a non-linear evolution
of some nuclide concentrations with burnup. For the range of
parameters relevant for the samples investigated here, the strongest
effect originates from 244Cm and 238Pu. These nuclides show an
exponential build-up with burnup, 238Pu making a transition to
linear growth at around 30 to 40GWd/tHM, thus having a higher
relative contribution total decay heat at higher burnups compared to
lower ones.The evolution of the concentrations of these two nuclides
with burnup is shown inFigure 3 for the example of sample F32 from
Ringhals-2 for illustrational purposes. The relative contribution of
244Cm rises from 4% at 33GWd/tHM to 18% at 54GWd/tHM in this
case. A similar behaviour is also seen for the other CLAB samples.

However, since for most of the other samples used in this work
no axial profiles are available, a single averaged calculation is used for
each of the CLAB PWR samples in the context of the validation for
consistency reasons. Moreover, it has to be stated that the approach
with a single calculation per sample leads to less than 1% smaller
decay heat values compared to the more accurate approach with
four calculations per sample.This has been tested on all CLAB PWR
samples.

3 Results

The results of the validation are presented using the relative
deviation between calculation (C) and experiment (E) C/E-1 in
percent and the absolute differences C-E in Watts. A general
overview is given in Figures 4A–C which show the absolute
differences separately for the CLAB PWR samples, the CLAB BWR
samples, and the Cooper BWR samples together with the reported
1σ experimental uncertainties (dashed lines). As can be seen from
Figure 4A, most of the PWR calculations slightly overestimate the

measured values with all except three values being within the 1σ
experimental uncertainty boundaries.The average relative deviation
is 0.4% with a standard deviation of 1.0%. The differences for the
CLAB BWR data (see Figure 4B) are almost evenly distributed
around zero and mostly within the 1σ experimental errors. The
average relative deviation of the CLAB BWR data is −0.2% with
a standard deviation of 2.1%. The C-E values of the Cooper
data shown in Figure 4C have a much wider spread with many
values being outside the 1σ-band of the experimental uncertainty.
On average a small underprediction of the measured values is
observed. For the Cooper data the average C/E-1 value is −0.7%
with a standard deviation of 6.0%. A potential reason for the larger
variation of the Cooper C/E results could be the fact that some
information on fuel assembly geometry, material temperatures, and
moderator density was not given in the original report and has been
later estimated from information on comparable reactors and fuel
assemblies (Gauld et al., 2010). On the other hand, inaccuracies in
modelling would be expected to result in a systematic bias rather
than a larger variation of results. Thus a higher than estimated
experimental uncertainty could also be a possible explanation for
the observations. However, a thorough analysis of the sources
experimental uncertainties is beyond the scope of this paper. More
information on this issue can be found in (Gauld et al., 2010).

A summary of the results is shown in Table 2. These results
are comparable to the decay heat values reported earlier by other
groups (San-Felice et al., 2013; Haeck et al., 2014; Yamamoto and
Iwahashi, 2016; Ilas and Burns, 2021; Shama et al., 2022). While the
standard deviations seen in the reported calculations are similar for
comparable sets of experimental samples, small shifts in the average
C/E-1 values can be observed for the different codes.

The present results obtained with MOTIVE have been plotted
against different input quantities such as decay heat value, burnup,
and cooling time of the samples in order to search for possible
trends in the results which may originate in systematic biases of the
code or the measurements. An example of such plots is given in
Figure 5which showsC/E-1 value plotted against burnup, separately
for BWR and PWR samples. In the results for the BWR samples
from CLAB, a slight trend from positive towards negative relative
differences can be observed with increasing measured decay heat,
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FIGURE 3
Evolution of the concentrations of 244Cm and 238Pu with burnup for sample F32 of Ringhals2.

FIGURE 4
Difference between calculation and measurement C-E in W. The dashed straight lines represent the reported measurement uncertainties of the
corresponding sample set. (A) PWR samples (CLAB data). (B) BWR samples (CLAB data). (C) BWR samples (Cooper, GE-Morris data).

TABLE 2 Summary of validation calculation results and comparison of different data evaluations.

Samples Type # ENDF/B-VIII ENDF/B-VII.1 JEFF-3.2

C/E-1 [%] Mean σ C-E [W] Mean σ C/E-1 [%] Mean σ C-E [W] Mean σ C/E-1 [%] Mean σ C-E [W] Mean σ

CLAB PWR 31 0.4 1.0 1.9 4.3 0.8 1.0 3.9 4.6 −1.3 1.0 −5.9 4.4

CLAB BWR 44 −0.2 2.2 −0.9 3.6 0.3 2.2 −0.1 3.6 −1.9 2.3 −3.9 4.2

GE Morris BWR 79 −0.7 6.0 −2.8 17.3 −0.5 6.0 −2.0 17.3 −1.6 5.9 −5.3 17.3
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FIGURE 5
Relative deviation between calculation and measurement C/E-1 in % vs. discharge burnup of the fuel assemblies. (A) PWR samples. (B) BWR samples.

TABLE 3 PIE samples used for validation.

Reactor Type Fuel Type Enrichment (wt%235U) number of fuel rods number of samples Burn-up [GWd/tHM]

Beznau-1 PWR MOX 5.5 (Pu) 1 2 39.6–58.9

Calvert Cliffs-1 PWR UO2 2.45, 2.72, 3.04 3 9 18.7—46.5

Forsmark-3 BWR UO2 3.97 1 1 60.7

Fukushima Daini-2 BWR UO2 3.4, 3.91 2 15 7.2–44.0

Gösgen PWR UO2 3.5, 4.1 2 3 21.8–38.9

Neckarwestheim-2 PWR UO2 3.8 1 1 54.0

Ohi-1 PWR UO2 3.2 1 1 52.4

Ohi-2 PWR UO2 1.69, 3.2 3 5 21.5–38.5

Takahama-3 PWR UO2 2.63, 4.11 3 14 14.3–47.3

Three Mile Island-1 PWR UO2 4.01, 4.66 5 24 22.8–55.7

i.e., for samples with lower measured decay heat and thus lower
sample burnup an overprediction in the calculation is observed on
average, whereas for samples with higher measured decay heat and
higher sample burnup an underprediction of the calculation can be
seen on average.

Both in the measurement and in the calculation of decay
heat there are a large number of possible sources of uncertainties
involved which are often difficult to separate from each other. The
prediction of decay heat by summation codes, such as the MOTIVE
code used here, can be thought of as a two step process: The
determination of the nuclide composition of the fuel at discharge
via a burnup calculation and the actual decay heat determination by
taking into account the decay of radioactive nuclides and the decay
energies involved. Consequently, the sources of uncertainties may
be separated to some extent as well: For the first part these originate
from uncertainties in the nuclear data, in the technical parameters
(power history, geometrical dimensions, material temperatures,
etc.) and due to code specific approximations, e.g., the statistical
uncertainty from the Monte Carlo calculation and for the second
part from the uncertainties in the decay data, e.g., decay constants,
branching ratios and the recoverable energies per decay.

A thorough analysis of the effect of all these uncertainties on
the nuclide inventory determination and consequently the decay
heat prediction requires the application of uncertainty analysis
methods. At GRS the XSUSA tool has been developed and used

for this purpose in the past (Zwermann et al., 2014). Unfortunately,
XSUSA is currently only applicable to multi-group neutron flux
calculation methods and thus can not be applied to the analysis
reported here. An extension to continuous energy libraries is
currently under development. In order to gain some insight into
the effect of nuclear data uncertainties, the validation calculations
described above have been repeated using other nuclear data
evaluations, namely, ENDF/B-VII.1 (Chadwick et al., 2011) and
JEFF3.2 (OECD Nuclear Energy Agency, 2016). A summary of the
results can be seen in Table 2. On a single sample level the use
of other libraries leads to an almost constant offset for all samples
leading to a corresponding offset in the observed mean deviations
between calculation and experiment.TheC/E-1 value is about 0.45%
higher for ENDF/B-VII.1 than for ENDF/B-VIII and about 1.7%
lower for JEFF3.2. for both the CLAB PWR and BWR samples.
The differences in the mean C/E-1 values for the different libraries
are slightly smaller for the GE Morris samples, 0.2% for ENDF/B-
VII.1 and −0.9% for JEFF3.2. The standard deviations for each of
the sample sets are practically the same for all nuclear data libraries.
Overall there seems to be a systematic difference between the nuclear
data libraries. In order to obtain an estimate for the uncertainties in
the above mentioned second part of the calculation, the influence
of the uncertainties in decay constants and recoverable energies
per decay given in the data evaluation on the resulting decay heat
values have been calculated by means of analytical propagation of
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FIGURE 6
Effect of correction factor application to CLAB BWR data. (A) C/E-1 values: original results and with correction applied. (B) Burnup dependence of
correction values.

uncertainty. It has been found that their influence on decay heat is
below 0.2% for the given samples. This is somewhat smaller than
the decay heat uncertainties from nuclear data and operational and
design parameters reported for uncertainty analyses based onMonte
Carlo sampling methods (Ilas and Liljenfeldt, 2017; Rochman et al.,
2021b; Rochman et al., 2021a; Shama et al., 2021), which are roughly
in the range of 1 to 2.5%.

The validation of a burnup code against decay heat
measurements addresses the calculation procedure as a whole.
Coming back to the above mentioned concept of seeing the
calculation as a two step process, knowledge on how well a
code predicts the concentration of individual nuclides relates to
the first step of the calculation and may help to improve the
understanding of the observed deviations in decay heat C/E-1
values. Radiochemical analysis data, sometimes also referred to
as post-irradiation examination (PIE) data, of used nuclear fuel
offer a possibility to quantify the quality of a code’s prediction of
nuclide concentrations. For MOTIVE there is an extensive set of
calculations of PIE data available which has been published earlier
(Hannstein et al., 2019). For the current analysis the calculations
were repeated in order to be consistent with the code versions
used. In Table 3 a list of the PIE samples is shown together with
information on the sample characteristics. Overall there are 75
samples which comprise a burnup range of 7.2–60.7 GWd/tHM. Of
these 75 samples 16 originate from BWR fuel assemblies.

As already mentioned, only a small number of nuclides
contribute significantly to the overall decay heat value at the time
scales relevant to the measurements discussed here (see Figure 1).
Table 4 shows a list of nuclide inventory validation results taken
from the PIE data validation set of MOTIVE. For each nuclide the
number of available samples is shown together with the C/E-1 value
in percent, averaged over all samples. Additionally, the standard
deviation of theC/E-1 value of the sample sets and the standard error
of the resultingmeanC/E-1 value are given. Each nuclide included in
the list contributes significantly to overall decay heat either directly
or through their direct daughter nuclide. From the data given in
Table 4, it can be seen that deviations between calculated and
measured nuclide inventories are much larger and show a wider
spread than in the decay heat prediction. On the one hand this
can be attributed to the different nature of the quantities: Decay
heat is a global quantity which averages over local effects and may

level out uncertainties originating from the contribution of different
nuclides whereas PIE data deals with small sized samples and
single nuclide species. On the other hand, radiochemical analysis
is even more complex than decay heat measurements with many
processing steps that may introduce a large variety of possible
sources of error. Despite the discussed large uncertainties involved,
some of the observed deviations between calculated and measured
nuclide concentrations can be identified as significant with respect
to the derived standard error of the mean value (last column in
Table 4).

Taking into account the results of PIE data validation
calculations may help to disentangle the different sources of
uncertainties in the decay heat determination. As a first step in this
direction, the average C/E-1 values given in Table 4 were used to
correct the nuclide densities obtained in the decay heat calculation.
Consequently the decay heat contributions of the individual nuclides
are corrected accordingly. In this way the contribution to decay heat
of nuclides which are underestimated according to Table 4 will be
enhanced and vice versa. It is clear that this approach is a rather
coarse one since it ignores the large variation in the C/E-values of
the nuclides and should be backed up in the future by uncertainty
analysis. Since most of the relevant nuclides are reported as being
underpredicted in the validation, this procedure leads to larger decay
heat values. On average the obtained C/E-1 values are roughly 2%
higher. The detailed analysis of the results on an individual sample
basis reveals, that in the case of the cooling times relevant to the
CLAB samples most part of the correction originates from 137mBa
(for which the correction of 137Cs is applied) and 244Cm. For the
cooling times of the Cooper samples also 106Rh, 134Cs, and 242Cm
play a significant role. Since 244Cm has a growing contribution
to the total decay heat with increasing burnup, the effect of the
correction is stronger for higher burnup samples (Fiorito et al.,
2021). Thus one may expect a reduction of the small negative slope
with burnup of the C/E-1 values seen in the CLAB BWR samples.
This effect is shown in Figures 6A, B for the CLAB BWR samples.
In Figure 6B the increase of the correction with burnup can be
seen. The application of this correction to the results for the CLAB
BWR samples is shown in Figure 6A where the uncorrected and
corrected C-E values for CLAB BWR samples are plotted against
experimental decay heat values together with the 1σ experimental
uncertainties. One can observe that all C-E values are shifted to
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larger overprediction leading to an average difference of 3.7 W
instead of −0.9 W for the uncorrected data, corresponding to an
average C/E-1 value of 2.3% instead of −0.2%. Thus an increase
in the average deviation between calculation and experiment can
be observed which is, however, still in the range of the observed
differences between different evaluations. The effect is larger
than the one from neglecting axial burnup profiles. The standard
deviation of the C-E values is only minimally reduced from 3.6 W to
3.5 W.

On the other hand, as indicated in the figure, the negative
slope of the data visible in the plot is removed. Although the
result of the presented correction procedure is ambiguous, the latter
observation shows that further investigation into the prediction of
244Cm concentration in used fuel samples may be worthwhile to
eventually arrive at a better prediction of the decay heat of used
fuel, especially for high burnup samples. Again it has to be stated
that more thorough analysis is needed to come to more conclusive
results.

4 Conclusion

In this work the validation of decay heat determination with
MOTIVE is reported. For this purpose 154 samples of PWR and
BWR fuel assemblies were modelled which have been measured
at the CLAB facility of the Swedish Nuclear Fuel and Waste
Management Company CLAB and at the GE-Morris site. The
calculations were performed with the burnup code MOTIVE
developed at GRS using ENDF/B-VIII.0 data. The resulting average
relative differences between computed andmeasured values are 0.4%
with a standard deviation of 0.8% for the PWRassemblies and −0.6%
with a standard deviation of 5.0% for the BWR assemblies (CLAB
and Cooper combined). These values are compatible to results
obtained in analyses with other codes reported earlier. For the CLAB
PWR fuel assembly samples it has been seen that taking into account
the axial burnup distribution leads to a decay heat value which is less
than 1% higher compared to a calculation using the average burnup
value. It has been investigated whether insights may be gained by
combining decay heat and nuclide concentration measurements for
a deeper understanding of possible causes for deviations. First steps
in this direction have been taken. The observed reduction of the
burnup trend in the CLAB BWR sample C/E-1 values from applying
a correction to 244Cm concentration shows that further analysis of

nuclide concentration predictions may be an interesting subject for
further research into an improvement of decay heat predictions. A
thorough analysis certainly also requires methods of uncertainty
analysis and is a possible route for future work.
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