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Thermal striping in a T-junction with sodium streams mixing at different

temperatures is studied using unsteady Reynolds-averaged simulation

(RANS). Different parameters including the momentum ratio of the streams

(0.2–4.3), the temperature difference between the streams (15–35 K), and the

bulk Reynolds number (5,000–9,000) are investigated. Simulation results

demonstrate that the flow pattern is mainly determined by the momentum

ratio, while the temperature difference and the bulk Reynolds number have little

influence within the range considered. The location of the separation point of

the recirculation zone increases with the momentum ratio while the location of

the thermal front decreases with it. In addition, the sensitivity of the temperature

fluctuations to a range of low-Reynolds-number turbulence models are

studied, which demonstrate that the time-varying temperature fluctuations

predicted by these turbulence models are significantly smaller than the

experimental measurements. High-fidelity simulations which fully resolve the

temperature fluctuations will be carried out as the future work to complement

the statistics of the temperature fluctuation.
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1 Introduction

Thermal striping is often observed in the piping of liquid metal-cooled fast reactors

(LMFRs) where two or more fluid streams at different temperatures meet. This is

characterized by temperature fluctuations which can potentially cause cyclical thermal

stresses and therefore fatigue cracking of the structures. Prediction of the thermal fatigue

in the mixing region is important as it is important in terms of life cycle management of

the piping systems.

Studies of thermal mixing in T-junctions have been reported by many authors (Lee

et al., 2009; Walker et al., 2009; Ndombo and Howard, 2011; Gauder et al., 2016; Zhou

et al., 2018). The complex features such as secondary flow, separation, recirculation, and

reattachment have been investigated. Walker et al. (2009) studied the scalar mixing of

water and identified four characteristic regions in the vicinity of the junction interface.
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It comprises a mixing region with high fluctuations, a

recirculation region containing two contra-rotating vortices,

and two regions with small fluctuations. Ndombo and

Howard (2011) examined the effect of the inlet turbulence on

the unsteadiness of the flow. The turbulence at the inlet does not

seem to have significant effect on the bulk flow, whereas it

influences the near-wall flow, i.e., the wall temperature

fluctuation and the temperature-velocity correlation are

moved downstream with reduced magnitude with the

inclusion of turbulence at the inlet. Similar results were

presented by Gauder et al. (2016) through comparing the

simulation results with and without turbulence at the inlets.

Zhou et al. (2018) carried out experiments to investigate the

thermal mixing with varied temperature differences. The

temperature difference ranges from 140 K to 220 K and it has

been found the temperature difference has a significant influence

on the thermal stratification in the mixing flow as well as the

reverse flow, and thus a significant influence on the thermal

fatigue in the T-junction. Numerical analysis carried out by Lee

et al. (2009) also identified the temperature difference (up to

150 K) between the two streams as the dominant factor among

various parameters that affects the thermal fatigue. It is

established that high-fidelity simulations such as large eddy

simulation (LES) can capture the unsteadiness, which is

responsible for the mechanical stresses that cause the thermal

fatigue, whereas RANS (Reynolds Averaged Navier Stokes)

models or URANS (Unsteady RANS) models to calculate the

mean temperature and the temperature variance has been found

unable to directly identify the local fluctuations associated with

the thermal mixing.

In liquid metal-cooled fast reactors, there are several areas

susceptible to thermal striping where hot and cold fluids merge,

including the core outlet region, the upper plenum, and the flow

guide tube, etc. Due to the high-temperature, opaque, and

corrosive features of liquid metal experiments, the record of

experimental data of liquid metal is scarce and most

experimental studies use water as the working fluid. The large

diffusivity for heat and the small diffusivity for momentum

makes the liquid metal convection different from ordinary

fluid convection, such as water. It has been shown that the

results of water are not transferable to liquid metal especially

under mixed convection as the velocity field depends strongly on

the temperature field and the heat transfer behavior is

significantly different from that of fluids at higher Prandtl

number due to the dominance of molecular diffusion in heat

transport (Huang and He, 2022a; Huang and He, 2022b).

Dimensional analysis and experimental study have shown that

the spectral distribution of temperature fluctuations of low

Prandtl number fluids displays different characteristics

compared with that of water (Bremhorst and Krebs, 1992).

On the other hand, turbulence modelling of liquid metal

convection is a topic requiring thorough investigation as the

low Prandtl number induces different scales of the velocity field

and the temperature field (Kawamura et al., 2000; Otic and

Grötzbach, 2007). The properties of liquid metal pose

difficulties on the turbulence modelling as the widely

employed assumptions such as Reynolds analogy may not be

applicable to liquid metal convection (Arien, 2002; Grötzbach,

2007; Shams, 2018). Otic and Grötzbach (2007) demonstrated

incomplete modelling of turbulence heat flux with eddy

diffusivity model. Roelofs et al. (2019) summarized

dissimilarity in velocity and thermal fields for liquid metal as

the wall layer thickness and the fluctuation fields do not behave

similarly. Kawamura et al. (2000) performed direction numerical

simulation of forced convection and demonstrated that the

timescale ratio shows similar behavior in the near-wall region

while it depends significantly on the boundary conditions in the

bulk region. Otic and Grotzbach showed that using a thermal

timescale or combining thermal and mechanical timescales

improves the modelling of the turbulent heat transport in

Rayleigh-Benard convection (Otić et al., 2005). Different

approaches to model the turbulent heat transfer have been

FIGURE 1
Schematic of the simulation domain of T-junction.
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developed for liquid metal flows (Carteciano and Groetzbach,

2003; Manservisi and Menghini, 2014), however, further

development and validation is still needed for complex

configurations and for all flow regimes.

This paper investigates the thermal mixing in the T-junction.

The computational model replicates the geometry and the

experimental conditions of a rig detailed in Weathered (2017).

A range of low-Reynolds-number turbulence models are

employed, and the experimental data are used to compare

with the simulation results. This is a preliminary numerical

investigation of the thermal stripping phenomenon of sodium

with a focus on the parametrical study and the performance

estimation of various turbulence models.

2 Methodology

2.1 Experimental setup

A schematic of the T-junction is given in Figure 1. The test

section has two streams of sodium impinging onto each other at

different temperatures and flow rates. The temperature difference

and the flow rates were varied to parametrically study the thermal

striping phenomenon. Optical fibre sensors were employed for

the temperature measurements in the experiments. The vertical

main pipe with diameter of 22.1 mm delivered hot sodium, and

the horizontal branch pipe with diameter of 7 mm delivered cold

sodium. The entry length of the main pipe is 308 mm. The

vertical length from the branch pipe to the exit of the main pipe is

221 mm, which is 10 times of the diameter. The entry and the exit

lengths ensure sufficiently developed upstream and downstream

flows.

2.2 Turbulence models

The unsteady RANS equations for the flow are expressed as

follows:

zρ

zt
+ z(ρ<Ui > )

zxi
� 0, (1)

zρ<Ui >
zt

+ (ρ<Uj > ) z<Ui >
zxj

� −z<P>
zxi

+ z

zxj
(μ z<Ui >

zxj
)

− z(τij)
zxj

+ ρg,

(2)
< ...> denotes the Reynolds-averaged quantities. τij � ρ< u′iu

′
j >

are the Reynolds stress components to account for turbulent

fluctuations in fluid momentum. In this study, we consider a

range of low-Reynolds-number eddy-viscosity models and

Reynolds-stress transport models as the closure for τij.The

eddy-viscosity models (EVMs) calculate τij as follows

τ ij � 1
3
δijτkk − 2μt < Sij > (3)

Where < Sij > � 1
2 (zuizxj

+ zuj
zxi
) is themeanrateof the strain tensor,μt

is the turbulent viscosity. The low-Reynolds-number EVMs resolve

theentireboundary layer, i.e., y+<1.Two-equationmodels including

Launder-Sharma k-ε and k-ω Shear Stress Transport (SSTmodels),

andv2-fmodel that solvesadditional transport equations toaccount

for the anisotropy of wall-normal stresses are considered.

The Launder-Sharma k-εmodel differs from the standard k-ε
model as damping functions to account for the viscous and wall

effects are included. The k-ω SST model uses a standard k-ω
closure in the near-wall region and a k-ε model in the free-shear

region. The v2-f model can be considered as a k-ε model with

FIGURE 2
Mesh for the T-junction (full inlets and outlets have been
cropped).

TABLE 1 Properties of liquid sodium.

Property Value Unit

Thermal conductivity 104–0.047 × T W/m/K

Density 1,014–0.235 × T kg/m3

Specific heat capacity -3.001 × 106/T2 + 1,658–0.8479 × T + 4.454 × 10−4 × T2 J/kg/K

Dynamic viscosity exp (556.835/T—0.3958 lnT—6.4406) Pa·s
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TABLE 2 Parameters of the simulation cases.

Case
no.

1 2 3 4 5 6 7 8

MR 0.2 1.3 3.27 4.31 0.87 0.87 0.83 0.84

△T (°C) 30 30 30 30 15 35 35 35

Remix 7,135 7,974 7,556 7,495 7,142 7,369 9,005 4,893

Tbranch (°C) 250 250 250 250 265 245 245 245

Tmain (°C) 280 280 280 280 280 280 280 280

Qbranch (L/min) 0.978 0.531 0.336 0.295 0.551 0.581 0.723 0.392

Qmain (L/min) 2.006 2.808 2.828 2.841 2.386 2.52 3.07 1.669

FIGURE 3
Normalized mean temperature for various momentum ratios. Top row: results from experiments, predicted jet trajectories displayed with
dotted black lines. Bottom row: results from simulations (cases 1–4 from left to right), jet trajectories displayed with solid black line.
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wall-normal stress anisotropy by solving an additional transport

equation for the wall-normal stress.

Reynolds-stress models (RSMs) solve a transport equation

for each stress component. The elliptic blending Reynolds-stress

model (EBRSM) which solves an elliptic equation for the

pressure-strain term in the near-wall and the outer region is

employed. The low-Re variant of RSM accounts for the difference

in the turbulence near the wall and that at some distances away

from the wall.

The simulations are carried out using Code_Saturne,

version 6.0.8, an open-source finite volume solver

developed by Electrictite de France (EDF) (EDF R&D,

2019). Second order centered scheme is employed for

spatial and temporal discretization. The solver of the linear

system is Jacobi for velocity and temperature, algebraic

multigrid for pressure.

2.3 Mesh setup

The mesh is generated with the first cell wall spacing y+≤1 to

resolve the viscous sublayer and 5–10 cells placed below y+ = 20. The

total number of elements of themesh is 601,008 (shown in Figure 2).

In the streamwise and the transverse directions, the sizes Δx and Δz
are kept under 40 and 20, respectively. A mesh independence study

has been carried out prior to the simulation. Temperature at selected

downstream locations were monitored and it demonstrated that the

solution is invariant when the mesh is further refined.

FIGURE 4
Streamwise velocity (left) and normalized temperature (right) along the centerline of the main pipe for cases 1–4.

FIGURE 5
Wall shear stress (left) and normalized temperature (right) along the near side wall of the main pipe for cases 1–4.
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2.4 Thermophysical properties

The thermophysical properties of sodium are taken from

Sobolev (2011). Table 1 gives the details of the properties.

2.5 Boundary conditions

Volumetric flow rate and constant temperature are

prescribed at both inlets, a free outlet, i.e., zero-flux condition

for the velocity and the temperature is prescribed at the outlet.

Table 2 gives details of eight cases for the simulation.

To fully characterize thermal striping at the T-junction, the

relevant parameters including the Momentum Ratio (MR), the

temperature difference (ΔT) between the main pipe and the

branch pipe, and the bulk Reynolds number (Remix) are varied.

The momentum is defined as the volumetric flow rate

multiplied by the momentum per unit volume. MR is thus

given as follows

Mm � (DmDbVm)(ρmVm)
Mb � (π

4
D2

bVb)(ρbVb)

MR � Mm

Mb
(4)

where Dm and Db are the diameters, Vm and Vb are the bulk

velocities and ρm and ρb are the densities. The subscriptsm and b

denotes the main pipe and the branch pipe, respectively.

The inlet flow rates range from 1.67 L/min to 3.07 L/min at

the main pipe and 0.3 L/min to 0.98 L/min at the branch pipe,

thus the range of Remix is 4,900 to 7,000. The range of the

temperature difference between the main pipe flow and the

branch pipe flow is 15°C to 35°C.

Among the eight cases, cases 1–4 vary the MR, cases 5–6 vary

ΔT, cases 7–8 vary Remix.

3 Results

This section details the simulation results of the T-junction. The

results in Section 3.1, 3.2 employ k-ω SST model, and a comparison

of different turbulence models (EBRSM, k-ω SST, Launder-Sharma

k-ε and v2-f) is presented for Case 1 in Section 3.3. The time step size

is 0.01s and the Courant number is kept lower than 1. Time-

averaged data are collected for 50 flow through times after the

TABLE 3 Locations of the separation point and the thermal front for Cases 1– 4.

Case no. Separation point (mm) Thermal
front simulation (mm)

Thermal
front experiment (mm)

1 15.6 N/A N/A

2 16.9 53.4 40.0

3 19.0 29.6 21.3

4 19.6 23.0 17.2

FIGURE 6
Turbulent kinetic energy (0.5<u′

i u
′
i> normalized by the

square of velocity magnitude) contour plots for various
momentum ratios (cases 1–4 from left to right). Jet trajectories
displayed with solid black line.

FIGURE 7
Normalized mean temperature contour plots for different
temperature difference and mixed Reynolds number. Results from
simulations (cases 5–8 from left to right), jet trajectories displayed
with solid black line.
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domain reaches a statistically converged state, i.e., when the mean

temperature value at the outlet keeps unchanged.

Time-averaged temperature and jet trajectory of cases 1–4 are

compared against experimental results for investigation of the

general flow patterns of the jet with various momentum ratios.

Line plots of temperature, velocity and shear stress along the

centerline and the near side wall of the main pipe are presented to

investigate the locations of the thermal front of the jet and the size

of the recirculation zone. The turbulent kinetic energy (indications

of the level of turbulent temperature fluctuations, i.e., small-scale

fluctuations), and the time variations of temperature (represent

large-scale fluctuations in temperature) are given together with the

experimentally measured peak-to-peak temperature variations for

understanding of the thermal striping locations and levels.

Section 3.1 gives the results of cases 1–4, Section 3.2 gives the

results of cases 5–8. In addition, a comparison between various

low-Re turbulence models for case 1 is given in Section 3.3.

3.1 Results with various momentum ratios

The normalized mean temperature is defined as follows

θmean �
�T − Tb

Tm − Tb
(5)

Where �T is the time-averaged temperature, Tbis the inlet

temperature at the branch pipe and Tm is the inlet

temperature at the main pipe. Figure 3 shows a comparison of

the normalized mean temperature of the simulations and the

experiments.

The jet trajectory is defined as the location of the maximum

velocity of the downstream flow, thus it defines the flow path of it. In

the simulation results, the trajectory is denoted by the stream trace

from the centerline of the branch pipe. In the experimental results,

the predicted trajectory shown was calculated using a correlation for

the trajectory of a jet from a junction positioned flush with a flat

plate (Kamotani and Greber, 1974). The correlation is given as

Z

Db
� 0.81M−0.47

R (X

Db
)

0.36

(6)

whereZ is the spanwise direction parallel to the branch pipe,X is

the streamwise direction parallel to the main pipe, Db is the

branch pipe diameter andMR is the momentum ratio of the main

to branch flow.

The top row in Figure 3 shows the experimental results

(Weathered, 2017). MR of different cases are labelled on the top

of each contour plot. The bottom row shows the simulation

results of cases 1–4. As shown both from the experiments and the

simulations, the flow pattern changes from impinging jet to wall

jet with MR increasing from 0.2 to 4.31, which is consistent with

the flow categories in literature (Hosseini et al., 2008). A

reasonable agreement is observed between the simulations and

the experiments in terms of the mean temperature.

FIGURE 8
Wall shear stress and normalized temperature along the near side wall of the main pipe for cases 5–8.

TABLE 4 Locations of the separation point and the thermal front for
Cases 5–8.

Case no. Separation point (mm)

5 15.9

6 16.3

7 16.0

8 15.9
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The jet trajectories in the simulations differ from the

trajectories predicted by Eq. 5 as they generally shift towards

the far side wall in the simulations. This can be attributed to the

different configurations between the simulation and the

experiment in Kamotani and Greber (1974). In the simulation,

the branch jet flow mixes with the pipe flow in the main pipe,

whereas in the experiment in Kamotani and Greber (1974), the

branch flow mixed with the cross flow over a flat plate. Besides,

buoyancy effects may also contribute to this difference as Eq. 5

does not include the influence of buoyancy while the simulation

has non-negligible buoyancy effect due to thermal mixing. An

estimation of the trajectory location at 8 cm downstream from the

branch pipe, i.e., the exit location of the trajectory in the figure, is

made. It is found to be −0.122, 0.255, and 0.345 cm from the

centerline of the pipe (the negative sign indicates further away

from the jet side) in the experiments, compared to −0.539, −0.225,

and −0.166 cm in the simulations (cases 2–4).

Figure 4 shows the temperature and streamwise velocity along

the centerline of the main pipe. Following an increase in the

velocity close to the junction interface due to the mixing of the

streams, the velocity decreases as a result of the fast decay of the jet

and increases again in cases 1 and 2 as the impinged jet mixes with

the main pipe flow again. Correspondingly, the temperature

decreases at the beginning due to the cold branch flow then

increases due to the thermal mixing of the two streams.

Figure 5 shows the wall shear stress and the normalized

temperature along the near side wall for cases 1–4. A

recirculation zone is formed where the wall shear stresses are

negative at the side wall. The location of the separation point

between the recirculation zone and the upward main flow where

the wall shear stress is zero is given in Table 3 for cases 1–4. The

temperature increases monotonically along the near side wall as

the two streams mix. The thermal front of the jet is defined as the

location where the normalized mean temperature is 0.8. In case 1,

the temperature has not reached 0.8 before the impingement. In

cases 2–4, the thermal front predicted by the simulations and that

estimated from the contour plots of experiments are given in

Table 3. It is worth pointing out that the contour plots for the

experiments in Figure 3 were interpolated from the

measurements and uncertainties in the thermal front location

in experiments may arise from the interpolation.

The time-dependent temperature data was collected by the optical

fiber. The peak-to-peaknormalized temperature rangewas calculated as

θp−p � Tmax − Tmin

ΔT
(7)

FIGURE 9
Wall shear stress and temperature along the near side wall of the main pipe in the simulations using different turbulence models.

FIGURE 10
TKE in the simulations using different turbulence models
(from left to right: EBRSM, LS k-ε and k-ω SST, v2-f).
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where Tmax and Tmin are the maximum and minimum

temperatures over the acquisition period and ΔT is the sodium

temperature difference between the main pipe and the branch pipe.

The temperature fluctuations captured by experiments cannot

be resolved directly in the turbulence modelling as the temperature

fluctuation variance (< θ′2 > ) is not available in the present URANS
simulations. Instead, the small scale (turbulent) fluctuations can be

indirectly inferred using turbulent kinetic energy (TKE), whereas the

large-scale fluctuations can be directly inspected by the time-varying

temperature fluctuations in the simulation.

For an indicative comparison with the experiments, TKE

(normalized by velocity squared) is shown in Figure 6 to

demonstrate the level of turbulence over the domain. The

distribution of TKE largely follows the streamline as a result of

shearing between the jet and the main pipe flow. The TKE level in

case 1 is the highest as the shear flow is strong due to the lowMR of

the main flow over the branch flow. In each case, the highest TKE

is seen slightly downstream from the trajectories as the

recirculation zone is formed in those regions.

The temperature variations with time predicted by the

URANS models are not significant (lower than 1K) in the

current simulations, showing that the k-ω SST model is

not able to predict the large-scale temperature fluctuations.

A comparison of different URANS models in terms of this

time-varying temperature fluctuation will be given in this

Section 3.3.

3.2 Results with various temperature
differences and bulk Reynolds numbers

Figure 7 gives the normalized mean temperature

distribution of cases 5–8. A turning jet is observed in

these cases as the MR is fixed at 0.85. Figure 8 shows the

FIGURE 11
Temperature variations with time with different turbulence models.
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wall shear stress and the temperature along the near side

wall. The wall shear stress increases with the Remix

comparing cases~8), however, it does not vary

significantly with the ΔT (cases 5–6). The locations of the

separation points are given in Table 4. The normalized

temperature profiles collapse together for cases 5–8 as

shown in Figure 8, therefore, the locations of the thermal

fronts for those cases are almost the same and not included in

Table 4 for comparison.

3.3 Comparison of different turbulence Models
A comparison of different turbulence models has been

conducted using the boundary conditions of case 1. This case

has been selected for comparison as temperature fluctuations

observed are strong at both the far side wall and the near side wall

in the experiments.

The results of case 1 with various turbulence models are shown

in Figures 9–11. The mean temperature distributions are largely the

same for the tested turbulence models. Therefore, the contour plots

of temperature are omitted and the plots of total shear stress and

temperature along the near side wall are shown in Figure 9 instead.

Besides, the locations of the separation point, and the thermal front

produced by different turbulence models are almost the same. The

wall shear stress in the recirculation center is the highest with v2-f

model and lowest with the LS k-ε turbulence model.

Figure 10 shows the TKE distribution for the tested

turbulence models. The LS k-ε turbulence model predicted the

strongest turbulence level, while EBRSM and v2-f produce a low

level of turbulence.

Figure 11 shows the time variation of the temperature at

different locations. Three locations are monitored: 1D

downstream at the near side wall, 0D downstream at the

centerline and 0D downstream at the far side wall (D is the

diameter of the main pipe). Among the tested turbulence models,

k-ω SST is not able to reproduce the large-scale temperature

fluctuations, while LS k- ε produces the strongest temperature

fluctuations. The middle location, i.e., the location at the

centerline, has shown low frequency with high magnitude of

temperature variations, whereas the far location, i.e., the location

at the far side wall, is comparatively silent. Correspondingly, the

TKE level at the far location is high while it is relatively low at the

middle location as shown in Figure 10. In the results from

EBRSM and v2-f, the difference between the three locations is

not as significant as that in the LS k-ε result.
According to the experimental results of the peak-to-peak

temperature range in Weathered (2017), the fluctuation level is

around 50% of the temperature difference (i.e., about 15 K),

however, the simulation predicted temperature variation is just

around 1 K in the case with strongest temperature fluctuations,

i.e., the case using LS k-ε model. LES or unsteady RANS with

transport equations for the temperature invariance and turbulent

heat flux are needed for such predictions and this is the next step of

the current study.

4 Conclusion

Unsteady RANS studies have been carried out for the thermal

striping phenomena of a non-isothermal T-junction at various

momentum ratios, temperature differences and bulk Reynolds

numbers. The sensitivity to different turbulence models is also

investigated. The main conclusions are as follows:

Within the range of the parameters considered, the flow pattern,

including the distribution of the mean temperature, distribution of

the recirculation zone and the location of the thermal front, ismainly

determined by the momentum ratio while the temperature

difference and the bulk Reynolds number have little influence.

The location of the separation point of the recirculation zone

increases with the momentum ratio while the location of the

thermal front decreases with it.

According to the experiments, the temperature fluctuation level is

around 50% of the temperature difference and it increases with the

momentum ratio. Such fluctuations cannot be resolved directly in

URANS simulations. Instead, the small-scale (turbulent) fluctuations

can be indirectly inferred from TKE, whereas the large-scale

fluctuations can be directly resolved and represented by the

unsteady temperature variations. The simulation results show that

the TKE level decreases with the momentum ratio. The TKE level is

high in the cases with Launder-Sharma k-ε and k-ω SST compared to

the rest of the turbulence models. On the other side, the time-varying

temperature fluctuations predicted in the case with Launder-Sharma

k-ε is the highest (but still around 1K) and it is nearly 0 in the casewith
k-ω SST.

LES simulations and URANS simulations with transport

equations for the temperature invariance and turbulent heat flux

are undertaken to directly resolve the temperature fluctuations

associated with thermal striping as the next step of this study.
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