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INTRODUCTION

With the rapid development of information technology such as 5G mobile communication,
big data and cloud computing, the size and capacity of data centers are increasing at a rapid
pace. To achieve high-performance computing, the electronic devices of data centers are
increasingly high-integrated, which leads to an increase in heat generation power and heat
flow density (Dong et al., 2017). For example, a traditional data center consumes about 7 kW
per rack, while a new high-performance server consumes 50 kW per rack and is expected to
reach over 100 kW within 5 years (Garimella et al., 2012). The increase in power density of
high-performance servers makes the data center heat dissipation problem more obvious
(Zhang et al., 2021). How the cooling system timely and efficiently removes the heat
generated by the electronic devices to meet the temperature requirements of their
normal work has become the main bottleneck restricting the green development of data
centers.

Over 40% of the data center’s energy consumption is generated by the cooling system which
is one of the highest energy consumption parts of the data centers (Habibi Khalaj and
Halgamuge, 2017). Therefore, choosing efficient cooling technology is an effective means to
avoid overheating failure of electronics and reduce energy consumption in data centers (Liu
et al., 2013). Onefold air-cooled technology has been proved to be dissatisfied with the heat
cooling requirements of high-power data centers with the problems such as local hot spots and
high energy consumption (Moazamigoodarzi et al., 2020). The specific heat capacity of liquid
is 1,000–3,500 times the specific heat capacity of air, and the thermal conductivity of the liquid
is 15–25 times the thermal conductivity of air (Haywood et al., 2015). With the benefits of high
reliability and low energy consumption, the liquid cooling technology better meets the cooling
needs of new high-density data centers (Deng et al., 2022). Among the liquid cooling
technologies, cooling plate-based liquid refrigeration technology is the earliest applied and
the most popular, and its cooling effect is significantly better than air-cooled technology In
engineering applications, the cold plate liquid cooling technology combined with air cooling
technology can remove the heat of the server more quickly and reduce the power usage
effectiveness (PUE) of the data center effectively. It is considered the main technical approach
to solving the high heat flow and high power consumption problems of data center cooling
systems (Habibi Khalaj et al., 2015).

This paper gives an outline of the development status of cooling plate-based liquid
refrigeration technology and discusses the possible problems and challenges in its future
application, providing a basis for the subsequent construction of green and high-efficiency
data centers.
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DEVELOPMENT STATUS OF COLD PLATE
LIQUID COOLING TECHNOLOGY

The standard cooling plate-based liquid refrigeration system
consists mainly of a cold plate, a cooling distribution unit, a
circulating pump, and a chiller (Kheirabadi and Groulx, 2016).
The cooling plate-based liquid refrigeration technology
transports the heat from the electronic device to the coolant in
the circulating pipe via the cold plate, and then the coolant
transports the heat to the chiller, where it is eventually dissipated
to the external environment or recycled (Figure 1).

In the cooling system based on cooling plate-based liquid
refrigeration technology, the coolant has no direct contact with
the server, which is an indirect liquid cooling technology.
According to whether the evaporation of coolant occurs in the
cold plate, can be categorized into single-phase cooling plate-
based liquid refrigeration technology and two-phase cooling
plate-based liquid refrigeration technology (Rani and Garg,
2021). Water-cooled backplanes are often used in cold plate
cooling technology, distinguished as open water-cooled
backplanes and closed water-cooled backplanes. Open water-
cooled backplanes can reach a cooling power of 8–12 kW,
while closed water-cooled backplanes use air to circulate inside
the closed cabinet, which has high cooling utilization and its
cooling power can reach 12–35 kW (Cecchinato et al., 2010).
Compared with the backplane based on traditional air-cooled
methods, data center cabinets with enclosed water-cooled
backplanes can save nearly 35% of annual energy consumption
and allow for precise cooling (Nadjahi et al., 2018). Therefore, the
closed water-cooled backplane technology can be used to
optimize the existing open cabinet, improve the cooling
capabilities of the cooling system, reduce the data center
power consumption, and lower the data center’s PUE. The
cabinet based on the closed water-cooled backplane designed
by IBM successfully meets the heat dissipation requirements of
the high heat flux server, and its heat cooling efficiency is 80%
higher than that of onefold air-cooled technology (Zimmermann
et al., 2012). The above solutions can realize precise cooling for
specific cabinets and tackle the heat cooling dilemma of high-heat

flux cabinets, however, there are also defects such as high
customization cost and difficult maintenance.

The cold plate liquid cooling technology solution combined
with air-cooled technology can be better utilized in the cooling
system of the data center and enhance the refrigeration ability.
The cold plate liquid cooling bears the main thermal load (e.g.,
CPU), and the air-cooled method undertakes the remaining
dispersed portion of the heat load (e.g., Hard drive, interface
cards) (Amalfi et al., 2022). The average annual PUE of a data
center using this technical solution can be controlled below 1.2
(Cho et al., 2012). Customizing the cooling plates based on the
configurational differences and thermal requirements of different
electronic devices, such as CPUs, ASICs, graphics processors,
accelerators, and hard disk drives, can further improve the
system’s thermal capacity (Zhang et al., 2011). In other words,
matching the heat-generating parts of the server with the
corresponding cooling plate can expand the application ratio
of cold plate-liquid refrigeration, thus promoting the
comprehensive use of cold plate liquid cooling technology in
data centers and advancing the process of efficient as well as green
development of data centers. The CPU and memory in the server
are all cooled by cold plate-liquid refrigeration increasing the
proportion of cooling plate-based liquid refrigeration technology
to 90%, which can reduce the energy consumption by up to 50%
compared to traditional air-cooled data centers (Zimmermann
et al., 2012).

On one hand, the cooling capacity of cooling plate-based
liquid refrigeration technology depends on the structural
layout of the cooling system, and on the other hand, the
coolant parameters also significantly affect its cooling
performance. The requirements of different cold plate liquid
cooling forms for the coolant are quite different (Li et al.,
2020). The single-phase cold plate liquid uses the coolant to
absorb heat in the cooling plate for removing the heat of the chip,
without allowing vaporization (Ebrahimi et al., 2014; Wang et al.,
2018). Compared with ordinary insulating liquid and refrigerant,
due to the high boiling point and good heat transfer performance
of water, it becomes an ideal cooling medium for single-phase
plate cooling liquid. However, the existence of leakage hazards
limits the application and demand of water as a medium
(Ellsworth and Iyengar, 2009; Hao et al., 2022) The thermal
oil has good electrical insulation, thermal conductivity, and heat
recovery value, which can replace water as the cooling agent for
cooling plate-based liquid refrigeration technology in data
centers. The cabinet with the oil-cooled backplane can
effectively lower the energy usage of the refrigeration system,
compared to the air-cooled cabinet cooling efficiency increased
by 48.16% (Yang et al., 2019). Two-phase cold plate liquid cooling
removes the heat generated by electronic devices by evaporation
phase change of coolant (Gess et al., 2015). Many low boiling
point insulating liquids and refrigerants can be used as the
coolant of two-phase cold plate liquid cooling technology,
which will not be discussed here.

Cold plate liquid cooling technology has both benefits of
lowering the cooling energy usage in data centers and
providing good heat recovery benefits. The higher temperature
of the coolant in the circulation pipe of the cold plate liquid

FIGURE 1 | Principle diagram of cooling plate-based liquid refrigeration
technology in data centers.
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cooling system made it practical to efficiently leverage the waste
heat, further improving the utilization of energy in data centers
(Shia et al., 2021). Using this waste heat can realize district
heating, absorption cooling, direct power generation, seawater
desalination, and other heat recovery technologies (Cecchinato
et al., 2010; Gullbrand et al., 2019). The district heating can
directly use heat without conversion loss between different grades
of energy, which has high economic value and is currently a more
mature strategy for recovering waste heat from data centers. The
CO2 emission can be reduced by 4,102 tons per year by recovering
the heat of the 3.5 MW data center as a thermal supply of district
heating (Davies et al., 2016). About 1,620.87 tons of standard coal
can be saved in each heating season by using cold plate liquid
cooling technology to recover data center heating to implement
district heating, and the power consumption efficiency of heat
recovery (Ratio of total heat recovery amount to total heat
recovery consumption power in a data center) is 1.4 times that
of air-cooled thermal recovery (Marcinichen et al., 2012). In
addition, if the waste heat from the data center is recycled in the
power plant, the plant’s efficiency can be increased by up to 2.2
percent. As a result, if a 500 MW power plant uses waste heat
from a data center to generate electricity, it can save 1,95,000 tons
of CO2 emissions annually (Marcinichen et al., 2012). With the
full coupling of cold plate liquid cooling technology and waste
heat utilization of data centers, district heating technology will
further expand the scale of application, and heat recovery
technologies such as waste heat absorption refrigeration and
direct power generation are also becoming increasingly
sophisticated, energy-saving and carbon reduction will be
achieved in a broader sense in the future.

PROBLEMS AND CHALLENGES OF COLD
PLATE LIQUID COOLING TECHNOLOGY

The number of large and ultra-large data centers continues to
increase globally. The traditional air-cooled technology cannot
meet the thermal cooling demand of high-power and high-heat
flux in the data centers. The tendency of high-efficiency data
center construction makes the air-cooled technology face a great
dilemma. More efficient and energy-saving cooling plate-based
liquid refrigeration technology in future data center development

is promising. Considering its research status and practical
application requirements of heat dissipation in data centers,
the cold plate liquid cooling technology still faces many
challenges:

1) Low utilization of the core server room. The deployment
environment for cold plate liquid cooling technology is
different from traditional data centers. The data center
retrofitting requires cold plate liquid cooling technology to
match traditional air-cooled servers, which are costly to
deploy and expensive to operate and maintain. The cold
plate liquid cooling technology needs further optimization
in terms of architecture, operation, and maintenance.

2) Leakage and corrosion prevention of coolant. The use of
coolant involves the problem of leakage and corrosion
prevention of the cooling system in the data centers.
Higher requirements are needed for the composition of
coolant and the packaging of auxiliary devices. Further
research on raw materials and accessories is also needed to
reduce the cost of large-scale applications.

3) Waste heat utilization of data centers. The higher the coolant
temperature is, the easier the heat recovery will be. However,
the increase in coolant temperature will widen the difference
in temperature with the environment, resulting in additional
heat loss and useless power consumption in the data center,
which in turn affects the PUE. It is necessary to further study
the coupling relationship among cooling temperature, energy-
saving efficiency, and heat recovery performance to further
enhance the efficiency of energy utilization in the data center.
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