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1 INTRODUCTION

Data centers (DCs) are computing structures housing a large number of information and
communications technology devices installed for processing, storing, and transmitting
information (Khalaj and Halgamuge, 2017). In recent years, the size and number of DCs have
been growing dramatically (Zhang, et al., 2018). According to statistics, as of the end of 2017, there
were 285,000 DCs in use in China, and the equipment in DCs consumed more than 120 billion kWh
of electricity annually, accounting for 2% of China’s total electricity consumption. Based on this
trend, it is predicted that by 2022, China’s DCs will consumemore than 250 billion kWh of electricity
(Gong et al., 2022). Cooling systems consume 30–50% of the total DC energy consumption (Zhang
et al., 2014), and failure to reduce cooling system energy consumption will undoubtedly result in a
huge energy waste for the growing DC demand.

In the meantime, with the rapid development of new high-performance chips, the heat flux of the
servers is increasing. If the heat of the servers cannot be released in time, the computing efficiency
and stability of the chip will be affected and even cause the failure of electronic equipment (Murshed
and Castro, 2017). Traditional air cooling can no longer meet the cooling needs of DCs; thus, it is
necessary to adopt efficient cooling technology to ensure the safe operation of electronic equipment.
Liquid cooling technology uses liquid as a refrigerant to transfer heat through direct or indirect
contact with the heating element. Compared with air, the volumetric heat capacity of water is about
3500 times higher and the thermal conductivity is 25 times higher (Zimmermann et al., 2012), so for
high-density servers, liquid cooling has become the obvious choice for DCs.

2 Current Research Status of Liquid-Cooled DCs
2.1 Classification of Liquid Cooling Technology
At present, the liquid cooling technology for the servers in DCs mainly includes immersion liquid
cooling, cold plate liquid cooling, and spray liquid cooling. The difference lies mainly in the different
ways of heat dissipation. Immersion liquid cooling is to completely soak the server in the cooling
liquid and take away the heat of the heating element by single- or two-phase cooling. The cold plate
liquid cooling is to connect the liquid cooling plate with the high-power heating element of the
server, and other low-power heating elements are assisted by air cooling to achieve the overall cooling
of the server. The spray liquid cooling is used to spray the cooling liquid on the surface of the heating
element for heat dissipation. There are three main types of liquid cooling solutions that are discussed
in the following subsections.

2.1.1 Immersion Liquid Cooling
According to whether the coolant undergoes phase change, the immersion liquid cooling is generally
divided into single- and two-phase immersion liquid cooling. As shown in Figure 1A for single-
phase immersion liquid cooling, the low-temperature coolant is sent to the heat exchanger by the
circulation pump after absorbing the heat from the heating elements of the server using sensible heat.
Then, it re-enters the liquid cooling tank to cool the server when the coolant is cooled by warm water
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in the heat exchanger. Coolant control is relatively simple in
single-phase liquid cooling, and coolant loss is low with good
sealing, thereby eliminating the demand for frequent coolant
replenishment. In the two-phase immersion liquid cooling
system, the server is immersed in a liquid cooling tank
containing low-boiling-point cooling liquid. As shown in
Figure 1B, when the ambient heat reaches certain conditions,
the cooling liquid will use latent heat to absorb the heat and
produce a boiling phase change to cool down the equipment. The
cooling liquid vapor is condensed by the condenser tube to the
liquid state and then returned to the liquid cooling tank (Xie et al.,
2022).

2.1.2 Cold Plate Liquid Cooling
Generally speaking, the cold plate liquid cooling mostly solves
the heat dissipation of the devices with high heat generation in
the server, such as the central processing unit (CPU), while
other devices with low heat generation, such as hard disks and
main memory, still rely on air cooling. The cold plate liquid
cooling mainly transfers the heat from the heating element of
the server to the circulating coolant indirectly through the
liquid cooling plate. The circulation process is shown in
Figure 1C. First, a manifold is arranged on the liquid
cooling cabinet to convey the coolant to each liquid cooling
computing node. Second, the inlet and outlet are connected
with quick connectors, and the main connector is connected to
the built-in or external coolant distribution unit (CDU). Third,

the CDU is connected with the outdoor cooling unit, thus
completing the liquid cooling cycle of the whole cabinet.
Compared with traditional air-cooled servers, this
technology significantly improves the energy utilization
efficiency of DCs, with lower noise, and the installation and
maintenance are basically the same as that of air-cooled servers
(Kheirabadi and Groulx, 2016).

2.1.3 Spray Liquid Cooling
Spray liquid cooling is a liquid cooling technology in which the
server is modified to deploy the corresponding spray device, and
the coolant is directly sprayed on the surface of the heating
element through the nozzle to absorb heat and is then
discharged. Because it is a targeted cooling technology,
compared with immersion liquid cooling, the required dose
of coolant is lower, and the implementation is more economical.
As shown in Figure 1D, the sprayed liquid cooling system
mainly includes a liquid cooling cabinet, heat exchanger,
circulation pump, and outdoor cooling unit. The liquid
cooling cabinet is connected to the heat exchanger through
piping, i.e., the heat of the heat-generating components of the
server in the cabinet is absorbed by the coolant and cooled down
in the heat exchanger. Sprayed liquid cooling has the features of
high device integration, high energy efficiency, and low noise.
Compared with air-cooled DCs, the total energy consumption
of sprayed liquid-cooled DCs can be reduced by 25.8%
(Kandasamy et al., 2022).

FIGURE 1 | Schematic diagram of liquid cooling technology for DCs: (A) single-phase immersion liquid cooling, (B) two-phase immersion liquid cooling, (C) cold
plate liquid cooling, and (D) spray liquid cooling.
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2.2 Application of Liquid Cooling
Technology
Among the three liquid cooling methods, cold plate liquid
cooling is the most widely used. In the cold plate liquid
cooling system, the CDU plays a crucial role, not only by
providing circulating coolant for the system but also by
transporting heat from the cabinet cooling system to the
outdoor cooling unit, and the temperature of the coolant can
be flexibly regulated to meet different cooling requirements.
Since CDU failure may lead to liquid cooling system paralysis,
the equipment in CDU should be considered for redundant
setup, and the circulating pump as the core component is
generally used for one use and one standby. The current
research on cold plate liquid cooling focuses on strengthening
the heat transfer technology and designing efficient micro-
channel heat sinks for heat-generating components
(Kheirabadi and Groulx., 2016). There have been many
application cases of cold plate liquid cooling. For example,
IBM Power 575 and 775 supercomputers, using liquid-cooled
cold plates connected directly to the processor and air-cooled
auxiliary components, have achieved better energy-saving effect
(Ellsworth et al., 2012). In addition, Beijing water-cooled
supercomputing center uses a room temperature water cooling
technology to solve the memory cooling problem of the DC,
which reduces the DC energy consumption and makes it reach
the highest energy-saving level (Wang et al., 2021). Furthermore,
the all-liquid cooling solution from Huawei, which uses liquid
technology, has better realized the high-density deployment of
information technology (IT) equipment and improved the
energy use efficiency of DCs (Wang et al., 2019), etc.

Immersion liquid cooling not only has high heat transfer
efficiency but also avoids local hot spots. It is currently the
most effective technical means to solve the problem of high-
performance server heating, which can increase the power of a
single cabinet to 100 kW or even more than 200 kW. Research on
immersion systems is observed to be growing in the 21st century.
In 2009, Green Revolution Cooling rebooted the concept of open
bath immersion cooling by bringing commercial bath immersion
systems to the high-performance computing industry. Moreover,
the Open Compute Project officially embraced a new project
under the Rack & Power as part of Advanced Cooling Solutions in
2018, while the first documented industry standard for
immersion systems was presented at the Open Compute
Project summit in San Jose in 2019. Midas Green
Technologies designed and built the first immersive DC
during the same year (Pambudi et al., 2022). In China, Sugon
has launched an immersion cooling server, which can reduce the
power usage effectiveness (PUE) of the DC room to 1.05 and
reduce energy consumption by more than 30% compared to
traditional air-cooled DC. In addition, Alibaba’s “Kirin” server
does not require air conditioning, fans, or other accessories, and it
can be deployed anywhere on the ground, thereby saving more
than 75% of space. In the research on cooling media, the U.S.
company 3M has developed a coolant called Novec, which has a
lower boiling point than pure water, fluorinated liquid, and
mineral oil (Zhao et al., 2021).

Nozzle design is the key issue in the design of spray liquid
cooling system, as the nozzle manufacturing process and nozzle
structure affect the spray parameters and cooling performance
(Chen et al., 2022). The heat transfer mechanism in the spray
cooling process is more complex, while the theoretical basis of
the research is relatively small and is still at the laboratory stage.
Kandasamy et al. developed a lab-scale spray-cooled rack with
PF5060 coolant using phase change heat transfer, which can
make the temperature distribution on key components such as
CPU and graphics processing unit more uniform compared
with the cold plate liquid cooling method, and the total energy
consumption of spray-cooled DCs is reduced by 25.8%
compared with air-cooled DCs (Kandasamy et al., 2022).
Due to the limited application scenarios of sprayed liquid
cooling technology, only a small number of DCs have
adopted this technology, such as the Shanghai Big Data
Proving Ground, which uses modular containerized
technology and is combined with sprayed liquid cooling
technology to achieve an IT load of 284 kW and control the
PUE of IT equipment within a stable range, which not only
reduces the cost of building a DC but also improves the energy
utilization efficiency of the DC. Spray cooling has great
potential for application in DCs and thus merits further
research to optimize its cooling performance for its
application prospects (Wang et al., 2021).

3 OPPORTUNITIES AND CHALLENGES

At present, DC liquid cooling technology is still in the
preliminary development stage, and it still faces many
problems and challenges. The following points illustrate the
development direction of future DC liquid cooling technology
application research:

1) Because cold plate liquid cooling has lower requirements for
the transformation and adaptation of traditional air-cooled
servers, the technology is relatively mature and will represent
the mainstream of liquid cooling development in the next few
years. Immersion liquid cooling is currently only applicable to
new DCs due to its special heat dissipation method, while
spray liquid cooling systems are more complex and have the
risk of coolant evaporating and escaping, and still need long-
term research at the laboratory stage.

2) Liquid-cooled DCs use higher temperature coolants, which
makes heat recovery possible for liquid-cooled systems. The
coupling of liquid cooling technology and heat recovery will
further improve the energy utilization efficiency of DCs,
which can achieve broader energy saving and emission
reduction by using waste heat for district heating,
providing domestic hot water, etc.

3) In the cold plate liquid cooling system, there is often an
uneven distribution of the flow of individual servers in a single
cabinet, which may lead to local hot spots or wasted energy
consumption of individual servers; thus, it is also crucial to
study the flow characteristics and optimal design research of
each parallel branch pipeline of servers.
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4 CONCLUSION

The application of liquid cooling technology has greatly reduced the
energy consumption of DCs, which is an important way to improve
the energy efficiency ofDCs and one of the future development trends.
This study introduced the coolingmethods and system components of
three liquid cooling technologies and briefly analyzed their
applications, pointing out the development direction of liquid
cooling technology application research. In the future, the industry
should actively pay attention to the changes in liquid cooling
technology, actively promote its development, and lay the
foundation for the realization of high-performance DC construction.
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