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Coal-fired power plants have been used to meet the energy requirements in countries
where coal reserves are abundant and are the key source of NOx emissions. Owing to the
serious environmental and health concerns associated with NOx emissions, much work
has been carried out to reduce NOx emissions. Sophisticated artificial intelligence (AI)
techniques have been employed during the past few decades, such as least-squares
support vector machine (LSSVM), artificial neural networks (ANN), long short-termmemory
(LSTM), and gated recurrent unit (GRU), to develop the NOx prediction model. Several
studies have investigated deep neural networks (DNN) models for accurate NOx emission
prediction. However, there is a need to investigate a DNN-based NOx prediction model
that is accurate and computationally inexpensive. Recently, a new AI technique,
convolutional neural network (CNN), has been introduced and proven superior for
image class prediction accuracy. According to the best of the author’s knowledge, not
much work has been done on the utilization of CNN on NOx emissions from coal-fired
power plants. Therefore, this study investigated the prediction performance and
computational time of one-dimensional CNN (1D-CNN) on NOx emissions data from a
500MW coal-fired power plant. The variations of hyperparameters of LSTM, GRU, and
1D-CNN were investigated, and the performance metrics such as RMSE and
computational time were recorded to obtain optimal hyperparameters. The obtained
optimal values of hyperparameters of LSTM, GRU, and 1D-CNN were then employed for
models’ development, and consequently, the models were tested on test data. The 1D-
CNNNOx emission model improved the training efficiency in terms of RMSE by 70.6% and
60.1% compared to LSTM and GRU, respectively. Furthermore, the testing efficiency for
1D-CNN improved by 10.2% and 15.7% compared to LSTM and GRU, respectively.
Moreover, 1D-CNN (26 s) reduced the training time by 83.8% and 50% compared to
LSTM (160 s) and GRU (52 s), respectively. Results reveal that 1D-CNN is more accurate,
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more stable, and computationally inexpensive compared to LSTM and GRU on NOx
emission data from the 500MW power plant.

Keywords: NOX prediction, machine learning, 1D-convolutional neural network, LSTM, GRU, coal-fired power plant

INTRODUCTION

Most power plants use a coal-fired boiler (CFB) to generate
steam to meet energy requirements at the expense of releasing
many harmful gases into our environment. These poisonous
gases cause serious environmental problems such as sea level
ozone development, forest decline, and health issues such as
asthma, lung irritation, and eye cancer (Korpela et al., 2015)
that have motivated researchers to investigate it seriously. For
example, NOx emissions badly impact our natural ecosystem
and life support system in the long run by disturbing the
natural air quality (Jonson et al., 2017). Air quality is
quantified in terms of the air quality index (AQI) that has a
direct impact on the human respiratory system and needs to be
properly investigated (Ikram and Yan, 2017). Moreover, in
industrial effluents such as those from coal-fired power plant
boilers, NOx is emitted directly into the air, destroying air
quality and causing serious health issues (Gaffney and Marley,
2009). International Energy Agency has reported a ~4.3%
overall increase in coal consumption in power generation
industry from 2000 (~23% coal consumption) to 2016
(~27.3% coal consumption) (IEA 2020, 2020). Moreover, a
high amount of nitrogen and sulfur compounds in coal leads to
NOx and SOx as major pollutant emissions from a CFB. In
order to investigate pollutant gases, Continuous Emission
Monitoring Systems (CEMS) were employed to monitor
NOx emissions in the past (Zhang and Schreifels, 2011).
However, CEMS were not cost-effective and required
periodic maintenance because of the harsh operating
environmental conditions. Therefore, artificial intelligence
(AI) models based on algorithms have been investigated,
which can be put to work besides NOx measuring and
monitoring systems (Lv et al., 2013).

In the past, researchers have employed mathematical
models (Ke et al., 2022) and AI algorithms (Ahmed et al.,
2015) to predict CFB gas emissions. Amongst the different
methods proposed, AI models and mathematical approaches
gained ultimate interest (Vo et al., 2019). The formation of
NOx from CFB has high complexity and cannot be modeled

mathematically effectively. Some studies have employed
mathematical modeling for NOx emissions with some
assumptions that ease the calculations and have introduced
error methods to predict the accuracy of the model (Ke et al.,
2022). Besides, mathematical modeling employs numerical
solutions and is found computationally expensive (Vo et al.,
2019). In contrast, AI models are inexpensive and require no
insight or knowledge of the process. Amongst these AI models,
the support vector machine (SVM) and its variant least-
squares support vector machine (LSSVM) were found
promising for NOx prediction (Zhai et al., 2020). LSSVM
prediction quality and computational time were better than
most AI models, but it requires well-pre-trained parameters
for prediction (Lv et al., 2015). Several methods were employed
to estimate the accuracy of the trained model such as root
mean square error (RMSE), mean average error (MAE), mean
regression error (MRE), and R2 (Baghban et al., 2019).

More sophisticated artificial neural networks (ANN) have
evolved, such as single-layer neural networks, shallow neural
networks, and deep neural networks (DNN), which are more
reliable than other AI techniques. ANN consists of layers of
neurons conceived from the human neural system (Jain et al.,
1996). A single-layer neural network has a relatively simple
architecture with one input layer and one output layer. A
shallow neural network adds one hidden layer between the
input and output layer. DNN have a relatively very complex
architecture because of multiple hidden layers between the input
and output layers (Miikkulainen et al., 2019). The current era has
converged its focus on DNN because of their versatility and
precise performance. Like other AI models, DNN also demands
hyperparameter training from historical data from the
equipment. Several studies (Adams et al., 2020; Shin et al.,
2020; Spinelli et al., 2020; Yang et al., 2020) have employed
different DNN architectures and proved the prediction efficiency.
DNN with more complex geometry, if providing enough training
data to properly train its hyperparameters (weights, bias), can be
employed for NOx emission prediction effectively (Spinelli et al.,
2020). Deep hybrid neural networks have also been developed
and investigated for CFB gas emissions and control (Hu et al.,

TABLE 2 | Coal properties.

Variable name Value Units

Top total moisture 16.97 %
Intrinsic moisture 9.3 %
Ash 9.7 %
Bottom volatile compounds 37.05 %
Top volatile compounds 37.05 %
Sulphur contents 0.6725 %
Calorific value 5532.19 kJ/kg
Granularity 2 Millimeters

TABLE 1 | Data collected for modeling experiment

Variable name Units

Coal feeder flow rate i1, i2, i3, i4, i5, i6 t/h
Mill differential pressure i7, i8, i9, i10, i11, i12 A
Boiler outlet flue gas temperature i13

oC
Flue gas O2 concentration i14, i15, i16 %
Flue gas CO concentration i17 %
FGD in SOx i18 %
RH out temperature i19

oC
Power generated i20 MW
SCR average temperature i21, i22

oC
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2020). A partially supervised DNN regression-based model has
been successfully investigated for airborne hyperspectral imagery
for improved spatial soil properties prediction (Ou et al., 2021).
Moreover, larger and more sophisticated DNN models require
large hardware resources for training, making them very

computationally expensive. A variant of DNN, a bidirectional
gated recurrent neural network unit, has also been developed and
applied for early prediction of the AQI and investigated the effect
of temporal and spatial correlation on model performance
(Zhang K. et al., 2020). Various studies have proposed and

FIGURE 1 | Simplified schematic of tangentially fired pulverized coal boiler (Ahmed et al., 2017)
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employed various DNN models for complex processes such as
boiler NOx emissions and prediction (Song et al., 2022; Wang
et al., 2022). Recently, a variant of DNN S3LX has been proposed
for boiler NOx prediction, and the result was shown with ~4.28%
error (Zhang Y. et al., 2020). The experimental work has revealed
the promising performance of the proposed DNN model
compared to the multi-layer perceptron model and support
vector regression model. A study has employed a long short-
term memory (LSTM) DNN variant for boiler NOx prediction
(Yang et al., 2020). A novel deep bidirectional learning machine
model has been employed successfully and showed good
generalization capability to improve the efficiency and NOx
emissions for the 300 MW plant boiler (Li et al., 2017).
Moreover, a convolution operation-based neural network has
also been proposed for boiler NOx emissions prediction from real
plant data (Spinelli et al., 2020). The study showed the excellent
performance of the model and proved promising results against
LSTM and the other DNN model proposed.

Training the DNN model requires high-quality data with
quality variables. Sometimes, technical glitches and other
technical interferences reduce data quality with missing values.
A study has put forward different sophisticated mechanistic
approaches to deal with missing data (Kang, 2013). Moreover,
a non-iterative neural-like framework has also been investigated

for filling missing data and has shown promising results
(Tkachenko et al., 2019). Also, a study proposed a modified
DNN-based convolutional imputation method and has shown
excellent efficiency (Spinelli et al., 2020). Moreover, the outliers in
the data might reduce the data quality that should be treated
accordingly. A study reported the best possible ways to handle
unnecessary outliers to improve data quality for model training
and testing (Bortolotti, 2018). Moreover, another study suggested
the use of statistical preprocessing of the obtained data that help
in building a good model (Al-jabery et al., 2020).

Previous studies had proposed DNN models to predict NOx
emissions from coal-fired power plant boilers. However, there is a
need to investigate DNN-based models that are accurate and
computationally inexpensive. This study investigated recurrent
neural network (RNN) variants, such as LSTM and GRU, and a
newly developed one-dimensional convolutional operation-based
neural network (1D-CNN) for boiler NOx emissions prediction
for real plant data. The performance of the investigated models
has been evaluated using training RMSE, training time, and
testing RMSE. This study also considered modeling simple
ANN and AI models such as linear regression (LR) and SVM
for comparison. This study aims to bring forth the outperformed
model that has a good generalization ability and is
computationally inexpensive.

FIGURE 2 | Boiler NOx emissions concentration.

FIGURE 3 | Variation in unit load with NOx emissions.
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DATA PREPARATION

Generally, power plant operational data are logged using
distributive control systems (DCS). For this study, the
collected data for the 500 MW power plant contained
55 process variables containing NOx as a dependent
variable. Every independent variable was plotted, and the
variables that were not correlated with boiler Nox emissions
concentration were dropped. However, by visualizing

correlations amongst all collected features, 22 input
variables, as shown in Table 1, and one output variable
(NOx) were selected for modeling.

Process Description
For this study, a 500 MW power plant was investigated, and NOx
data were collected for tangentially fired pulverized coal boiler as
shown in Figure 1. The coal is stacked in silos conveyed to the
crushing mill for size reduction through a conveyor belt.
Furthermore, the boiler consists of 24 burners and six layers.
Before entering the mill, which transports the pulverized coal to
the boiler, the primary air is preheated in the preheater.
Secondary air is forced to draft through the preheater that
entered the furnace to burn the coal. Combustion gas and ash
are produced after the combustion. NOx was removed in a
selective catalytic reactor (SCR), and the remaining NOx was
captured in a dust collector.

In a CFB, coal is the core factor that has a direct impact on
NOx emissions. The boiler was equipped with a coal analyzer, and
coal properties were analyzed per minute. The properties of the
coal are listed in Table 2.

Every variable of the boiler data was visually analyzed to
estimate the normal boiler operation condition without
disturbance. As the boiler NOx emissions are highly non-
linear (Figure 2), non-stationarity in data was also considered.
For this study, 6,000 samples per minute were selected for NOx
emissions modeling.

The selected 6,000 samples were then analyzed carefully for
noise and outliers as they can drastically impact the model
performance. The data were recorded per minute, constituting
almost 4 days of data. The variables given in Table 1 were
employed as input variables for the NOx emission modeling.
For visual inspection, data were first standardized using Eq. 1.
Visual inspection revealed that load (MW) was correlated with
NOx emissions, as plotted in Figure 3. It can be noted that
NOx emissions became higher when the load increased and
became lower when the load decreased. After de-noising and
removing outliers, the data were standardized using Eq. 1 to
remove the mean and include unit variance for effective model
training:

standardization � xi − μ

σ
. (1)

Initially, the outliers in the data were visually inspected in
each variable. As deleting a sample from time series might cause
potent information to be lost, outliers were imputed using the
missing value imputation technique. Saif-ul-Allah et al.
compared different missing data imputation techniques and
reported project to model plan (PMP) as outperforming method
for PM2.5. This study employed PMP as an imputation
technique and used deep learning methods LSTM, Bi-LSTM,
and GRU to predict PM2.5 concentration in Guangzhou city,
China (Saif-ul-Allah et al., 2022). Moreover, Fast Fourier
Transformation (FFT) was employed to analyze the
frequency component of each variable with respect to time.
The high-frequency component with a low power value was
then removed using a bandpass filter.

FIGURE 4 | Flowchart of the model development for NOx prediction.
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MODELING AND SIMULATION

NOx Prediction Modeling
Boiler NOx prediction modeling with high dimensional data
containing noise is very complicated. Visual inspection of the
input data resulted in a good correlation with NOx emissions
concentration. However, the correlation amongst the input
data itself produces redundant information that makes NOx

prediction modeling more challenging and complex. A
detailed flowchart of modeling strategy applied in this study
is shown in Figure 4.

LR, SVM, and ANN Modeling
This study also considered modeling traditional AI models such
as LR, SVM, and ANN. A simple LR model can be represented as
follows:

TABLE 3 | Performance metrics results of LSTM, GRU, and 1D-CNN with varying hyperparameters.

Models Hyperparameters Performance metrics

Hidden units Training RMSE Testing RMSE Training time (s)

LSTM LSTM-20 4.52 9.99 56 s
LSTM-40 3.96 7.75 80 s
LSTM-60 3.78 7.6 110 s
LSTM-80 3.75 7.13 160 s
LSTM-100 3.67 7.94 180 s

GRU GRU-20 3.55 9.52 25 s
GRU-40 3.06 8.71 40 s
GRU-60 2.76 7.6 52 s
GRU-80 2.59 8.52 100 s
GRU-100 2.46 8.5 110 s
Number of filters Filter size Training RMSE Testing RMSE Training time

1D-CNN 100 5 2.05 8.76 10
200 5 1.96 8.7 13
300 5 1.9 7.85 17
400 5 1.72 7.02 24
500 5 1.1 6.4 26
600 5 1.65 9.4 31

FIGURE 5 | 1D-convolution operation on multivariate time-series data.
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yi � βo + β1Xi1 + β2Xi2 + . . . + βnXin + εi, (2)
where yi is the output variable (NOx), βo is a constant term, βk
represents model coefficient,Xij is the ith observation in jth input
variable, and εi is the noise term.

The SVM model used the linear kernel with the kernel scale.
Training the SVM model searches for suitable values of
hyperparameters such as kernel scale, box constraint, and
epsilon that better correlate the input and output variable.
Using random search algorithm, SVM hyperparameters were
tuned and the values of kernel scale, box constraint and epsilon
were found to be 4.2, 12.40 and 1.24, respectively. On the contrary,
ANNwas devised based on the human nervous system and tried to
learn like humans with experience. The training data are used to
train the model. Moreover, multiple neurons in ANN, which are
small mathematical models, propagate information from one node
to another. Those neurons are associated with the weights and bias
matrices learned while training ANN. For ANN training,
hyperparameters such as the number of layers, activation, and
lambda were tuned using a random search algorithm, finding three
hidden layers, sigmoid activation, and 0.33 lambda as tuned
hyperparameters. Also, for ANN training, the learning rate of
0.01 with 1,000 iterations was used to adjust weights and biases for
hidden layers.

LSTM, GRU, and 1D-CNN Modeling
Besides these regression techniques, more advanced time-series
RNNmodels such as LSTM and gated recurrent unit (GRU) were
also modeled in this study. Very few studies have incorporated
the 1D-CNN technique for boiler NOx emissions. This study
considered modeling 1D-CNN for boiler NOx emission
prediction.

The LSTM model was trained for NOx prediction with one
input layer, one hidden layer, one fully connected layer, and one
output layer. Also, a dropout layer was used after the LSTM layer
to avoid overfitting the model. The activation function used for
the hidden layer was soft-sigmoid, and the output layer was
simple linear regression. In the case of LSTM, the number of
hidden units is an important hyperparameter that drastically
affects the model efficiency. In this study, LSTM was modeled
using five different values of hidden layer neurons such as 20, 40,
60, 80, and 100. Moreover, GRU was also modeled for NOx
emission prediction with the same layer arrangements as LSTM.
Also, five different values of hidden layer neurons such as 20, 40,
60, 80, and 100 were employed to model GRU (Table 3).

CNN has already shown its superiority for 2D images (Tang
et al., 2022). For one-dimensional data, 1D-CNN can be modeled
for time-series multivariate NOx data. Moreover, 1D-CNN was
found computationally very efficient and able to deal with time-
series data. The 1D-convolution operation for time-series one-
dimensional data is shown in Figure 5. The selected window size
convolves over the time-series data and applies kernel on the
selected window. The kernel matrix is the weight matrix whose
values are learned while training the network. The dot product of
the selected window and the kernel matrix essentially provides
the scalar values.

The 1D-CNN model architecture contained one input layer,
one hidden layer, and one output regression layer, as shown in
Figure 6. Different numbers of filters (100, 200, 300, 400, 500, and
600) of size five were used in the 1D-convolutional layer to

FIGURE 6 | 1D-CNN NOx emission modeling architecture.

TABLE 4 | Comparison of AI models for NOx emissions test data.

Models Performance metrics

RMSE MAE MAPE

LR 11.35 9.08 0.0570
SVM 11.42 9.17 0.0573
ANN 10.75 8.14 0.0506
LSTM-80 7.13 5.62 0.0349
GRU-60 7.6 5.99 0.0365
1D-CNN-500 6.4 5.06 0.0315
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convolve with time sequence data with padding mode “as same.”
After the 1D-convolutional layer, one normalization layer was
added to normalize the output of the convolutional layer.
Moreover, the normalized data were then processed with the

ReLU layer. Performance measuring criteria such as training
RMSE, testing RMSE, and training time were compared for
LSTM, GRU, and 1D-CNN NOx emission models. This study
aims to report the model that outperforms with less testing RMSE
and training time.

Performance Metrics
After training, performance measuring criteria RMSE, MAPE,
and MAE were employed to quantify training and testing
prediction performance using Eqs 3–5:

RMSE �
����������������
1
n
∑n

i�1(xi − predi)2
√

, (3)

MAPE � 1
n
∑n

i�1

∣∣∣∣∣∣∣xi − predi

xi

∣∣∣∣∣∣∣, (4)

MAE � 1
n
∑n

i�1
∣∣∣∣xi − predi

∣∣∣∣ . (5)

RESULTS AND DISCUSSION

Performance Comparison of LR, SVM,
and ANN
AI techniques such as LR, SVM, and ANNwere modeled for NOx
emissions, and testing data prediction performances were
reported and compared (Table 4). It can be seen from the
table that LR reported the testing data prediction RMSE,
MAE, and MAPE of 11.35, 9.08, and 0.0570, respectively. On
the contrary, SVM with its tuned hyperparameters reported
poorer performance than LR and reported testing data
prediction RMSE, MAE, and MAPE of 11.42, 9.17, and 0.0573.
Moreover, ANN hyperparameters were also tuned, and the
training was performed with different learning rates and
iterations. With three hidden layers, sigmoid activation, and
0.33 lambda, ANN correlated, the input features with NOx
concentrations were better than LR and SVM at the learning
rate of 0.01 with 1,000 training iterations. ANN improved the
testing data prediction results compared to LR and SVM and
reported RMSE (10.75), MAE (8.14), and MAPE (0.0506).

LSTM Model for NOx Emissions
The LSTM model was independently trained with 20, 40, 60, 80,
and 100 hidden layer neurons. Parameters such as training
RMSE, testing RMSE, and training time were recorded; each
time model was trained to compare the model’s efficiency. RMSE
and training time results have been tabulated in Table 3, where
the fourth row shows that the LSTM model performed better in
terms of testing RMSE with 80 hidden layer neurons.

The training and testing RMSEs against the LSTM models
with 20, 40, 60, 80, and 100 hidden units have been plotted in
Figure 7A. The minimum testing RMSE was found at 80 hidden
units, which is the optimal value. After increasing the number of
neurons from the optimal value, the LSTM model overfitted and
lost the prediction generalizability, as can be seen in Figure 7A.
However, with fewer neurons compared to the optimal value, the
model could not learn from the training data; hence, LSTM was

FIGURE 7 | (A) LSTM performance with different hidden units. (B) GRU
performance with different hidden units. (C) 1D-CNN performance with a
different number of filters.
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not generalized enough to perform well. Moreover, an increase in
hidden layer neurons effectively decreased the training RMSE,
but testing RMSE increased accordingly, representing that model
started overfitting beyond optimal value.

The prediction performance of NOx using the LSTM-80
model with training and testing data is presented in
Figure 8A and Figure 9A. The trained LSTM model provided
a good prediction of the NOx with training data. The training and
testing RMSEs were 3.75 and 7.13, respectively. Compared to
ANN, LSTM-80 decreased the prediction errors by 33.6% RMSE,
30.9% MAE, and 30.02% MAPE (Table 4).

Moreover, Table 3 also reports the training time for every
LSTM run for 20, 40, 60, 80, and 100 hidden layer neurons. LSTM
training with 20 hidden layer neurons took 56 and 80 s for 40,
110 s for 60, 160 s for 80, and 180 s for 100 hidden layer neurons.
Furthermore, with the increase in hidden layer neurons, the

training time increased, depicting intensive computation while
training.

GRU Model for NOx Emissions
GRU model was also trained independently with 20, 40, 60, 80,
and 100 hidden layer neurons. Moreover, while modeling, GRU
started overfitting at 80 hidden layer neurons. The results in
Table 3 show that the GRU model performed better with
60 neurons giving the least testing RSME of 7.6. With the
increase in the number of hidden layer neurons, the GRU
training RMSE reduced, and testing RMSE increased,
indicating model overfitting beyond optimal value, as shown
in Figure 7B.

The prediction efficiency of the GRU model on training and
testing data is presented in Figures 8B, 9B, showing that the
model could predict the NOx on training data effectively with an

FIGURE 8 | (A) LSTM training data NOx prediction. (B) GRU training data NOx prediction. (C) 1D-CNN training data NOx prediction.
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RMSE of 2.76. Moreover, on optimal hyperparameter values,
GRU improved the performance in terms of training time, that is,
52 s, compared to the LSTM model (160 s) but failed to
outperform the LSTM in terms of the NOx prediction and
reported a bit higher testing RMSE of 7.6 (Table 3). However,
compared to ANN, GRU-60 could still report improved
performance. GRU-60 decreased the prediction error
compared to ANN by 29.3% RMSE, 26.4% MAE, and
27.8% MAPE.

1D-CNN Model for NOx Emissions
For time-series one-dimension data, RNN and its other variants
have played an important role in prediction and classification
tasks. However, the major drawback with LSTM and GRU was
the computational expensiveness. While experimenting on 1D-
CNN for modeling NOx emissions, it was found computationally
lighter than LSTM and GRU. Moreover, it conclusively showed
excellent time-series multi-feature data modeling ability.
However, like LSTM and GRU, 1D-CNN also required a few

FIGURE 9 | (A) LSTM testing data NOx prediction. (B) GRU testing data NOx prediction. (C) 1D-CNN testing data NOx prediction.
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hyperparameters and found the number of convolving filters
most effective. 1D-CNN modeling of NOx emissions was
performed with different values of the number of filters, such
as 100, 200, 300, 400, 500, and 600, independently, and the results
are reported in Table 3. The convolving filters extract features
from the selected window, and those features were used to adjust
the weights of hidden layers. 1D-CNNNOxmodeling experiment
with 500 filters showed the best result in terms of training RMSE,
testing RMSE, and training time. However, it was noticed that
1D-CNN stopped learning from the extracted features if the
number of filters increased from 500. With the increase in the
number of filters from the optimal value, the model was not
learning from the extracted features effectively, and training
RMSE was observed to increase, hence reporting poor testing
data prediction performance, as shown in Figure 7C.

Training and testing results with 500 filters are presented in
Figures 8C, 9C. The comparison with other models showed that

1D-CNN outperformed the LSTM and GRU model with training
RMSE 1.1 and testing RMSE of 6.4 with CFB NOx data. Table 3
also presents the training time taken by each model in the
experiment. The 1D-CNN model outperformed LSTM and
GRU in terms of training time. The best results of the LSTM
and GRU experiment in terms of testing RMSE showed training
times of 160 and 52 s, respectively. The 1D-CNN experiment
revealed that it outperformed the LSTM and GRU models for
NOx prediction in terms of not only testing RMSE but also
training time, that is, 26 s.

Overall comparison of LSTM, GRU, and 1D-CNN on testing
data prediction performance can be analyzed in Figure 10,
highlighting that 1D-CNN outperformed the other models on
testing data NOx predictions with testing RMSE of 6.4.
Figure 10showsthat at 1,150–1,220 sample points, LSTM and
GRUwent largely out of the original NOx emissions trend. At this
time interval, samples of input variables seemed normal, and no

FIGURE 10 | Testing data NOx prediction performance comparison of DNN techniques.

FIGURE 11 | Training RMSE, testing RMSE, and training time performance metrics of LSTM, GRU, and 1D-CNN at optimal hyperparameter value.
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issues were detected. However, at the same time interval, samples
of NOx were a bit noisy that LSTM and GRU unable to predict
properly. At the same time interval of 1,150–1,220, 1D-CNN
could estimate the NOx trend accurately. At the optimal value of
hyperparameters, 1D-CNN improved the prediction
performance on testing data by 10.2% compared to LSTM and
15.7% compared to GRU, as shown in Figure 11. For complete
training at optimal hyperparameter value, LSTM and GRU took
160 and 52 s, respectively. On the contrary, at the optimal
hyperparameter value, 1D-CNN took only 26 s for training,
was computationally inexpensive, and decreased the training
time by 84% and 50%, respectively, compared to LSTM and
GRU (Figure 11).

The outperforming 1D-CNN-500 model decreased the
testing data prediction error compared to ANN by 40.4%
RMSE, 37.8% MAE, and 37.7% MAPE. Overall, Table 4
compares the performances of the more advanced NOx
emissions models such as LSTM-80, GRU-60, and 1D-
CNN-500 with other AI techniques such as LR, SVM, and
ANN. Table 4 suggests that, with noisy and highly non-linear
NOx data, LR, SVM, and ANN could not perform well. On the
contrary, 1D-CNN-500 outperformed LSTM-80 and GRU-60
(Tables 3, 4).

CONCLUSION

Acquired time-series NOx emission data were modeled, and the
modeling behavior between NOx emission concentrations and
other process variables was explored using different modeling
techniques such as LR, SVM, ANN, LSTM, GRU, and 1D-CNN.
Training and testing RMSEs of the LSTM, GRU, and 1D-CNN
models were investigated while varying the relevant
hyperparameter to attain an optimal value. Testing RMSE,
MAE, and MAPE of LSTM and GRU models at optimal
hidden layer neurons were lower than those of LR, SVM, and
ANN. On the contrary, 1D-CNN decreased testing RMSE by
10.2% and 15.7% compared to LSTM and GRU, respectively.
Moreover, 1D-CNN reduced the training time (26 s) by 83.8%
and 50% compared to LSTM (160 s) and GRU (52 s),
respectively. The comparative analysis concluded that 1D-
CNN, with optimal hyperparameters, was very
computationally inexpensive and accurate compared to LR,

SVM, ANN, LSTM, and GRU with acquired NOx data. The
promising results of 1D-CNN suggest that it can be used in
other similar fields in the future for robust and computationally
inexpensive predictions. An operation engineer in the field can
benefit from the proposed 1D-CNN modeling strategy without
using hardcore hardware resources for taking quick and
accurate predictions that can help engineers control NOx
emissions.
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