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This article aims to reach a global level by selecting a Harr-like function with the
participation of bubbles and light and shadow on a digital display, improving the
fitness function of the genetic algorithm and the crossover change function. The
classifier support vector machine parameters were optimized by an improved genetic
algorithm. Finally, compared to other identification algorithms, basic component analysis
reduces the number of characters through support vector machines and recognizes the
target character. The results of the experiment showed that eight sets of experiments were
performed on each character. Experiments have shown that character recognition is best
achieved using Harr-like software and then SVM classification based on improved gene
algorithms. For small samples, the sorting speed is also fast, which can meet the time
requirement. In addition, the historical state data of the transformer are analyzed, which is
consistent with the manual monitoring results, but the time is shorter; machine vision has
been shown to be effective in monitoring the condition of substation equipment.
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transformer

INTRODUCTION

The smart substation is an important operation unit to promote the construction of smart grid. In
order to effectively avoid the occurrence of power equipment aging, insulation damage, and other
faults and prevent power failure, it is usually necessary to monitor power equipment in the intelligent
substation. There are two main methods of substation inspection and electronic monitoring. At
present, human patrol inspection is the main detection method used by the State Grid, but this
method is mainly aimed at the traditional substation (Jeong et al., 2020). With the application and
development of an intelligent substation, it can be constructed in a harsh natural environment.
However, manual inspection is difficult to complete the inspection in this environment, and this
method does not have real-time performance. It can only be overhauled in a fixed season, which has
great limitations. With the development of information technology, electronic monitoring
technology has gradually become the mainstream (Cerba et al., 2020; Qian et al., 2021).

LITERATURE REVIEW

At present, the existing safety distance monitoring measures include staff inspection, installation of
monitoring cameras, ultrasonic sensor monitoring, and infrared sensor monitoring. The staff
inspection method is inefficient, greatly affected by the external environment, and requires a lot
of manpower, which is destined to be replaced by more intelligent and efficient automation
equipment. Ultrasonic sensor-monitoring mode and infrared sensor-monitoring mode are
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greatly affected by the environment and have low accuracy (Zhou
et al., 2020). The intuitive and accurate way is based on machine
vision. Using the traditional monocular camera for monitoring,
we can also get whether the distance between personnel and
substation equipment is less than the safe distance by processing
the monitoring video, but there are two problems: 1) there must
be references such as marking lines; 2) the setting of safety
distance of substation equipment is related to the voltage level.
The pictures or videos taken by a monocular camera only have
two-dimensional information, so it is difficult to obtain the spatial
information of personnel and substation equipment. The ranging
also stays in comparison with the reference object on the two-
dimensional plane, resulting in the greatly reduced accuracy of
this method. With the introduction of binocular vision, the three-
dimensional information of personnel and substation equipment
can be obtained, and the world coordinates of any object within
the field of vision can be obtained, so as to realize positioning,
ranging, and so on (Al- Dulaimi et al., 2019). The binocular
camera is used to monitor the site. When there are staff or
outsiders or objects close to substation equipment, it can detect
and track its movement, real-time position, and calculate the
distance between it and the substation equipment. As shown in
Figure 1, if it is going to be in a dangerous distance, it can give an
alarm in time to warn the potential safety hazards, which is also
conducive to the real-time monitoring and timely response
measures of the substation equipment management personnel.
The real-time monitoring and alarm function of substation
equipment is realized quickly and stably, which increases the
safety factor of the site and saves a lot of human resources.

Elewe and Zaboon (2020) pioneered the research of stereo
vision by using computer vision to analyze the scenes in three-
dimensional view. In the 1980s, through the research on the basic

theory of stereo vision, Marr developed a complete system
framework based on stereo vision, which was applied to
binocular matching, and produced an image with depth
information through two-dimensional plans, which laid the
theoretical foundation of binocular stereo vision technology.
Under the systematic framework developed by Gao et al.
(2021) with the cross-application of various disciplines and
technologies, binocular stereo vision technology has made
great progress, including major breakthroughs in camera
calibration, feature detection, and stereo matching. The
traditional calibration method is to establish the mathematical
model of the camera and obtain the internal and external
parameters of the camera according to the mapping
relationship between the calibration object and the known
corresponding points of the image. For example, Yan et al.
(2020) proposed a two-step calibration method based on a 3D
stereo target. The algorithm has high accuracy, but the
manufacturing requirements of the 3D target are high and the
cost is high; Tsai’s two-step calibration method, which is based on
radial constraints, has high precision, strong universality, and
simple operation, but there is error accumulation; Moravec
operator, Harris operator, SUSAN operator, and other
algorithms are internal parameter self-calibration methods
based on vanishing points. These algorithms are widely used,
and the premise is to extract feature points. The plane calibration
method based on the chessboard proposed by Song et al. (2020)
has the advantages of simple operation, easy implementation,
high precision, and wide application. The self-calibration method
moves the camera without the help of the calibration template
and realizes the calibration according to the transformation
relationship between the surrounding environment and the
image. For example, Zhang et al. (2021a) proved that there are
quadratic nonlinear constraints in the form of a Kruppa equation
between every two images, so that the camera parameters can be
obtained by solving the Kruppa equation group. The camera
calibration method based on active vision was proposed by Wang
et al. (2022); although the method of active vision does not need
to use calibration objects, it has high requirements for the camera
workbench and low practicability. An et al. (2021) detected the
shadow of moving targets by combining local class and color
features. This method is mainly used to process remote-sensing
images. Liu et al. (2020) proposed a multi-scale matching
algorithm, which uses different Laplacian zero crossings and
gradients to match feature points. The algorithm has high
operation efficiency and good robustness, but it can only get a
sparse parallax map, and it also needs to obtain image depth
information through interpolation estimation; Zhang et al.
(2021b) estimated the image parallax according to the global
energy function, obtained its minimum value, and obtained the
optimal parallax. The algorithm has high matching accuracy and
dense parallax, but the matching speed is slow. Li et al. (2021)
proposed a bilateral filter matching algorithm based on adaptive
weight, which can better retain the edge depth information, but
the execution speed is relatively slow.

Based on the current research, this article proposes a machine
vision-oriented transformer substation equipment condition
monitoring method. Due to the interference of the bubble and

FIGURE 1 | Substation equipment status detection in the cloud
environment.
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light shadow phenomenon in the protective film of the digital
display instrument panel, this article selects the Harr-like feature
as a character feature and improves the fitness function and cross-
mutation function of the genetic algorithm to increase the global
optimization. The improved genetic algorithm is used to optimize
the parameters of the classifier support vector machine. Finally,
the dimension is reduced by principal component analysis, and
the character target is recognized by a support vector machine,
which is compared with other recognition algorithms.

SUBSTATION EQUIPMENT CONDITION
MONITORING ALGORITHM BASED ON
MACHINE VISION
The key link in the process of monitoring the operation state of
the substation is the automatic identification of the operation
state. In recent years, the theories of image processing, pattern
recognition, and artificial intelligence have developed vigorously
and are widely used in building monitoring and management,
electronic equipment testing, automobile instrument testing, and
other industries. The use of machine vision technology will be
able to partially or completely replace the purpose of human eye
object recognition, which greatly reduces the demand for labor in
factories, so as to reduce the cost of enterprises and effectively
enhance the competitiveness of enterprises. Machine vision
technology can complete accurate and efficient detection
without any subjective factors, which can completely change
the traditional industrial detection. The operation status
monitoring of substations will adopt effective and feasible
methods to focus on solving the more complex but urgent
detection items such as digital display instrument and digital
character recognition for different detection items. At the same
time, the image-processing algorithm used is integrated to realize
the comprehensive monitoring of the running state.

Character Segmentation Method Based on
Vertical Projection
In order to realize the recognition of the digital display
instrument dial, it is necessary to segment a single digital
character in the dial image. The common methods of
character segmentation include Hough transform, Dun
difference accumulation, and vertical or horizontal projection.
Due to the obvious character spacing of the digital display
instrument detected in this article, the contrast between the
target image and the background is large and the
environmental change is small; the vertical projection method
can be used to segment the dial characters. First, the dial is
binarized, then the image is projected vertically, and a single
character is intercepted according to the character distance.

The process of realizing vertical projection character
segmentation is as follows:

1) Scan the pixel points on the image that has been binarized
line by line and store the white point position, then the character
is between the first and last white points. 2) Project the image
vertically. 3) The threshold is selected for separation according to
the vertical projection histogram. 4) After obtaining a single
character image, repeat step (1), and segment the character
area according to the position of the head and tail white dots,
so as to make the segmentation more accurate (Yu et al., 2020).

Figure 2 shows the histogram of sample vertical projection.

Common Character Recognition Methods
The digital image of the digital display instrument is composed of
four vertical digital segments and three horizontal digital
segments. The shapes of the horizontal and vertical digital
segments are similar and can be recognized through seven
digital segments. Recognition is carried out after digital
segmentation. The advantage of this method is that it does not
need to normalize the character image. The identification
steps are:

(1) Use two horizontal lines to divide the characters into three
parts (Ross et al., 2020).

(2) Scan the three parts of the image from top to bottom. The
digital segment display is recorded as 1, and the non-display
is recorded as 0.

(3) Use a vertical line to divide the character into two parts.
(4) Scan the two parts of the image from left to right. The digital

segment display is recorded as 1, and the non-display is
recorded as 0.

FIGURE 2 | Its vertical projection.

TABLE 1 | Digital characteristics of the digital display instrument.

Number 0 1 2 3 4 5 6 7 8 9

Segment A 1 0 1 1 0 1 1 1 1 1
Segment B 0 0 1 1 1 1 1 0 1 1
Segment C 1 0 1 1 0 1 1 0 1 1
Segment D 1 0 0 0 1 1 1 0 1 1
Segment E 1 1 1 0 0 0 1 0 1 0
Segment F 1 1 1 1 1 0 0 1 1 1
Segment G 1 1 1 1 1 1 1 0 1 1
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(5) Bring the statistical characteristics of each digital segment
into the digital characteristic table of the digital display
instrument to recognize the current character. The digital
characteristics of the digital display instrument are shown in
Table 1.

The algorithm flow of threading character recognition is
shown in Figure 3.

Using the threading method, to recognize logarithmic
explicit instrument characters is fast and effective. However,
in practice, there are protective film bubbles on the dial of the
digital display instrument, and the phenomenon of light and
shadow will also interfere with it, resulting that the recognition
accuracy of this method is not ideal (Lopatin and Kopey,
2019).

Calculation of Integral Image and Harr-Like
Feature
The main idea of a unified image is to store in memory the sum of
the gray values of the pixels in the rectangular area created by the
image as a new array element from the origin of the coordinates to
each pixel. If you want to calculate the sum of the pixels in a given
area, you can directly index the elements in the array without
recalculating the sum of the pixels in that area, which speeds up
the calculation. The method of drawing an integrated graph is
shown in Figure 4.

The value of point A (x, y) in the integral diagram is the sum of
the gray values of all pixels at the upper left of the point, and its
definition expression is shown in Eq. 1:

Integral(x, y) � ∑
x′≤x,y′≤y

Gray(x′, y′), (1)

where integral (x, y) represents the value of point A (x, y) at the
midpoint (x, y) of the integral diagram and Gray(x′, y′)
represents the gray value of point x′, y′ (Zhang et al., 2019).

Eq. 2 can recursively represent any point (x, y) in the integral
image:

Integral(x, y) � Integral(x − 1, y) + s(x, y), (2)
where s (x, y) is the cumulative sum of rows, and the expression is:

s(x, y) � s(x, y − 1) + Gray(x, y). (3)
When calculating the integral image value of the image, first

initialize s (0, −1) = 0, Integral(−1, 0) � 0, and then scan the
original gray image only once to deduce the integral image value
of any point in the integral image with Eq. 3.

In order to meet the calculation of new features, the concept of
a rotated summed area table is shown in Figure 5.

Take the point (x, y) as the center, and draw a straight line at
45° downward and a branch line at 45° upward (Nan et al., 2019).
The sum of pixel gray values in the area surrounded by the
straight line and the image is recorded as RSAT (x, y). The
expression is:

RSAT(x, y) � ∑
x′≤x,y′≤x−|y−y′|

Gray(x′, y′). (4)

FIGURE 3 | Character recognition algorithm flow.

FIGURE 4 | Integral diagram representation method.

FIGURE 5 | Representation method of the rotation integral diagram.
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The formula is obtained by iterating the image from left to
right and from top to bottom for the first time:

RSAT(x, y) � RSAT(x − 1, y − 1) + RSAT(x − 1, y)
+ Gray(x, y) − RSAT(x − 2, y − 1). (5)

The second iteration is from right to left and from bottom
to top:

RSAT(x, y) � RSAT(x − 1, y − 1) + RSAT(x − 1, y + 1)
− RSAT(x − 2, y), (6)

where RSAT(−1, y) � RSAT(−2, y) � RSAT(x,−1) � 0.
According to the vertical integral graph and rotation integral

graph, all features in the Harr-like feature library can be
calculated. The vertical rectangle r (x, y, w, h, and 0) can be
calculated by Eq. 7:

RecSum(r) � RSAT(x + w, y + w) + RSAT(x − h, y + h)
− RSAT(x, y) + RSAT(x + w − h, y + w + h).

(7)
After calculating the sum of pixel gray values of each rectangle,

each rectangular feature can be calculated through several
separate rectangles (Suo and Han, 2021).

Nonlinear Classification Problems and
Kernel Functions
Generally, the image recognition problems are not linearly
separable in the space, so we need to use a nonlinear classifier
to achieve the purpose of classification. Support vector
machine uses kernel function technology to transform
nonlinear problems into linear problems. Its working
principle is as follows:

For the linearly inseparable data in the space, the mapping
function Φ(x) can be used to transform the training samples
from low-dimensional space X to high-dimensional space F. The
reason is that it is easier to realize the linear classification of low-
dimensional samples in the high-dimensional space, and then
find the optimal hyperplane in space F (Lu and Sun, 2021). The
corresponding optimization problem is:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

max∑l
i�1
ai − 1

2
∑l
i�1
∑l
j�1
aiajyiyj〈Φ(xi),Φ(xj)〉

s.t.∑l
i�1
aiyi � 0, 0≤ ai ≤C, i � 1, 2, ..., l

. (8)

Defining w as the normal vector of the optimal hyperplane of
feature space F, then w � ∑l

i�1aiyiΦ(xi). For the new sample
xnew, the classification rules are:

f(xnew) � sign(〈w,Φ(xnew)〉 + b)

� sign⎛⎝∑l
i�1
aiyi〈Φ(xi),Φ(xnew)〉 + b⎞⎠, (9)

where Φ(x) in the mapping function can make the nonlinear
classification problem in the sample space become linearly
separable in the high-dimensional space, so as to solve it with
the knowledge of the support vector machine. However, the
sample dimension of mapping the original space X to the
high-dimensional feature space f through Φ(x) in the function
is often much higher than that of the original sample space.
Finding the optimal separation hyperplane usually involves a
huge amount of computation. The kernel function technology
can solve this problem well. By observing the optimization
problem Eq. 10, 11, it can be found that Φ(x) is only related
to the point product operation. If there is a function K satisfying
K(xi, xj) � 〈Φ(xi),Φ(xj)〉, it can work implicitly in the feature

FIGURE 6 | Fitness curve of genetic algorithm. The optimal parameters
of the support vector machine are C = 13.7926 and γ = 0.0079.

FIGURE 7 | Fitness curve of improved genetic algorithm.
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space F through the K function, avoiding the explicit use of the
mapping function (x). This function K is called kernel function.

When the kernel function is used, the original optimization
problem can be written as:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

max∑l
i�1
ai − 1

2
∑l
i�1
∑l
j�1
aiajyiyjK(xi, xj)

s.t.∑l
i�1
aiyi � 0, 0≤ ai ≤C, i � 1, 2, ..., l

. (10)

The decision function can be written as:

f(x) � sign⎛⎝∑l
i�1
yia

p
i K(x, xj) + bp⎞⎠. (11)

The complexity of the kernel function is only related to the
number of support vectors but is independent of the dimension of
the feature space.

The idea of the kernel function in the support vectormachine is to
calculate and replace the point product calculation of the
transformation space with a function in the original low-
dimensional space, which finally reduces the computational
complexity and avoids the disaster of dimension. The kernel
function satisfies the Mercer theorem, which is usually regarded as
the condition for finding and constructing the kernel function, so the
kernel function can be obtained directly without knowing the specific
form of the mapping function. Common kernel functions include:
1) Polynomial kernel function:

K(x, y) � (〈x, y〉 + 1)p. (12)
2) Gaussian radial kernel basis function:

K(x, y) � exp{−
����x − y

����2
2σ2

}. (13)

3) Sigmoid kernel function:

K(x, y) � tanh(k〈x, y〉 − δ). (14)

Principal Component Analysis Dimension
Reduction and Improved Genetic Algorithm
Support Vector Machine Character
Classification
In the process of digital display instrument recognition, character
features need to be extracted first. Due to its high data dimension
and high timeliness, the data should be simplified and
dimensionless without losing most of the information.
Principal component analysis (PCA) is commonly used in
data dimensionality reduction. Its process is to select the
principal component after KL change of the original data.

If x is an n-dimensional vector, then sample
X � [x1, x2, ..., xN]. Average the columns of X to obtain:

μ � 1
N

∑N
i�1
xi, (15)

where N represents the total number of samples and μ represents
the average value of samples.

Let �X − [μ, μ, ..., μ], then x covariance matrix St:

St � 1
N

(X − �X)(X − �X)T � 1
N

∑N
i�1
(xi − μ)(xi − μ)T. (16)

Let the rank of the matrix St be m and the eigenvalues
λ1, λ2, ..., λm satisfy λ1 ≥ λ2 ≥ ...≥ λm. If i � 1, 2, ..., m, then λi
and eigenvector wi satisfy as follows:

Stwi � λiwi, i � 1, 2, ..., m. (17)
Let W � [w1, w2, ..., wm], then eigenvector wi represents the

ith principal component of X and W represents the principal
component matrix of sample data.

Transform the n-dimensional random variable x:

y � WT(x − μ). (18)
The n-dimensional variable y, y � [y1, y2, ...yn]T is obtained.

Its essence is to project the variable x to a set of bases ofW, and the
projection coefficient is y. Y is the result of the K-L transformation
of X. The principal component analysis method selects the
important eigenvector w after the K-L transformation to form
the principal component matrix w of the data, and the contribution
rate of the eigenvector is measured by the corresponding
eigenvalue. Usually, the contribution rate of the first few feature
vectors can reach 90%, so the principal component analysis
method can meet the needs of data dimensionality reduction.

In the PCA calculation, a new matrix S′t is introduced to
quickly solve the eigenvalues and eigenvectors of St, namely:

S′t � (X − �X)T(X − �X). (19)
According to the theory of linear algebra, it can be proved that

St and S′t have the same eigenvalues. Let the eigenvector matrix of

FIGURE 8 | Optimization results of genetic algorithm parameters.
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matrix St be W and the eigenvector matrix of matrix S′t be Q,
then W and Q have the following relationship:

W � XQΛ−1
2, (20)

where the eigenvalue diagonal matrix of Λ,
Λ � diag[λ0, λ1, ..., λN−1], λ0 ≥ λ1 ≥ ...≥ λN−1。.

Matrix St is nxn dimension, and S′t is NxN dimension. If N =
n, calculate the eigenvalue sum of matrix S′t. The eigenvector can
indirectly solve the eigenvalue and eigenvector of St, which
greatly reduces the amount of calculation. Before character
recognition, the SVM classifier needs to be trained. In the
experiment, an image in the sample database can be selected
as a training image, and a standard image can be obtained by pre-
processing the image. Then, unpack the features of these
drawings and save the training sample. An improved genetic
algorithm is used to obtain the optimal parameters of the
supporting vector machine, which makes the training effect
more precise.

Main Contents of Substation Condition
Monitoring
As an important part of the power system, the safe and stable
operation of the substation is of great significance. The condition
monitoring of the substation mainly involves transformers,
mutual inductors, capacitors, lightning arresters, circuit
breakers, disconnectors, post insulators, GIS equipment, and
other equipment. The research of thisarticle is mainly based
on a transformer. The transformer is the main part and
functional part of substation equipment, and an important
node in the chain of power
production–transmission–supply–distribution. Therefore, it has
an important influence on the stable operation of the power
system and substation., which directly affects the stable operation

of the entire power system. Realizing the continuous
monitoring of the operation status of the transformer in the
substation, it can timely detect the operation fault or hidden
danger of the transformer in the substation in the power system
and ensure the function and stability of the transformer through
automatic repair or some other protection measures, thereby
realizing the guarantee for the stable operation of the power
system. The theory and method of condition monitoring
proposed in this article mainly take the transformer as the
research object.

EXPERIMENTAL RESULTS AND ANALYSIS

This group of test programs is written to test the character
recognition algorithms of various digital tools using Visual c

FIGURE 9 | Parameter optimization results of improved genetic
algorithm.

FIGURE 10 | Experimental results.

FIGURE 11 | Comparison of operation time.
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++ 6.0 software on the Windows platform. The supported vector
machine part belongs to LibSVM. This software is a simple, fast,
and effective open-source software package for vector machines
developed and designed by Professor Lin Zhiren of Taiwan
National University. The support vector machine selects the
Gaussian radial base function as the core function, and the
parameters are obtained by empirical methods, genetic
algorithms, and improved genetic algorithms. Empirically, C =
1,000 and γ = 0.01. In genetic algorithms and improved genetic
algorithms, the search range for nuclear function is C [2–2, 24], the
search range for r is [2–4, 24], the population size is 20, and the
maximum gene evolution rate is 100 times greater.

The recognition results of the threading method, template
matching method, and different parameter support vector
machine method are tested, respectively. When using a
support vector machine to recognize characters, extract
features, and use principal component analysis to reduce the
dimension of data, the contribution rate of the principal
component is greater than 90% (Xu et al., 2021). The
parameters of one character image are optimized by genetic
algorithm, and the fitness curve is shown in Figure 6.

The fitness curve of the improved genetic algorithm is shown
in Figure 7.

The population selected in the initial stage of parameter
optimization using genetic algorithm is random, so the results
of parameter optimization each time with the same training data
are not consistent. In total, five groups of experiments are carried
out on the data, and the optimization results of genetic algorithm
parameters are shown in Figure 8.

The parameter optimization results of improved genetic
algorithm are shown in Figure 9.

In total, eight groups of experiments on each character are
conducted, respectively, and the results are averaged to obtain the
recognition rate, as shown in Figure 10.

Through the experimental results, it can be seen that using
Harr-like function to extract character features and then support
vector machine classification based on improved genetic
algorithm has a good recognition rate.

To further test the operational efficiency of the proposed
method, the runtime of the improved genetic algorithm
proposed in the parallel computing mode of the Hadoop
cluster MapReduce was compared with the runtime of the
traditional algorithm on the same machine-distributed
inquiry system. At the beginning of the experiment, data
were searched on different sizes of data under two
conditions, and the associated recovery time was calculated.
To prevent unforeseen events due to unforeseen circumstances,
take the average of the five results of the calculation. The final
test results are shown in Figure 11. Figure 11 shows that when
the data sample size is small, the algorithmic data retrieval speed
in the stand-alone system is faster, while when the data sample
size reaches about 320,000, the two speeds are close; when the
data sample size exceeds 320,000, the recovery speed of the
algorithm in the Hadoop cluster is much faster than that of the
stand-alone system. This suggests that the method proposed in

this document is well-computed to save large amounts of data
under machine vision and can significantly save computational
time. Since the data size for monitoring the operation of smart
substation power equipment is much larger than the sample
data size described in this article, the proposed method in
Chinese would be more advantageous for engineering
applications. In addition, in order to verify the effectiveness
of this research method, the historical state data of a substation
transformer in recent 1 year are analyzed. The results showed
that the analyzed abnormal data are consistent with the
abnormal state inspection of the manual transformer in
actual work, and the accuracy is very high, but the data
analysis time is very short, which can greatly improve the
efficiency of substation condition monitoring.

CONCLUSION

First, the method of character segmentation is introduced, then
the threading recognition method and template matching
method of character recognition are introduced, and the
classification method used in this article is introduced. Then,
this chapter describes the principle and related knowledge of
Harr-like features and support vector machine in detail and
discusses the influence of different optimization algorithms on
the determination of support vector machine parameters. At the
same time, the implementation steps of character recognition
based on an improved genetic algorithm support vector machine
are analyzed and designed. Finally, the feasibility of character
classification using an improved genetic algorithm support vector
machine is verified by experiments, and the historical state data of
a transformer are analyzed and compared with manual
monitoring, to verify the practicability of this research
method. The experimental results show that the proposed
machine vision intelligent substation power equipment
condition monitoring method can effectively realize the
condition monitoring of power equipment, has accurate fault
diagnosis accuracy, and has high operation efficiency. The
research results of this article have good engineering
practicability, and its application in intelligent substation
monitoring systems will help to promote the construction of
smart grid.
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