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This paper presents a consensus dispatch model of the distributed power network based
on multi-access edge computing (MEC) and multi-agent system (MAS).MEC decentralizes
the processing and storage of data in the distributed power system to the edge node
combined with MAS, which reduces the amount of calculation in the dispatch center. The
model formulates different objective functions for the edge nodes and the cloud center
nodes of the MEC to optimally allocate the output of each unit. Meanwhile, in order to meet
the consensus dispatch of distributed units, the operational benefits of flexible load, the
operating cost of thermal power units, the penalty cost of abandoning wind and solar
power for new energy units, and the operation of energy storage devices are utilized as
consensus variables. Based on these consensus variables, an optimal dispatch method of
the distributed power network is established. Compared with the traditional dispatch
model, this model integrates distributed units and autonomous sub-regions through MAS
and MEC, which ensures the system performs consensus dispatch under the balance of
supply and demand, and also improves the proportion of new energy consumption.
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1 INTRODUCTION

With the penetration of renewable energy, the structure of the power system is facing many changes.
Through the continuous upgrading of communication network technology, the power system
develops rapidly towards scale and intelligence. The Ubiquitous Electric Internet of Things (UEIOT),
which is built on a distributed power system, emerges at this moment (Li et al., 2017).The structure of
distributed power systems is more complex than the traditional power transmission network. For
example, the reduced-order aggregate model for large-scale converters with inhomogeneous initial
conditions in DC microgrids, and reduced-order transfer function model of the droop-controlled
inverter via Jordan continued-fraction expansion proposed in certain studies both involve large-scale
power systems (Wang et al., 2020; Wang et al., 2021). With the development of large-scale power
systems, the proportion of internal distributed power sources has gradually increased. The amount of
data inside the UEIOT is also substantial based on distributed power systems, which brings
tremendous pressure to the transmission and processing of power data.

In the context of continuous development of intelligent technology and large-scale growth of power
data, many smart terminal devices have been deployed on the power distribution side. The basic
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configuration of UEIOT gradually takes shape, and the research on
flexible dispatch of distributed power systems has attracted the
attention of many scholars. In the existing research, edge
computing (EC) technology is integrated into the power system.
It calculates the data of power grid perception layer at the edge side,
which saves time and cost of network transmission (Sun et al., 2019;
Li et al., 2020). The role of EC is analyzed from the perspective of the
practical application of the smart grid, which shows that the cloud-
side collaboration mechanism of EC can better coordinate the
information communication and flexible dispatch of distributed
units (Li et al., 2018).Multi-access edge computing (MEC)
derived from EC realizes high-speed access and read of terminal
software using wireless network information. Multi-agent system
(MAS) has good concentration and dispersion characteristics and is
widely used in distributed power systems. For example, Kumar
Nunna andDoolla (2013) utilizes amulti-agent system to control the
power balance. MAS takes multiple microgrids as a whole to
participate in the operation of the upper-layer network, which
provides an idea for multi-unit control in distributed unit
hierarchical dispatch.

The distributed control technology of MAS and the unique edge-
side processing mechanism of EC can provide a novel operation
framework for themulti-node andmulti-stage optimization dispatch
of the power system (He et al., 2019).However, due to the uncertain
output of new energy sources, the high penetration of flexible loads,
and the demand for “plug and play” of some power components, the
topology of power network will change. Meanwhile, the centralized
optimal dispatch for distributed units has higher requirements for
the stability of the communication network between units, which
may lead to unreasonable dispatch results (Gong et al., 2018).

Based on the technology of MEC-MAS, this paper establishes a
hierarchical dispatch model with the maximum proportion of new
energy consumption and the minimum cost of system operation.
The model solves the optimal dispatch plan of distributed power
systems by dividing consistent variables of each unit, and improves
the proportion of new energy consumption and the system stability.

The main contributions of this paper are listed below:

1) The established power network communication model based
on MEC-MAS can provide a stable operating framework for
distributed systems;

2) The constructed hierarchical dispatching model composed of
edge nodes and cloud centers is constructed. Compared with
the traditional centralized processing mode, the edge
processing of data can effectively improve the dispatching
efficiency;

3) By dividing and solving the consensus variables through the
objective function of the hierarchical dispatching model, the
distributed units can optimize the unified objective under the
constraints, and a better distributed power grid dispatching
scheme can be obtained.

The remainder of this paper is organized as follows. Section 2
presents an EC model of the power system based on MAS.
Section 3 establishes the distributed multi-agent consensus
dispatch model. Section 4 shows the results of the case study.
Section 5 illustrates the conclusion.

2 EC MODEL OF THE POWER SYSTEM
BASED ON MAS

2.1 Integration of EC and Power System
With the large amount of new energy connected to the grid, the
power supply mode is gradually transformed from the
centralized to the distributed. Therefore, a distributed
network topology is formulated among distributed power
sources, energy storage systems and loads. For this
topology, traditional power dispatch strategies are inefficient
and unreasonable. MEC is a new computing model that
performs computing at the edge of the network. MEC can
be installed on the edge of the power distribution network, and
the edge data can be processed nearby. MEC can also
selectively upload data to the cloud computing center to
reduce system network transmission costs and improve data
transmission efficiency.

2.2 Topology Structure of Power System
Network Based on MEC-MAS
As shown in Figure 1, the model of MEC is introduced into the
distributed network topology of the power system. The system is
divided into autonomous sub-regions of edge nodes according
to the geographic location of distributed power sources and
loads, and the capacity of energy storage systems. Each
autonomous sub-region model includes conventional units,
wind turbines, photovoltaic devices, energy storage systems,
loads, and corresponding data processing devices.

The hierarchical optimal dispatch model consisting of edge
nodes and cloud center nodes is established. MAS is introduced
into edge nodes, which can further integrate the data perception
layer, network layer, edge layer, and application function layer of
the autonomous sub-region in the edge node (Guan et al.,
2020).The data perception layer corresponds to the bottom
layer of MAS, and is used for data collection. The data
perception receives upper-layer data and starts actions based
on data collection and upload. The network layer corresponds to
the middle layer of MAS, and does not participate in data
processing and dispatching. The network layer is only utilized
for uploading and delivering dispatch information. The edge layer
includes edge terminals with high-density computing and reliable
storage capabilities. The application function layer can realize the
collection and real-time processing of data on the power
generation and distribution sides. The edge layer and the
application function layer correspond to the top layer of MAS.
The top layer of MAS uses the upper-level dispatch goal of the
edge node as its operation goal for data calculation and power
dispatch (Xing et al., 2018).

After the edge node performs power dispatch according to the
dispatch goal (the largest proportion of new energy
consumption), the cloud center node dispatches through the
data processed by the edge node (Feng et al., 2019).The cloud
center node makes the entire system operate economically by
optimally allocating the power output and power exchange of
each autonomous sub-region.
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2.3 Hierarchical Optimal Dispatch Model of
MEC-MAS
To improve new energy consumption, this paper divides new energy
output power into the adjustable and fixed consumption parts
(Zhang et al., 2019).The fixed consumption part is the new
energy output power which must be consumed. The adjustable
consumption part is the new energy output power which can be
abandoned, but requires certain penalty costs. The penalty cost
function of new energy output power abandonment can be
written as

Ak(Pnk) � ηk(Pnk,max + Pnk)2, k ∈ Sn , (1)
where Ak(Pnk) is the penalty cost function of new energy output
power abandonment for the unit k; Pnk is the adjustable
consumption part of new energy output power for the unit k;
Pnk,max is the maximum power of the adjustable consumption
part; ηk is the constant coefficient of new energy output power
abandonment; Sn is the total number of new energy power
generation units.

In the MEC-MAS model, the top layer of MAS in the edge node
issues commands, and the edge node uses the bottom layer function
to obtain the information of each sub-area. The edge node returns
units’ and loads’ data in the autonomous sub-area to the top layer
through the middle layer. The edge layer and application function
layer perform optimal dispatch of units with the goal of the largest
proportion of new energy consumption. The objective function can
be expressed as

maxF1 � max

⎧⎪⎪⎨⎪⎪⎩
1, Pnk � 0 ,

∑
f∈Sn

Pnf/⎛⎝ ∑
f∈Sn

Pnf + ∑
k∈Sn

Pnk
⎞⎠, Pnk ≠ 0 ,

(2)
0≤Pnk ≤Pnk,max, (3)

where F1 is the proportion of new energy consumption; Pnf is the
fixed consumption part of new energy output power for the
unit f.

After each autonomous sub-area is dispatched by the edge
node at the upper level, the edge node uploads new energy power
generation results to the cloud center node (the power
distribution station).After receiving the information, the cloud
center node formulates dispatch strategies for various units in
each autonomous sub-region with the operation goal. The cloud
center node feeds back the dispatch strategy to each edge node for
the associated power supply, flexible loads and energy storage
units (Sun et al., 2012).The objective function of the cloud center
node is designed by

minF2 � min⎛⎝ ∑
m∈Ss

Em(Psm) + ∑
i∈SG

Ci(PGi) + ∑
k∈Sn

Ak(Pnk)

− ∑
j∈SL

Dj(PLj)⎞⎠, (4)

where F2 is the operation cost of the system; Em(Psm) is the
operation cost function of the energy storage devicem; Psm is the
electrical energy delivered by the energy storage device m to the
power system (in the charging state, Psm is negative); Ss is the total
number of energy storage devices; Ci(PGi) is the power
generation cost of the thermal power unit i; PGi is the output
power of the thermal power unit i; SG is the total number of
thermal power units; Dj(PLj) is the operation benefit of the
flexible load j; PLj is the demand power of the flexible load j; SL is
the total number of flexible loads.

The constraints of the system operation are expressed as

∑
j∈SL

PLj − ∑
m∈Ss

Psm − ∑
f∈Sn

Pnf − ∑
k∈Sn

Pnk − ∑
i∈SG

PGi � 0, (5)

PGi,min ≤PGi ≤PGi,max, (6)

FIGURE 1 | Structure of the distributed power network based on MEC-MAS.
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PLj,min ≤PLj ≤PLj,max, (7)
Psm,min ≤Psm ≤Psm,max, (8)

where PGi,min and PGi,max are the lower and upper limits of the
output of thermal power units; PLj,min and PLj,max are the lower
and upper limits of the demand power of flexible loads; Psm,min

and Psm,max are the lower and upper limits of the electrical energy
delivered.

The existing research results mostly use centralized
optimization technology to solve the distributed economic
dispatch problem. When the centralized optimization method
is employed, the dispatch center needs to issue commands to
dispatch all power supplies, loads, and other devices in the
system. The dispatch center needs to make dispatch
arrangements for each dispatch object. If the communication
connection fails, it may cause problems such as unstable system
operation and unreasonable power distribution. Therefore, a
reliable communication mechanism based dispatch strategy
can play a good role in coordinating and managing distributed
power sources and adjustable loads.

3 MAS CONSENSUS DISPATCH MODEL

In the distributed optimization algorithm, in order to meet the
comprehensive optimization of the system, the dispatch goals of
all nodes need to be unified as a whole. Then, multi-agents can
reach consensus under the MEC-MAS system (Xu et al.,
2019).This paper uses MEC-MAS as the dispatching
framework, and adds the stage of distributed unit consensus
dispatching on the basis of traditional power system dispatching.
Each distributed unit determines its own independent goals
according to its own operating cost/benefit, and each type of
unit pursues the maximization of its own interests. At the same
time, since all types of units belong to the same system, their
operation needs to be constrained by the overall power balance of
the system. Therefore, while all kinds of generating units are
pursuing the maximization of their own interests in a distributed
manner, they also achieve the overall dispatching objective of the
traditional dispatching meaning—maximizing the economy of
system operation.

3.1 Operation Model of Distributed
Multi-Agent
In the MEC-MAS system, there are many flexible loads, which
can be switched and transferred according to demand during the
dispatch and operation. As a result, flexible loads can reduce the
pressure on the power grid during peak and valley periods (Yang
et al., 2013).The operation benefit of the flexible load is
expressed as

Dj(PLj) � ajP
2
Lj + bjPLj + cj, j ∈ SL , (9)

where aj, bj and cj are the function coefficients.
The power generation cost of the thermal power unit can be

determined by

Ci(PGi) � αiP
2
Gi + βiPGi + γi, i ∈ SG , (10)

where αi, βi and γi are the function coefficients.
When we only consider the discharge of energy storage

devices, the cost curve of energy storage devices approaches a
binary function with a minimum point at the origin (Wang et al.,
2021).It can be computed by

Em(Psm) � ζmP
2
sm, m ∈ Ss , (11)

where ζm is the coefficient of energy storage cost function.

3.2 Consensus Algorithm for Distributed
Variables
Within the framework of MEC-MAS, this paper defines the
power generation cost of thermal power units, the benefits of
the flexible load operation, the penalty cost of adjustable
consumption part of new energy units, and the operation cost
of energy storage devices (only the discharge conditions are
considered) as distributed multi-agent consensus variables IG,
IL, IA, and IE (Zhang and Chow, 2012). Then, calculate the
optimal solution of the distributed optimization problem through
the consensus algorithm.

Through the transformation of Equations 1, 4, we use the
Lagrangian multiplier method to process the distributed
coordination optimization model according to the principle of
extraction of consensus variables. The processed model is
formulated by

Q � F2 + λ⎛⎝ ∑
j∈SL

PLj − ∑
m∈Ss

Psm − ∑
f∈Sn

Pnf − ∑
k∈Sn

Pnk − ∑
i∈SG

PGi
⎞⎠

� ∑
m∈Ss

Em(Psm) + ∑
i∈SG

Ci(PGi) + ∑
k∈Sn

Ak(Pnk) − ∑
j∈SL

Dj(PLj)
+λ⎛⎝ ∑

j∈SL

PLj − ∑
m∈Ss

Psm − ∑
f∈Sn

Pnf − ∑
k∈Sn

Pnk − ∑
i∈SG

PGi
⎞⎠,

(12)
where λ is the constant coefficient of the Lagrangian multiplier
method.

Applying the classical Lagrangian multiplier method to the
partial derivatives of each variable of Equation 12, the
conditional equations of the distributed optimal solution can
be given by

zQ

zPGi
� zCi

zPGi
− λ � 0, (13)

zQ

zPLj
� − zDj

zPLj
+ λ � 0, (14)

zQ

zPnk
� zAk

zPnk
− λ � 0, (15)

zQ

zPsm
� zEm

zPsm
− λ � 0, (16)

∑
j∈SL

PLj − ∑
m∈Ss

Psm − ∑
f∈Sn

Pnf − ∑
k∈Sn

Pnk − ∑
i∈SG

PGi � 0. (17)

Organizing Equations 13–17 yields
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zCi

zPGi
� zDj

zPLj
� zAk

zPnk
� zEm

zPsm
� λ. (18)

The distributed consensus variables IG, IL, IA and IE are
written as

IG � λGi � βi + 2αiPGi, (19)
IL � λLj � bj + 2ajPLj, (20)

IA � λnk � 2ηkPnk − 2ηkPnk,max, (21)
IE � λsm � 2ζmPsm. (22)

The system formed by MEC-MAS is a distributed network
structure. Therefore, in topological graph theory, we assume that
there is information interaction between devices (D’Andrea and
Dullerud, 2003).The state characteristics of each power
component are expressed as

xi(k + 1) � xi(k) +∑n
j�1
aij(xj(k) − xi(k)), (23)

where aij if the node xi is connected with the node xj; otherwise,
aij � 0.

In the iterative process of the aforementioned formula, the
corresponding consensus variables update their variables
according to the adjacent variables. Choose a set of
variables IG, IL, IA, and IE to ensure convergence accuracy
considering ‘law of equal consumption micro-increasing’. We
regard them as standard consensus variables and introduce
correction values to them (Zhu et al., 2015).At the same time,
in order to meet the constraints of system operation, we take
the difference between system operation benefits and costs as a
correction (Olfati-Saber et al., 2007).The correction is
defined as

ΔP � ∑
j∈SL

PLj − ∑
m∈Ss

Psm − ∑
f∈Sn

Pnf − ∑
k∈Sn

Pnk − ∑
i∈SG

PGi. (24)

The update formulas of the consensus variable corresponding
to each equipment are formulated as follows:

λGi(t + 1) � λGi(t) +∑n
z�1

aiz(λGz(t) − λGi(t)) + δΔP, i ∈ SG ,

(25)
λLj(t + 1) � λLj(t) +∑n

z�1
ajz(λLz(t) − λLj(t)) + δΔP, j ∈ SL ,

(26)
λsm(t + 1) � λsm(t) +∑n

z�1
asz(λsz(t) − λsm(t)) + δΔP, m ∈ Ss ,

(27)
λnk(t + 1) � λnk(t) +∑n

z�1
akz(λnz(t) − λnk(t)) + δΔP, k ∈ Sn ,

(28)
where δ is the convergence coefficient.

The constraints of the system operation are given by

PGi(t) �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

PGi,min, PGi,min ≤
λGi − βi
2αi

≤PGi,max,

λGi − βi
2αi

,
λGi − βi
2αi

≤PGi,min,

PGi,max,
λGi − βi
2αi

≥PGi,max,

(29)

PDj(t) �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

PDj,min, PDj,min ≤
λDj − bj
2aj

≤PDj,max,

λDj − bj
2aj

,
λDj − bj
2aj

≤PDj,min,

PDj,max,
λDj − bj
2aj

≥PDj,max,

(30)

Pnk(t) �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pnk,min, Pnk,min ≤
λnk + 2ηkPnk,max

2ηk
≤Pnk,max,

λnk + 2ηkPnk,max

2ηk
,

λnk + 2ηkPnk,max

2ηk
≤Pnk,min,

Pnk,max,
λnk + 2ηkPnk,max

2ηk
≥Pnk,max,

(31)

Psm(t) �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Psm,min, Psm,min ≤
λsm
2ζm

≤Psm,max,

λsm
2ζm

,
λsm
2ζm

≤Psm,min,

Psm,max,
λsm
2ζm

≥Psm,max.

(32)

4 CASE STUDY

To verify the efficiency of this model, the IEEE30 node system is
improved. Figure 2 is the improved system structure diagram.
Figure 2 shows that the improved system contains six thermal
power units, five new energy units (three wind turbines and two
photovoltaic devices), three energy storage devices, and 16 load
nodes. The dotted line in the figure represents the structure of the
communication system. Communication points 1-6 correspond
to thermal power units, communication points 7-11 correspond
to new energy generating units, communication points 12–14
correspond to energy storage devices, and communication points
15–30 correspond to loads. This paper takes a certain regional
power grid as an example to process the actual load data, wind
power data, and photovoltaic power data.

4.1 Analysis of Economic Dispatch Results
According to the MEC-MAS hierarchical dispatching model, the
edge node extracts the power generation and load data of each
sub-area to form the individual information through the
integration ability of MAS to distributed nodes (Pu et al.,
2016). Then, the edge node performs upper-layer dispatching
of various units in the sub-area to form individual dispatching
information. After the cloud center node of MEC receives the
individual dispatching information of the sub-area, the cloud
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FIGURE 2 | The structure of the improved IEEE30 node system.

FIGURE 3 | Simulation results of the output of each unit.
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center node uses the individual dispatching information of the
sub-area as unit information for the lower layer dispatching.
When the dispatching strategy is formulated by the cloud center
layer, it is issued to the edge node through the information
interaction between the cloud center layer and the edge node.
The edge node optimizes control of each unit through MAS. The
MEC-MAS model realizes the distributed coordination and
optimization of each unit. The dispatching results are shown
in Figures 3–5.

As shown in the experimental results, in order to meet the goal
of maximizing the proportion of new energy consumption in the
upper layer dispatch, the central cloud layer reduces the output of
thermal power units and increases the power storage of energy
storage device when the new energy output power is enormous.
Meanwhile, in order to meet the financial requirements of system
operation in the lower layer dispatching, the cloud center node
processes the adjustable consumption part of the new energy unit.
For instance, during 9:00–17:00, the actual output of the new
energy is large, and the duration is long. At this time, if some
thermal power units are shut down, the thermal power units will
restart as a cold start (Mahmoodi et al., 2015). In the cold start
state, the start-up cost of thermal power units is relatively high.
The cloud center node needs to consider the proportion of new
energy consumption and the start-up cost of thermal power units
when formulating a dispatching strategy, so the proportion of

new energy consumption is relatively low during this period.
During the period from 21:00 to 23:00, the actual new energy
output power reaches the peak stage, and the peak stage lasts for a
short time. At this time, the load demand of the system is
relatively enormous. To increase the proportion of new energy
consumption at the edge nodes, the cloud center node reduces the
output of thermal power units (the restart after the system shuts
down thermal power units is the hot start, and the start-up cost is
low). The proportion of new energy consumption is relatively
increased.

In MEC-MAS, there are many types of units in the sub-region,
and units depend on the integration of MAS. Therefore, given the
distributed dispatching problem in the sub-area of the edge node,
we construct the consensus variables of each unit to perform
multi-agent distributed optimization control and verify the
stability of the model in the distributed system.

4.2 Consensus Analysis of Distributed Unit
Optimal Dispatching
In addition to considering a large amount of communication
information and the complex types of units in the system, we
introduce the interruption of communication between devices.

We select the 20:00 time period for experimental analysis. The
experiment assumes that the No. Four thermal power unit is

FIGURE 4 | Simulation results of wind power consumption.
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disconnected from the No. 15 load in the sixth second, the No. 10
new energy unit is disconnected from the No. 24 and No. 29 loads
in the sixth second, the No. 12 energy storage device is

disconnected from the No. 22 load in the sixth second. The
experiment assumes that the system resumes all communications
at the 16th second.

FIGURE 5 | Simulation results of photovoltaic power consumption.

FIGURE 6 | Simulation results of consensus variables.
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As shown in Figure 6, before the sixth second, the consensus
variable of each distributed unit stabilizes at 11.5034. At the sixth
second, four communication lines in the MAS system are
interrupted, and the system runs to a new steady point.
Around the 14th second, all consensus variables in the MAS
system reach a new steady point, and the consensus variable at
this time is 11.3803. At the 16th second, the faulty
communication line resumes regular operation, and the
consensus variables of the units are restored to their steady
values before the interruption fault occurs (Wang et al., 2019).
The consensus variables of each unit in the MAS system all
converge to a steady value.

It can be seen from Figure 7 that the output of each unit in
MEC-MAS also corresponds to the optimal unit output in the 20:
00 period. The total supply and demand power of the system is
balanced. Therefore, through the model and algorithm proposed
in this paper for distributed optimal dispatching, the calculation
results achieve the effect of centralized optimization dispatching.

5 CONCLUSION

Aiming at the considerable amount of data in the distributed
power network and the low efficiency of communication between
distributed units, this paper proposes a consensus dispatch model
of distributed power network based onMEC-MAS. The following
conclusions are obtained through experimental simulation:

1) The distributed power system uses edge computing as the
basic framework for hierarchical dispatching. The model
decentralizes the processing and storage of data to the
edge, which reduces the transmission cost of distributed
units and dispatching centers; The model calculates
different objective functions at edge nodes and cloud center
nodes, which effectively improves the dispatching efficiency of
the system.

2) The paper introduces MAS in the edge node of the MEC model.
The model integrates the power source, load, and energy storage
device in the distributed system through the autonomy and agent
collaboration of the MAS, which can effectively realize the
hierarchical energy management under the MEC model.

3) Through the hierarchical dispatching model based on MEC-
MAS, the unit output is optimized with the goal of new energy
consumption ratio and system operating cost. The system
achieves the maximum proportion of new energy output
power consumption while meeting economic operation.

4) Aiming at problems such as the complexity of generating units in
the distributed power system, the lower-level dispatching model
regards the autonomous sub-regions composed of distributed
generating units as distributed multi-agents and solves the multi-
agents through the consensus algorithm. The experimental results
prove that the model can quickly restore stability in the case of
communication failure. The results also show that the algorithm
can ensure that the system is effectively dispatched under the
balance of supply and demand.

FIGURE 7 | Simulation results of consensus variables.
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