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As a high proportion of clean energy is connected to the power grid, the occupancy rate of
the system synchronous machine decreases, the inertia constant of the system
decreases, and the difficulty of frequency adjustment continues to increase. The
imbalance of frequency is mainly caused by the imbalance of active power, so the
problem of frequency can be transformed into the problem of active power balance.
According to the droop control principle, the concept of the equivalent unit regulating
power coefficient is proposed, and the equivalent unit regulating power is determined by
determining the system parameters and frequency offset. In order to reduce the frequency
regulation cost in the integrated energy system, a feasible method considering the
frequency regulation cost is the proposed variable droop control active power
economic optimization method. First, the integrated energy system in this study
consists of carbon capture power plants, a wind turbine generator system (WTGS), a
photovoltaic power generation system, and energy storage batteries. All four types of
power supply leave spare capacity to participate in frequency regulation through droop
control. Second, the concept of the equivalent unit regulating power coefficient (equivalent
coefficient) and the mathematical model of the equivalent unit regulating power coefficient
of the integrated energy system are put forward. Then, within the allowable range of
frequency fluctuations, considering carbon trading and ancillary service markets and
aiming at the lowest frequency regulation cost, an economical optimal distribution
method is established for active power in an integrated energy system including
carbon capture power plants, wind power, photovoltaic, and energy storage. Taking a
city in the north as an example, the improved moth flame algorithm is used to solve the
problem. The simulation results show that the proposed model can improve the frequency
regulation characteristics and reduce the frequency regulation cost.
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1 INTRODUCTION

The frequency regulation task of the traditional power grid is
mainly undertaken by thermal power units. With the rapid
growth of the proportion of new energy in the power grid, the
thermal power units are gradually withdrawn, the traditional
frequency regulation units are continuously reduced, and the
frequency regulation reserve is continuously reduced. It is even
more difficult for traditional generators to meet the power
requirements of the system load side as the frequency
regulation capability of the grid decreases. Therefore, the
renewable energy in the power grid is required to have
frequency regulation capability to make up for the reduced
frequency regulation unit capacity with the withdrawal of
thermal power units (Xie et al., 2019; Xian et al., 2021).
Otherwise, there will be serious abandonment of wind and
light, which is not conducive to the further development of
renewable energy.

For reducing the operating cost of integrated energy in the
integrated energy management system, Li et al. (2021a)
proposed an IES planning method based on life cycle and
energy theory. First, the energy theory is applied to quantify
the production efficiency of IES. A complete economic benefit
model is established based on the life cycle theory. Compared
with the traditional planning scheme considering the average
annual cost and energy quality factor, this research method can
reduce the planning cost by 23.16% and increase the renewable
energy consumption rate by 4.26%. Gao et al. (2022) established
a two-tier optimal scheduling model for an integrated energy
system with multiple types of energy storage as the core, divided
into the day-head scheduling layer and the real-time dispatch
layer. This study uses fuzzy control to perform real-time
scheduling of electric energy and thermal energy storage,
effectively reducing the energy cost of users and improving
energy utilization efficiency. Riyaz et al. (2021) discussed the
optimum setting point for isolated wind, photovoltaic, diesel,
and battery storage electric grid systems. The optimal energy
supply for hybrid grid systems means that the load is sufficient
for 24 h. This study aims to integrate the battery deprivation
costs and the fuel price feature in the optimization model for the
hybrid grid. Overall system power generation costs are reduced.
Li et al. (2021b) proposed an optimal dispatch framework of
PIES, which constructs the operation models under three
different time scales, including day-ahead, intraday, and real
time. Demand response is also divided into three levels
considering its response characteristics and cost composition
under different time scales. The example analysis shows that the
multi-time scale optimization dispatch model can not only meet
the supply and demand balance of PIES, diminish the
fluctuation of renewable energy and flatten load curves, but
also reduce the operation cost and improve the reliability of
energy systems. Researching control and communication
methods in the integrated energy system, Wang et al. (2020)
proposed a reduced-order small-signal closed-loop transfer
function model based on Jordan continued-fraction
expansion to assess the dynamic characteristics of the droop-
controlled inverter and provide the preprocessing method for

the real-time simulation of power systems. Wang et al. (2021a)
proposed a reduced-order aggregate model based on a balanced
truncation approach to provide the preprocessing approach for
the real-time simulation of large-scale converters with
inhomogeneous initial conditions in a DC microgrid. This
study presents an aggregated approach that involve
independent reducing component responses and combine
reducing component responses. Based on this, the input-
output maps error is reduced. Wang et al. (2021b) proposed
a distributed secondary H∞ consensus approach based on the
dynamic event-triggered communication method to realize
accurate current sharing and efficient operation in the
presence of numerous DGs and CPLs.

Regarding the establishment of a comprehensive energy
carbon trading mechanism, Sun et al. (2021) minimized the
annual total cost of the system by considering the carbon
trading cost and studying the operation modes under different
carbon trading prices by commercial optimization software. The
simulation results show the operation modes in summer are
changed with the increase of the carbon trading prices, while the
operationmodes in winter are not changed with the fluctuation of
the carbon trading prices. Wang et al. (2021c) solved the
problems of environmental pollution and conflict of interests
among multiple stakeholders in the integrated energy system
(IES). This study proposes a novel collaborative optimization
strategy for a low-carbon economy in IES based on the carbon
trading mechanism and Stackelberg game theory. The simulation
results verify that in a carbon-constrained environment, all
stakeholders can benefit from the proposed transaction
mechanism, resulting in an economical and environmentally
friendly optimal scheduling of IES. Xiaohui et al. (2019)
established an electric–gas-integrated energy system planning
model that considers carbon trading. A reward and
punishment ladder-type carbon trading cost model is
proposed, and its restriction on carbon emission is analyzed.
On this basis, a planning model is established to minimize the
total costs including the investment cost, operation cost, and
carbon trading cost.

For the study of integrated energy frequency adjustment, Pati
and Subudhi (2021) illustrated the design and control of load
frequency control of a two-area power system. The system is
modeled with conventional as well as nonconventional energy
sources like wind, solar, and diesel power plants. An effective and
efficient controller named tilt integral derivative controller with
filter is employed in this study. For tuning controller parameters,
a simple yet proficient optimization method called the Jaya
algorithm is used. As a high-quality frequency regulation (FR)
resource, a community-integrated energy station (CIES) can
effectively respond to frequency deviation caused by renewable
energy generation, helping to solve the frequency problem of the
power system. Li C. et al. (2021) proposed an optimal planning
model of CIES considering FR service. An optimal planning
model of CIES considering FR service is proposed, with which
the revenue of participating in the FR service is obtained under
the market mechanism.

Based on the fact that both photovoltaic and wind power
use load shedding control, Tian et al. (2016) proposed a
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control scheme for photovoltaic and wind power to participate
in grid frequency regulation by segments, and photovoltaics
are preferred to participate in grid frequency regulation. Cai
et al. (2013) established a wind–solar storage combined power
generation system. Both wind power and photovoltaic systems
adopt a double-loop control strategy to ensure the maximum
power output. The energy storage battery determines the
output power of the energy storage battery by controlling
the frequency of the grid connection point to stabilize the
power fluctuation of the wind and solar output so that the
entire wind–solar storage system can output power smoothly,
with minimal impact on the frequency of the entire power grid.
Ma et al. (2015) determined the dynamic output strategy of
wind turbines and photovoltaic power generation and propose
an adaptive droop control method, which adaptively adjusts
the droop coefficient of each micro-source through the power
margin of the networked power supply, giving full play to the
micro-source adjustment potential and power support
capability. However, the issue of carbon trading costs is not
considered. Ma (2019) carried out mathematical modeling for
thermal power frequency regulation standby units,
hydropower frequency regulation standby units, wind
turbines, and energy storage systems, and establish an
optimal control strategy and evaluation system for
participating in primary frequency regulation of the power
grid, but do not consider the participation of photovoltaic
units in frequency regulation.

However, previous studies were not thoughtful. Some did not
consider the inconsistency between the planned and actual

frequency modulation capacity, and some did not consider the
frequency regulation capacity of clean energy itself. This research
mainly studies the active power optimal allocation of integrated
energy systems including thermal-wind-light-storage. This study
uses the integrated energy system including carbon capture power
plants, energy storage batteries, PV, andWTGS, and puts forward
the equivalent unit regulated power model and cost model, taking
into account the power market and carbon trading market
mechanism, frequency modulation auxiliary service market
and network security constraints. An economic optimization
method of variable droop control active power aims at
minimizing the total frequency modulation cost of carbon
capture power plants, energy storage batteries, PV, and WTGS
in the integrated energy system. Taking a certain area in the north
as an example, the improved moth flame algorithm is used to
solve the problem. It verifies the effectiveness of the method
proposed in this study in mitigating the frequency shock caused
by the current high proportion of clean energy connected to
the grid.

2 INTEGRATED ENERGY SYSTEM
STRUCTURE

In the modern power grid system, the generation system is no
longer just thermal power plants. The integrated energy system
studied in this research is shown in Figure 1. Its main
components include carbon capture power plants (plants),
energy storage batteries (batteries), photovoltaic power

FIGURE 1 | Structure of the integrated energy system.

Frontiers in Energy Research | www.frontiersin.org June 2022 | Volume 10 | Article 9054543

Zang et al. Economical Optimization in Frequency Regulation

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


generation systems (PV), and wind turbine generator system
(WTGS). In the comprehensive energy model, it is assumed that
all plants are carbon capture power plants. The plants collect,
transport, store, and sell part of the carbon dioxide generated by
combustion to electricity to gas equipment manufacturers, so as
to provide carbon dioxide required for the reaction for electric
hydrogen production equipment and obtain income. Whether to
participate in frequency regulation the next day is determined by
the short-term forecast of clean energy power generation and
electricity load, and the enterprise decides to participate in
frequency regulation capacity. According to the actual
frequency regulation capacity of the enterprise, which
determines its participation in frequency regulation income.

The control block diagram is shown in Figure 2, in this model,
when the system frequency changes less than ±0.2Hz, the system
is in a stable state. When the system is in active power balance or
frequency dead zone (± 0.3Hz), the batteries operate in the peak
regulation mode, and the energy storage battery is charged and
discharged according to the peak regulation period. PV and
WTGS are generated according to the maximum power
tracking (MPPT) (Zhao et al., 2017) mode. Exceeding the grid
frequency regulation dead zone, all types of power sources with
frequency regulation capability can participate in frequency
regulation with their respective frequency regulation
characteristics (Zhao et al., 2020) according to the frequency
change rate. A certain amount of power is reserved by load
shedding operation so that the photovoltaic power generation
system has the ability to participate in the system frequency
regulation at any time.

The plants regulate the power in the equivalent unit KG
π1
. As

shown in (2), PV and WTGS are adjusted by the adaptive droop
coefficient, and the droop coefficient can be regarded as their
equivalent unit regulating power coefficient (coefficient). When
all the units in the system participate in the unbalanced power
regulation, it is assumed that the coefficient of WTGS, PV, and
batteries (assuming that the battery is stepless regulation) areKd

π3
,

Kl
π4
, and Kp

π2 . When the frequency fluctuation Δf of is generated
by the power grid, the active power variation ΔP∑ of the system is
calculated by (1) and distributed in the system. When the system
frequency fluctuation is not greater thanΔf1, no action is

required in the adjustment dead zone. When the system
frequency fluctuation is greater thanΔf1, all power sources
participate in frequency regulation to ensure the balance of
system active power.

ΔP∑ � [KG Kp
π2

Kd
π3

Kl
π4

]Δf. (1)
There is a linear relationship between the power increment of

plants and the frequency change of the state grid (Xiao et al.,
2020). The coefficient of the plant is as follows:

ΔP � −KG
π1
Δf. (2)

The reasonable setting of the equivalent coefficient of WTGS will
avoid the secondary disturbance to the frequency during the speedy
recovery of WTGS. When the frequency change rate is high, the fan
has frequency regulation ability, which can meet the frequency
regulation, reduce unnecessary wind energy loss, and improve
wind energy utilization efficiency. Otherwise, the frequency
modulation ability of the fan is weak. The droop control
introduces the speed influence factor to limit the fan’s
participation in frequency modulation, which can avoid the
shutdown and off-line accident caused by the fan’s excessive use
of kinetic energy to participate in frequency modulation (Liao, 2020).

Kd
π3

�

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

K1
π3

� Kd
min ,

∣∣∣∣∣∣∣dfdt
∣∣∣∣∣∣∣< δ1 ∪ w≤w1

K2
π3

� Kd
max(∣∣∣∣Δf∣∣∣∣ − fmin) +Kd

min(fmax −
∣∣∣∣Δf∣∣∣∣)∣∣∣∣Δf∣∣∣∣max

, δ1 <

K3
π3

� Kd
max ,

∣∣∣∣∣∣∣dfdt
∣∣∣∣∣∣∣> δ2 ∪ w≥w2

∣∣∣∣∣∣∣dfdt
∣∣∣∣∣∣∣< δ2 ∪ w1 <w<w2.

(3)

By adjustingKl
π4
, the power distribution error in the process of

primary frequency regulation can be reduced, the power
oscillation in the process of regulation can be avoided, and the
primary frequency regulation performance of PV can be
improved (Kayikçi and Milanovic, 2009; Mishra et al., 2013).

Kl
π4
�

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

K1
π4
� Kmin,

∣∣∣∣∣∣∣dfdt
∣∣∣∣∣∣∣< δ1 ∩ P ≠ 0

K2
π4
� ϕ

P0

P0 − ΔfΔf, δ1 <
∣∣∣∣∣∣∣dfdt

∣∣∣∣∣∣∣< δ2 ∩ P ≠ 0

K3
π4
� Kmax,

∣∣∣∣∣∣∣dfdt
∣∣∣∣∣∣∣> δ2 ∩ P ≠ 0

, (4)

where |Δf| is the absolute value of frequency variation; δ1 and δ2
are the range of allowable frequency change rate, respectively.
Kd

min is the minimum value of sag coefficient; Kd
max is the

maximum sag coefficient. w1 and w2 is the minimum and
maximum safe wind speed. Where, δl1and δl2 are the range of
allowable frequency change rate, respectively; P0 is the rated PV,
and ϕand ϕ′ are the adjustment coefficients. At that time
Δf> 0.032Hz, ϕ � −1, else, Δf< − 0.032Hz, ϕ � 1.

Energy storage batteries participate in frequency modulation
through droop control, and the battery’s power status are divided
into five types: no power state,minimumpower status (SOCmin), low
power status high power status (SOCH), and full power status
(SOCmax).

FIGURE 2 | Structure of the integrated energy system.
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The energy storage batteries system participates in system
frequency modulation through virtual droop control. The change
curve of virtual unit regulated power of energy storage batteries
charge and discharge with energy storage batteries SOC can be
regarded as the “s" curve (Zarina et al., 2012; Zadkhast et al.,
2017). The curve form is divided into three sections according to
the amount of energy storage batteries, and the energy storage
batteries system are divided into two types according to charging
and discharging states. The change of unit regulated power is
shown in Table 1.

Kp
π2
�
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

K1
π2
� 0

K2
π2
� KmaxP0e

φi

Kmax + P0(eφi − 1) i � 1, 2

K3
π2
� Kmax

, (5)

φ1 �
n(SOC − 0.1)

0.2
,

φ2 �
n(0.9 − SOC)

0.2
,

where Kp
π2 is the equivalent coefficient of energy storage

batteries. When the stored power of the batteries is greater
than SOCL, it will be discharged at the rated power. At this
time, the equivalent coefficient is the maximum. The value
decreases with the increase of storage energy batteries; when
the batteries have no more power, the storage energy batteries
do not participate in frequency modulation. P0 and n are the
two shape parameters of the curve, which determine the shape
and value of the curve. n is the curve coefficient. With the
change of the coefficient, the curve has different forms.

In summary, PV, WTGS, and storage energy batteries adjust
power by changing the equivalent coefficient under different
conditions to ensure that their systems are in the best state of
frequency regulation, avoiding overregulation that leads to off-
grid, resulting in a secondary drop in frequency, jeopardizing grid
security. (1) can be equivalent to the following matrix:

ΔP � [σ iςiτi][KG
π1
Kp

π2
Kd

π3
Kl

π4
]Δf, (6)

ΔP �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
σ1
σ2
σ3
σ4

ς1
ς2
ς3
ς4

τ1
τ2
τ3
τ4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⎡⎢⎢⎢⎢⎢⎢⎣
KG

π1
0
0

K1
π2

K2
π2

K3
π2

K1
π3

K2
π3

K3
π3

K1
π4

K2
π4

0

⎤⎥⎥⎥⎥⎥⎥⎦Δf,
∑ σ i � 1∑ ςi � 1∑ τi � 1,

where σ i, ςi, and τi are binary state variables.

2.1 Integrated Energy System Model
The cost of carbon capture power plants consists of the power
generation cost involved in active power regulation and
carbon-related costs. Carbon-related costs Ci(t) include
carbon tax costs for carbon dioxide emissions from fossil
fuel units CCO2(t) and carbon transaction costs CA(t). At the
same time, the carbon capture power plants sell the emitted
carbon dioxide to the electricity to hydrogen producers to
obtain income (Ros-Mercado and Borraz-Sánchez, 2015;
Yang, 2018; Zhou et al., 2018; Tian et al., 2020). After
installing carbon capture equipment in the traditional coal-
fired power plants, the power plants will be transformed into
carbon capture power plants. The carbon capture system can
collect and transport the carbon dioxide gas generated by the
thermal power plants with ηC and store it with loss of λs. The
stored carbon dioxide is released on specific occasions and
connected with Power to Gas (P2G) for electric hydrogen
conversion.

CCO2(t) � ∑
m∈ΩC

(δPm(t) −MCO2
m (t)) − ρ2ηCλSM

CO2
m (t) + CA(t),

CA(t) � ACO2[(δ − q)Pm(t) −MCO2
m (t)].

(7)
Referring to (8), we can get the total cost of carbon capture

power plants consisting of power generation cost and carbon-
related cost:

CG
π1
(t) � CG

′(t) + CCO2(t),
C′

G(t) � aP2(t) + bP(t) + c,
(8)

where ΩC is the set of power plants; MCO2
m (t) is the carbon

dioxide capture at time t; ρ2 is the price of carbon dioxide
recovery from electricity to gas; ACO2 is the carbon trading
price; δ is the conversion coefficient of carbon dioxide
generated by unit power generation; q is the basic share of
carbon emission, t/MWh; a, b, c are constants, which are the
characteristic coefficient of the unit.

The cost of WTGS and PV is mainly caused by the
abandonment. On the premise of ensuring the safe
operation and economy of the system, the amount of

TABLE 1 | The equivalent unit coefficient of batteries.

Battery power

State (0,SOCL) (SOCL ,SOCH) (SOCH ,SOCmax)
Discharge K1

E,k K2
E,k , φ1 K3

E,k

Charge K3
E,k K2

E,k , φ2 K1
E,k

TABLE 2 | The cost comparison in three modes.

Mode Total cost/$ Frequency regulation revenue
cost/$

Cost of wind
and light abandonment/$

Mode 1 1886026 533 0
Mode 2 1883019 1,065 508
Mode 3 1865732 5602 1,123
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abandoned wind and light shall be reasonably reduced. With
the increase of the amount of abandoned clean energy, the
penalty cost will also increase, so as to restrain the
abandonment.

Cdl(t) � Pd(t)Ad + Pl(t)Al, (9)
where Pd(t) and Pl(t) are the amount of wind and light
abandonment at time t, and Adand Al are the unit cost of
wind and light abandonment.

Batteries have a limited number of discharges, and energy
storage battery loss is related to deep discharge (Liu et al., 2021).
As the depth of discharge of the battery increases, the cycle life of
the battery continues to decrease. The cost of a single discharge
loss when the battery is discharged is CE. The depreciation cost of
the unit charge and discharge capacity of the energy storage
battery is cE, and the life depreciation cost is as follows:

CE(t) � ∑
k∈ΩE

∑T
t�1
f(SOCk(t))cE

∣∣∣∣Pex
E,k(t) − Pc

E,k(t)
∣∣∣∣, (10)

f(SOC(t)) � { 1.30 ≤ SOC(t)≤ 0.5
−1.5SOC(t) + 2.05 0.5≤ SOC(t)≤ 1

,

where SOC(t) is the state of charge in t period.

3 OBJECTIVE FUNCTION AND
CONSTRAINTS

This study proposes that all kinds of power sources in the
integrated energy system jointly undertake the task of active
power balance, On the basis of ensuring frequency stability, a
minimum frequency adjustment cost model of the integrated
energy system is established as follows:

minC∑ � min(CG(t) + Cdl(t) + CE(t) − Ci), (11)
where CG(t) is the power generation cost of carbon capture
power plants; CE(t) is the energy storage charge and discharge
loss cost; CE(t) Cdl(t) is the cost of air and light abandonment; Ci

is the income of the frequency regulation.

3.1 Capacity Constraints

0≤DG
π1
≤DG

π1 ,max, (12)
0≤Dd

π3
≤Dd

π3 max,

0≤Dl
π4 ≤D

l
π4 ,max,

0≤Dp
π2
≤Dp

π2 ,max,

where DG
π1
, DG

π1
, Kl

π4
, andKp

π2 are the capacity limits of carbon
capture power plants, WTGS, PV, and energy storage batteries,
respectively.

3.2 System Power Flow Equation Constraint
and Transmission Line Power Constraint

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
PGi − PDi � Vi∑n

j�1
Vj(Gij cos θij + Bij sin θij),

QGi − QDi � −Vi∑n
j�1
Vj(Gij sin θij − Bij cos θij),

Pmin
b (t)≤Pb(t)≤Pmax

b (t),

(13)

where PGiand QGi are the active and reactive output of node i
generator; PDiand QDi are the active and reactive loads of node i;
Viand θi are the voltage amplitude and phase angle of the node i;
θij � θi − θj; Gijand Bij are the real and imaginary parts of row i
and column j of node admittance matrix; Pmin

b (t)and Pmax
b (t) are

the lower limit and upper limit of allowable power of
transmission line.

Output power constraints and ramp rate constraints of carbon
capture power plants:

PG
π1 ,min(t)≤PG

π1
(t)≤PG

π1 ,max(t),
RG
π1 min ≤P

G
π1
(t) − PG

π1
(t − 1)≤RG

π1 max.
(14)

Ensure that the output of the carbon capture power plants at t
time is within the power constraint range, the plants meet their
climbing rate requirements, and the change of carbon collection
rate is less than or equal to the maximum value of system
capacity.

3.3 Power Constraint of the Energy Storage
Batteries System

Pp
π2 ,min(t)≤Pp

π2(t)≤Pp
π2 ,max(t), (15)

where Pp
π2 ,min(t) is the lower limit of batteries release power;

Pp
π2 ,max(t) is the upper limit of batteries absorbed power.

3.4 Dead Zone Constraint

0≤PG
π1
≤
Δf
fN

K. (16)

In order to avoid unnecessary frequent action of the system,
assuming that the frequency modulation dead zone of primary
frequency modulation is Δf � 0.03Hz, the system shall reserve a
certain standby capacity for frequency regulation.

3.5 Energy Balance Constraint

PG
π1
(t) + Pp

π2(t) + Pd
π3(t) + Pl

π4(t) � PD. (17)
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4 IMPROVEDMOTH FLAMEOPTIMIZATION
ALGORITHM

In this study, an improved moth flame optimization (MFO)
algorithm is used to solve the nonlinear optimization problem.
In MFO, moths are individuals who seek optimization in the
search space, save the optimal position that the moth group can
find so far, and assign it to the flame. Each moth uses the
corresponding flame as the optimization guide, and
continuously adjust their flight trajectory to move closer to the
global optimal solution. TheMFO algorithm is described in detail
as follows: The variable of the problem is the position of the moth
in the search space. The moth population is represented in the
matrix as shown in (18); for all moths, Eq. 19 is used to store the
corresponding fitness values. Another key component in the
MFO algorithm is the flame, and the flame position is a
variable matrix of the same dimension as the moth position,
denoted by (20). The objective function value corresponding to
the stored flame is shown in Formula 21:

M � ⎡⎢⎢⎢⎢⎢⎣m1,1 m1,2 ... m1,d

m2,1 m2,2 ... m2,d

... ... ... mn,d

⎤⎥⎥⎥⎥⎥⎦, (18)

OM � [OM1, OM2, ..., OMN]T, (19)

F �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
F1,1 F1,2 ... F1,d

F2,1 F2,2 ... F2,d

...
Fn,1

...
Fn,2

... ...

... Fn,d

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (20)

OF � [OF1, OF2, ..., OFn]T, (21)
where n is the number of moths and d is the number of variables.

The MFO algorithm assigns each moth a specific flame and
uses a logarithmic spiral function to update the moth’s position as
shown in the following equation:

Mi � S(Mi, Fj) � Die
bt cos(2πt) + Fj, (22)

whereDi � |Fj −Mi| is the distance between mothMi and flame
Fj; b is a constant related to the shape of the helix; the random
number t ∈ [−1, 1] t � −1 represents the position closest to the
flame; t � 1 indicates the position furthest from the flame. In the
optimization process, in order to further enhance the
development ability, it is assumed that t is a random number
in [r, 1], and r decreases linearly from −1 to 2. There are n flames
at the initial stage of the iteration; the MFO algorithm adaptively
reduces the number of flames until the last optimal flame is
retained, as shown in the following equation:

f � round(n − l
n − 1
T

), (23)

where l is the current number of iterations and T is the maximum
number of iterations.

In the moth optimization algorithm, due to the characteristics
of the spiral motion of the moth, the ability of the algorithm to
search for optimization in the local scope is enhanced, but the
search in the global scope cannot be better. The moth flame-
catching optimization algorithm has the advantages of strong
parallel search ability and easy programming. Better coefficients

can be found with fewer iterations in multidimensional operation
optimization. In this study, a chaotic particle swarm algorithm
(CLSPSO) is used to optimize the initial position of the swarm
particles to increase the global search ability of the algorithm and
avoid falling into local minima, which can effectively make up for
the inadequacy of the algorithm for global search.

After the algorithm flow is improved, the improved algorithm
is used to solve the active power distribution in the integrated
energy system. Figure 3 shows the flow chart of applying the
improved moth flame algorithm to solve the optimal
active power.

5 EXAMPLE SIMULATION

WTGS and PV normally use the maximum power point
tracking mode for power generation, and energy storage
cooperates with clean energy power generation to reduce
wind and light abandonment, peak cutting, and valley
filling. When the system is within the frequency fluctuation
dead band, the system will not adjust. When the frequency
fluctuation exceeds the dead band, the power supply in the
system will jointly participate in the frequency adjustment.
The specific primary frequency modulation characteristics are
related to the actual power supply characteristics of the
system. The traditional power supply is mainly power
plants, and the primary frequency regulation characteristics
of power plants can be approximately regarded as a straight
line with a slope K.

Due to the continuous development of clean energy, the power
structure of the power grid has changed greatly. The primary
frequency modulation characteristics of an integrated energy
system with a high proportion of clean energy power
generation are superimposed by different equivalent coefficients.

Taking a region in the north as an example, there are 100 MW
carbon capture power plants, 80 mW WTGS, 80mW PV, and
50 MW energy storage batteries. The capacity parameters are
shown in the figure below. This study contains multiple inequality
constraints and equality constraints. The MATLAB software is
selected and the YALMIP toolkit is used for programming and
calculation, respectively. The 24 h before the day is taken as the
dispatching cycle, and the duration of each dispatching period is
15 min the clean energy output in the dispatching cycle is shown
in Figure 4. For the comparison of results, the following three
modes are used for comparative analysis:

Mode 1: according to the conventional mode, when the
frequency fluctuation exceeds the frequency dead zone due to
the change of system active power, only the carbon capture power
plants adjust the power output, WTGS and PV continue to
maintain the MPPT mode, and the energy storage does not
participate in the regulation of active power, and the
equivalent unit regulated power Kp

π2 � 0.
Mode 2: when the frequency exceeds the frequency dead band

due to the change of active power in the system, the system as a
whole participates in the regulation of active power, but the
equivalent coefficient does not change with the power change rate
and is always a constant value.
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Mode 3: when the frequency exceeds the frequency dead-
band due to the change of active power in the system, the
system as a whole participates in the regulation of active

power, all power supplies participate in frequency
modulation, and the equivalent unit is regulated power
changes with the actual situation.

FIGURE 3 | Algorithm flow chart.
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Figure 4 shows the system frequency change curve. When
the system frequency changes andΔf≤ 0.032Hz, the system is
in the active power balance state without power adjustment. In
Mode 1, WTGS and PV all act as MPPT, and the power
generation curve is shown in Figure 5A. The maximum
power generation of WTGS is 3:00–4:00 in the morning and
22:00–24:00 in the evening, and the maximum power
generation of PV is 12:00–14:00. At this time, only the
carbon capture power plants are adjusted to ensure the

stability of the system frequency. Figure 5B,C are the
comparison curves of WTGS and PV participating in active
power adjustment under Mode 2 and Mode 3. Figure 5B shows
that PV is affected by illumination time and only participates
in power adjustment between 6:00 and 18:00.

It can be seen from Figure 5C that WTGS has higher power
generation at night and can participate in frequency modulation
more. When the frequency change rate exceeds the fixed value, in
order to ensure the system balance, the participation of WTGS
and PV power in power regulation in Mode 3 is significantly
greater than that in Mode 2, so as to enhance the ability of the
system to regulate active power balance,. The participation of PV
andWTGS in active power regulation inMode 3 is strong, so as to
reduce the fluctuation of frequency in the regulation process so
that the frequency modulation times of the system are
significantly less than that in Mode 2, It shows that the system
frequency stability is enhanced in Mode 3 so that the frequency
modulation times of the system are significantly less than that in
Mode 2. It shows that the system frequency stability is enhanced
under Mode 3.

In Mode 3, the regulation mode not only ensures the active
power balance of the system but also ensures that the PV does
not participate in frequency modulation too frequently. It
increases the generation of power and ensures the
penetration of clean energy power generation. This mode
also alleviates the frequency modulation pressure of

FIGURE 4 | The system frequency variation curve.

FIGURE 5 | (A) The power of WTGS, PV in Mode 1 to the grid, (B) PV participates in active power balance and power regulation in Mode 2 and 3, (C) Active power
balance regulation power of WTGS in Mode 2 and 3.
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synchronous units. It shows that the system frequency stability
is enhanced in Mode 3. It ensures the active power balance of
the system and PV does not participate in frequency
modulation too frequently. In Mode 3, the power
generation increases to ensure the penetration of clean
energy power generation. This mode also relieves the
frequency modulation pressure of the synchronous unit. It
shows that the system frequency stability is enhanced in Mode
3. It ensures that the active power of the system is balanced and
the frequency is not adjusted too frequently, and the frequency
modulation pressure of the synchronous unit is relieved.

As shown in Figure 6, due to the contribution of WTGS and
PV to the active power balance adjustment, the power fluctuation
of the energy storage batteries are significantly reduced compared
with the first two scenarios, and the charge and discharge times
are reduced by 6.5% compared with Mode 2. In the three Modes,
the minimum SOC of the batteries is 0.27, 0.32, and 0.35, and the
maximum SOC is 0.65, 0.63, and 0.6. The SOC of the batteries in
Mode 3 ranges from SOCL toSOCH, which avoids overcharge and
overdischarge. This avoids overcharge, overdischarge, and
frequent switching of the batteries, reduces the charging and
discharging times of the batteries, and reduces the service life cost
of the batteries.

Figure 7A shows the equivalent coefficient of PV, WTGS,
and energy storage batteries of the system in Mode 2 and 3. The
principle is the same as that of the power plants. The
equivalent coefficient of the power supply is less than or
equal to zero. PV and WTGS are in the lower half of the
coordinate axis. The energy storage batteries can not only
charge and store energy but also act as a load. Therefore, both
positive and negative values exist. The PV system can only
participate in the system regulation during the daytime power
generation period. In Mode 2, the frequency change rate is not
considered, and the power is adjusted according to the fixed
unit regulated power coefficient. When the frequency data is
collected in the second window time, it decreases from 50.19 to

49.827 Hz, and the active power imbalance is jointly provided
by the three. The regulation capacity of PV and WTGS is
limited. When the maximum capacity regulation has been
adopted for WTGS and PV, the residual active power gap
can only be provided by carbon capture power plants.
Excessive frequency change will cause system fluctuation.
Although the wind power, WTGS, and PV participate adjust
the power actively, it does not solve the actual problem. At this
time, if the frequency change rate is large, it is very likely to
produce frequency overrun warnings and affect system safety.
As can be seen from Figure 8, in the same window period, due
to WTGS and the energy storage batteries increasing the
equivalent unit regulation power, it has greater active power
regulation ability, and the frequency rises rapidly to avoid
frequency collapse.

As can be seen from Figure 7B,C, after monitoring the system
frequency for 1,000 consecutive windows, it can be seen that the
number of system frequency fluctuations in Mode1, 2, and 3
gradually decreases. The number of dead zones exceeding the
system frequency in Mode 3 is less than that in 1 and 2, which
means that the system has a fast active power regulation speed
and large regulation capacity, and finally enhances the ability of
the system to resist frequency fluctuation. In Mode 3, compared
with Mode 1, the number of frequency fluctuations exceeding the
dead band is reduced by 70%. The active power imbalance of the
system caused by frequency fluctuation has improved
significantly. According to the scatter diagram of frequency
change data in Figure 7D, the system frequency change in
Mode 3 is reduced by about 40% compared with Mode 1 and
20% compared with Mode 2.

Figure 8 shows the system equivalent unit regulation power
coefficient diagram. The variable equivalent coefficient means the
variable regulation capacity. In this way, while meeting the
regulation of active power, reduce the regulation times and
reduce the lost wind energy, improve the utilization rate of
clean energy as much as possible on the premise of meeting
the system safety.

It can be observed that the droop coefficient is adjusted with
the frequency deviation. The larger the frequency deviation, the
greater the droop coefficient. The more additional power the fan
provides, the frequency deviation decreases, the droop coefficient
decreases, and the additional power provided decreases. Although
WTGS participates in active power regulation to ensure the
system’s active power balance at some time, the power to the
grid is reduced, but due to the rapid recovery of system frequency
the total regulation times are reduced, and the total power used
for frequency modulation is reduced.

It can be seen from Figure 9 that the adjustment speed of
active power support is also different for different power
generation forms, which is mainly related to the operation
characteristics (parameter setting) of the power supply itself.
Affected by the climbing rate, the active power of thermal
power units changes relatively slowly compared with power
electronic components, and the frequency recovery speed is
also relatively slow. The response speed of WTGS and PV
participating in power regulation is significantly better than
that of traditional generator sets. When PV works, due to the

FIGURE 6 | The SOC change diagram in Mode 1, 2, and 3.
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smaller PV inertia time constant compared with WTGS, the
regulation speed of active power during the day is faster and the
frequency stability is better.

The energy storage battery can stabilize the fluctuation in
the process of active power regulation, make the effect of active
power regulation smooth, and avoid the decline of power
quality in the fluctuating sawtooth floating band. So,
although the clean energy power generation in Mode 3 is
lower than that in Mode 2, the system frequency is
relatively stable due to the system’s active power balance,
which provides the possibility to improve the grid
connection penetration of clean energy. It can be seen from
Figure 9 that when the frequency offset occurs at this time of
the system, the carbon capture power plants, WTGS, PV, and
energy storage battery all participate in the primary frequency
modulation process. In this process, PV and energy storage
battery supply improves the response speed of the system to
the power imbalance and first responds to the unbalanced
power. The non-power plant’s supply alleviates the pressure
caused by the active power imbalance of the system.

It can be seen that under the control of the three modes, the
frequency change of modes 1–3 is from large to small, the
frequency response speed of Mode 1 is the slowest and the
frequency change is the largest, the maximum frequency
fluctuation is 0.2 Hz, and the frequency fluctuation amplitude
of Mode 2 is reduced by 0.025 Hz. In Mode 3, the frequency
adjustment speed is the fastest and the frequency fluctuation is
the smallest of the three Modes, the frequency fluctuation
amplitude of Mode 3 is reduced by 20% compared with Mode
1 and 8.5% compared with Mode 2. As can be seen from Table 2,
compared with mode1 and mode 2, the cost of curtailing wind
and light has increased in mode 3, but the overall cost is the
lowest.

6 SUMMARY AND OUTLOOK

In this study, from the perspective of ensuring the system
frequency stability by controlling the active power of the
system, for the integrated energy system including carbon

FIGURE 7 | (A) The variation diagram of system equivalent unit regulated power coefficient in Mode 2; (B) the active power adjustment curve of each power in the
system; (C) the frequency variation amplitude in Mode 3; (D) the distribution of frequency variation in mode three.
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capture power plants, wind turbine generator system,
photovoltaic power generation systems, and energy storage
batteries, when the system frequency fluctuation exceeds the
dead zone, the variable droop control is used to change the
system participation. Active power regulation power, an optimal
control model of active power cost of an integrated energy system
is proposed. The results show:

1) After a high proportion of power electronic components are
connected to the power grid, the system inertia is reduced, and the
ability of the power grid to resist system frequency fluctuation is

reduced. Connecting various energy forms to the power grid and
participating in active power regulation can significantly enhance
the frequency modulation ability of the power grid.

2) When multiple power sources participate in the system
active power regulation, according to the actual system frequency
change, the variable equivalent unit regulation power has a better
control effect and the lowest cost than the single equivalent unit
regulation power.

3) According to the variable equivalent unit regulation power,
the number of active power regulations is significantly reduced,

FIGURE 8 | The variation diagram of system equivalent unit regulated power coefficient in Mode 2.

FIGURE 9 | The frequency variation curve in three Modes.
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and the fluctuation range of system frequency is significantly
reduced. Compared with the traditional method, it is increased by
20%, and compared with the single equivalent unit regulation
power, it is increased by 8.5%.4. Reasonable use of clean energy
and energy storage to participate in active power regulation,
although reducing the power of clean energy on-grid, but
reducing the cost of frequency regulation, enhancing the
system’s ability to resist the imbalance of active power due to
the system, reducing the system’s lack of regulation ability, and
reducing the risk of system security possibility.

4) Rational use of clean energy and energy storage to
participate in active power regulation can reduce the online
power of clean energy, but reduce the cost of frequency
modulation, enhance the ability of the system to resist the
imbalance of active power, and reduce the possibility that the
insufficient regulation ability of the system may endanger the
safety of the system.

5) There are also some limitations in this study. This study
assumes that all power supplies participate in frequency modulation
at the same time. The sensitivity of clean energy to frequency is
different. How to set frequency response or FM priority in the
emergency frequency range according to this characteristic is an
issue that has not yet been considered in this study.
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