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Prosumers refer to the integration of production and consumption. Due to a large number
of access to distributed power sources, electric vehicles, etc., which have a certain impact
on power transformers, and increasing potential failures, transformers need to be
monitored. In recent years, image recognition technology based on deep learning has
been widely used in intelligent inspection image analysis. Aiming at the problem that the
accuracy of appearance fault diagnosis in intelligent inspection images is limited by image
quantity and quality, an image data set optimization method based on a seamless cloning
algorithm and image cleaning is proposed. First, a sample generation method based on
the seamless fusion algorithm is proposed, which seamlessly fuses the corroded texture of
other power equipment into the transformer image to generate the rust transformer image.
On this basis, an image quality evaluation and screening method based on the XGBoost
algorithm is proposed to evaluate the image quality of the data set and clean the low-quality
images. In addition, aiming at the limitation of a single diagnosis algorithm, an appearance
diagnosis method based on heterogeneous model ensemble learning is proposed. By
constructing multiple learning models and using a weighted voting strategy to fuse model
outputs as final outputs, the accuracy of fault diagnosis is improved.

Keywords: prosumer, intelligent inspection, sample generation, image quality evaluation, heterogeneous model
ensemble

1 INTRODUCTION

Prosumers in the power industry mainly use renewable energy to generate electricity, and the
generated electricity can be used by itself and the excess electricity can be sold (Rathnayaka et al.,
2011; Damisa and Nwulu, 2019). Transformers play an important role in the prosumer community
and are used for power transmission and power conversion. At the same time, transformers have
the functions of electrical isolation, suppression components, and matching voltage after
distributed power sources are merged into the prosumer community (Wu et al., 2019). Fault
monitoring of transformers in prosumers enables more efficient use of equipment, increases
equipment utilization, and enables purposeful repairs, improving repair levels and making the
entire prosumer community safer and more reliable. The transformer is exposed to outdoor
operation for a long time. Due to severe weather and a damp environment, the transformer appears
to rust and other appearance faults occur, affecting its safe and stable operation (Zhang et al.,
2021). The monitoring of hidden danger areas is realized by using computers and sensors instead
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of manual inspection, which provides a new auxiliary method
for diagnosing the transformer appearance state efficiently and
reliably.

In the early application of image recognition in the power
industry, feature extraction and matching of feature quantity
need to be designed according to practical problems, which have a
high threshold and poor universality. The designer is required to
have a high level of mathematics and data sensitivity. A
transmission wire foreign body method based on the linear
segment detection algorithm and multi-constraint feature is
proposed (Liang et al., 2022). A linear structuring aware
point–point line fault detection algorithm used gradient
operators in horizontal and vertical directions to detect linear
objects (Wang et al., 2015). Lu et al. (2017) proposed a method to
identify transformer oil leakage by using the relationship between
saturation and intensity in the color space. There is a method that
can detect whether the cable is damaged or not by comparing the
difference between the cable contour in the image and the ideal
cable contour (Ishino and Tsutsumi, 2004). Jiao andWang (2016)
used the frame difference method to mark foreign objects in the
keyframes of aerial video and proposed the K-means algorithm
cluster analysis ORB (Oriented FAST and Rotated BRIEF)
operator to simplify feature points to improve the matching rate.

Although the method (Golightly and Jones, 2013) based on
deep learning avoids artificial selection features and can adapt to
the complex and changeable inspection image background
relatively, the accuracy is often greatly affected by the number
of images in the data set. The scarcity of samples is currently a
major obstacle to introducing deep learning to the electrical
industry. In practical application, it is difficult to collect a
large number of annotated available data sets for specific
power inspection application scenarios. (Goodfellow et al.
(2020 proposed a generative adversarial network that converts
parts of normal images into defective images for data
enhancement, but this method is based on the learning of a
large number of defective images, which we lack. From the
perspective of image fusion, Dwibedi et al. (2017) proposed
the use of image masks to fuse the target into the background
image and reduce the dependence on image rendering. Gupta
et al. (2016) explored the use of computer rendering to generate
samples but the application scenario is mainly text recognition in
images, which is quite different from the grid foreign object
detection scenario. In addition, images are an important
information source for parameter learning of deep learning
algorithms and their quality plays a decisive role in the
adequacy and accuracy of acquired information. It is difficult
for the algorithm to learn effective and correct information
because the main object of power equipment may be unclear
and fuzzy in the images collected by the drone or inspection robot
(Zhao et al., 2020).

The main contributions of this study are summarized as
follows:

1) Aiming at the problem of sample scarcity, a sample generation
method based on a seamless fusion algorithm is proposed. The
method utilizes an adaptive gradient domain to seamlessly

embed the rust texture into the transformer image to generate
new rust samples.

2) To reduce the influence of low image quality on fault
diagnosis, a quality evaluation and screening method based
on the XGBoost algorithm is proposed. The method improves
the accuracy and reliability of the information obtained by the
fault diagnosis model from the data set by identifying and
cleaning the low-quality images in the generated images.

3) To overcome the limitations of a single diagnosis algorithm,
an appearance diagnosis method based on the ensemble
learning of heterogeneous models is proposed. The method
integrates the results of multiple diagnostic algorithms
through a weighted voting strategy, balances the advantages
and disadvantages of each algorithm, and improves diagnostic
accuracy.

2 DATA SET OPTIMIZATION METHOD

2.1 Appearance Fault Sample Generation
Method
2.1.1 The Algorithm Principle of Seamless Cloning
The seamless cloning algorithm (Perez et al., 2003) is mainly used
for image mosaic and texture fusion. The algorithm solves the
image fusion problem by minimizing the following formula:

min
f

∫
Ω

∣∣∣∣∇f − V
∣∣∣∣2, f∣∣∣∣zΩ � fp

∣∣∣∣zΩ, (1)

where f represents the image region Ω after seamless cloning, ∇
represents the gradient operator, V represents the guidance
gradient field of the target to be fused, and f* is the value of f
on zΩ, with zΩ representing the boundary of Ω.

The solution of the aforementioned equation is the only
solution of the following equation satisfying the Dirichlet
boundary condition f|zΩ = f*|zΩ:

Δf � divV, f
∣∣∣∣zΩ � fp

∣∣∣∣zΩ, (2)
where Δ represents the Laplace operator and div represents the
divergence operator.

For the image,Ω is a set composed of discrete points. Eq. 1 can
be discretized to obtain Eq. 3, where all pixel points p∈zΩ:

min
f|Ω

∑
<p,q>∩ Ω ≠∅

(fp − f q − vp,q)2, fp � fp
q, (3)

where p represents the pixels on the fused image, <p, q >
represents a pixel pair satisfying q∈Np, with Np being the set
of four adjacent pixels of pixel point p, fp is the value of f at pixel p,
fq is the value of f at pixel q, and vp,q represents the projection of V
((p + q)/2) onto the vector [p, q].

The solution of Eq. 3 satisfies the following equation:∣∣∣∣Np

∣∣∣∣fp − ∑
q∈Np∩Ω

fq � ∑
q∈Np∩Ω

fp
q + ∑

q∈Np

vp,q. (4)

For the pixels inside Ω, Eq. 4 can be simplified into Eq. 5
without meeting the boundary conditions:
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∣∣∣∣Np

∣∣∣∣fp − ∑
q∈Np∩Ω

fq � ∑
q∈Np

vp,q. (5)

In use, first, we identify the four key elements of seamless
cloning, that is, determine the source imageΩ, the target image S,
the boundary zΩ of Ω, and the guiding field V. As shown in
Figure 1, we find the middle line of the overlapping area (defined
as the bisector of the number of columns in the overlapping area),
divide the overlapping area of image I2 into two parts, take the
right part as the source image Ω, and define the overlapping area
of image I1 as the target image S.

Then, we initialize the parameters. S andΩ take the pixel value
of the corresponding image, respectively, the upper and left
boundary zΩ1 of Ω take the corresponding pixel value of
image I1, and the lower and right boundary zΩ2 take the
corresponding pixel value of image I2. When only horizontal
displacement exists in the two images, the upper and lower
boundary pixel values are directly zero. For the guidance field
V of Ω, in this study, we use the mixed gradient to replace the
source image gradient, so as to control the guidance degree of the
source and target image gradients to the fusion image gradient.

When the gradient of a point on the target image is relatively
large, this gradient value is considered to replace the gradient
value of the source image. Therefore, for each point in the source
image Ω, the larger gradient (absolute value) is selected as the
guiding field guidance interpolation by comparing its gradient on
the source and target graphs, and the formula for calculating the
mixed gradient is as follows:

v(x) � {∇fp(x) if
∣∣∣∣∇fp(x)∣∣∣∣> ∣∣∣∣∇g(x)∣∣∣∣

∇g(x) otherwise
, (6)

where f(x) and g(x) represent scalar functions on the target graph
and source graph, respectively.

The discrete form of the mixed gradient is shown in Eq. 7:

vpq � {fp
p − fp

q if
∣∣∣∣∣fp

p − fp
q

∣∣∣∣∣> ∣∣∣∣∣gp − gq

∣∣∣∣∣
gp − gq otherwise

. (7)

Finally, we solve the unknown region. The color image is
divided into R, G, and B channels for seamless cloning, and each
pixel in the unknown region is solved using Eqs 4 and 5. The
obtained equations are combined and converted into the form
Ax = b, where A is the coefficient corresponding to Laplace
convolution, x is the brightness of each point in the unknown
region, and b is the mixed gradient. Finally, the conjugate
gradient descent method is used to solve the equation to

complete the fusion. The process of a seamless cloning
algorithm is shown in Figure 2.

2.1.2 Appearance Fault Sample Generation Method
In practical applications, the performance of the appearance fault
diagnosis model based onmachine visionmay be affected because
there are too few defect samples that can be collected. Therefore,
it is necessary to generate defect samples through algorithms to
expand the data set.

A seamless cloning algorithm can freely select the areas that
need to be fused with the corroded image in the transformer
image and have much better performance for the fusion between
the rusty area and the transformer image (Xi et al., 2018). In an
actual substation inspection, although it is difficult to collect a
sufficient number of appearance fault samples, many rust images
of other equipment can be collected, and these rust samples have
important texture information similar to rust images of a
transformer. Figure 3 shows the appearance fault sample
generation method for the transformer.

2.2 Quality Evaluation Screening
2.2.1 Principle of XGB Algorithm
XGBoost is an optimized integrated tree model, improved and
extended from the gradient ascending tree model. The ensemble
model of the tree is as follows:

z′i � ∑K
k�1

fk(di), f k ∈ F, (8)

where z’i is the model-predicted value of the ith sample, K is the
number of trees, F is the set space of the tree, di represents the

FIGURE 1 | Seamless cloning algorithm.

FIGURE 2 | Process of seamless cloning algorithm.
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feature vector of the ith data point, and fk corresponds to the
structure q and leaf weight w of the kth independent tree.

The loss function L of the XGBoost model contains two parts:

L � ∑n
i�1
l(zi, z′i) +∑K

k�1
Ω(fk), (9)

where part 1 is the training error between the predicted value z’i
and the target true value zi. The second part is the sum of the
complexity of the tree, which is the regular term used to control
the complexity of the model:

Ω(f) � μT + 1
2
η‖w‖2, (10)

where μ and η represent the penalty coefficients for the model.
During the minimization of the sequence minimization, in Eq.

9, the incremental function ft(di) is added in each round to
minimize the loss function as much as possible. The objective
function of round t can be written as

L(t) � ∑n
i�1
l(zi, z′i) +∑K

k�1
Ω(fk)

� ∑n
i�1
l(zi, z′i(t − 1) + ft(di)) + Ω(ft). (11)

2.2.2 Image Quality Evaluation Method
An image is an important information source for parameter
learning of a deep learning algorithm and its quality plays a
decisive role in the adequacy and accuracy of the information

obtained by the algorithm. The main object of substation
equipment is unclear and fuzzy in the images taken by
inspection robots and other image acquisition devices, and
some of the images generated by the image style transfer
algorithm are not realistic. The aforementioned low-quality
images cannot effectively reflect the image features of
substation equipment, which is not conducive to the learning
and training of appearance fault diagnosis algorithms and directly
affects the accuracy of appearance fault diagnosis. Therefore, data
cleaning is necessary.

Data cleaning usually involves the manual identification of
data set images one by one and the deletion of low-quality images
according to the requirements of the recognition task. There are

FIGURE 3 | Transformer corrosion sample generation method based on seamless image editing algorithm.

FIGURE 4 | Image quality assessment and cleaning process.
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many problems in the process, such as repeated workload and
inconsistent judgment criteria. As shown in Figure 4, to conduct
the automatic quality assessment and screening of the original
substation equipment images and images generated based on the
appearance fault sample generation method, a machine learning
classification model is used to conduct image quality assessment
and screening (Xi et al., 2020). First, the images in the data set are
labeled as low quality and high quality according to their quality.
Then, the quality evaluation and screening model based on the
deep learning classification algorithm (Melgani and Bruzzone,
2004) is trained. Finally, the model is used to calculate the quality
category of test images and delete the low-quality images. After
the annotation and training, the model can be reused for image
quality assessment and cleaning in the same recognition task.

3 APPEARANCE FAULT DIAGNOSIS OF
THE TRANSFORMER

3.1 Heterogeneous Model Ensemble
For supervised learning algorithms such as machine learning and
deep learning, all kinds of learning models have their own
advantages and disadvantages. Therefore, it is often difficult to
get a model that can meet all aspects of practical application
through learning data sets. Model ensemble (Shi and Zhang,
2019; Li et al., 2020; Liu et al., 2021) is a multi-algorithm fusion
machine learning method based on statistical learning theory. The
heterogeneous model ensemble is one of the model ensemble
methods. By constructing several different learning models and
using certain ensemble strategies to fuse the model outputs as the
final output, the advantages and disadvantages of each learning
model are balanced in order to obtain a better and more
comprehensive model. In this method, when a wrong judgment

occurs in one of themodels, the wrong judgment can be corrected by
the other models. Heterogeneous model ensemble learning not only
achieves better generalization performance than a single learning
model but also reduces the risk of falling into a local minimum by
combining multiple individual models. In addition, during the
training process, a single learning model can only learn a few
important features, while the combination of different learning
models can learn more important features (Chen et al., 2021).

The simple principle of heterogeneous model ensemble
learning is shown in Figure 5, which includes three parts: data
set, first-layer model, and second-layer model. Among them, the
individual learning model in the first-layer model is trained
independently. The results of these models are then processed
as the final result based on some integration strategies.

3.2 Appearance Fault Diagnosis Method
Since appearance fault diagnosis is a classification task, the voting
method is selected as a heterogeneous model ensemble strategy,
and its mathematical expression is shown as follows:

class(x) �
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 ∑n
i�1
classifieri(x)> 0,

−1 ∑n
i�1
classifieri(x)< 0,

(12)

where class(x) = 1 or −1, respectively, represent the two final
recognition states of the input substation equipment image x by
the integrated learning model. classifieri(x) represents the
identification result of the individual learning model, with 1
or −1 states.

Since different models have different diagnosis veracities, the
ensemble strategy based on the weighted voting method is
adopted to improve the voting weight of the model with better

FIGURE 5 | Heterogeneous model ensemble learning principle.
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diagnosis veracity and reduce the weight of the model with poor
recognition ability. There are usually two methods for generating
voting rights based on the accuracy index and F1 score index, as
shown in Eqs 13 and 14, respectively.

αi � Ai

∑n
i�1
Ai

, (13)

αi � Fi

∑n
i�1
Fi

, (14)

where Ai is the recognition accuracy of the ith recognition model
and Fi is the F1 score of the ith recognition model.

In addition, the ensemble strategy based on weighted voting is
shown in Eq. 15:

class(x) �
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 ∑n
i�1
αiclassifieri(x)> 0,

−1 ∑n
i�1
αiclassifieri(x)< 0,

(15)

where classifieri(x) represents the status of the transformer image
x recognized by model i, and its value is 1 or −1. If the weighted
sum of n single identification models is 0, the majority voting
method will be adopted.

4 EVALUATION INDEX

The performance of the substation equipment state identification
method is evaluated by calculating the F1 score and the accuracy
rate (accuracy), as shown in the following formulas:

F1 score � 2 × P × R

P + R
, (16)

AAccuracy � FTP + FTN

FTP + FTN + FFP + FFN
, (17)

where

P � FTP

FTP + FFP
, (18)

R � FTP

FTP + FFN
, (19)

In the above equations, FTP indicates the number of images that
are positive samples and are predicted to be positive samples, FFN
indicates the number of images that are positive samples but are
predicted to be negative samples, FFP indicates the number of
images that are negative but are predicted to be positive, and FTN
indicates the number of images that are negative samples and are
predicted to be negative samples.

5 SIMULATION

In this article, experiments are conducted on a computer
equipped with AMDRyzen73700X8-CoreCPU and

NVIDIAGeForceRTX2060GPU, Windows 10, and the program
running environment is TensorFlow1.13.1 and Python3.7.7. The
hyperparameter settings of the various models in this study are as
follows: the GoogLeNet v1 learning rate is set to 0.01, the learning
rate decay rate to 0.96, the batch size to 32, the momentum to 0.9,
and the weight decay rate to 0.0002. The learning rate of BP is set
to 0.001 and the batch size to 100. The penalty coefficient C of the
python version of SVM is set to 1.0, the radial basis function (rbf)
is selected as the kernel function, and the gamma parameter is 0.
The LeNet-5 learning rate is set to 0.8, the learning rate decay rate
to 0.99, and the batch size to 32.

5.1 Synthetic Samples and Analysis of
Results
As shown in Figure 6, it is the transformer appearance defect
image that is generated based on the method proposed in this
study. As shown in the figure, the method is able to expand the
transformer appearance defect sample data set by seamless
cloning rust textures in the transformer. The 500 images
generated based on this method are evaluated for quality
screening and quality statistics are shown in Table 1 . The
low-quality images accounted for 30%, which shows that the
rust texture appeared outside the transformer body, such as the
sky and other backgrounds, and are unrealistic; the rust texture in
some generated images is poorly integrated with the transformer.
The high-quality images account for about 70%, and the images
in this part are more realistic.

5.2 Diagnostic Results of Different Sample
Proportions
The experiment uses the F1 score and the accuracy rate to judge
the diagnosis results. In this section, by comparing the influence
of the positive and negative sample ratios of different experiments
on the diagnosis results, the appropriate ratio of positive and
negative samples of the transformer is selected for the simulation
experiment.

The transformer rust samples used in this section are 100, and
the normal samples are 100, 200, 300, 400, and 500, respectively.
This section is based on GoogLeNet (Szegedy et al., 2015) for
training and testing, and the test set includes 100 rust images and
100 normal images. The test results are shown in Table 2. It can
be seen that, in the test results, when the proportion of normal
samples of the transformer increases, the F1 score and the
accuracy rate increase. When the ratio is 1:3, there is a better
effect. After that, with the increase of normal samples, the F1
score and accuracy rate decreased because there are too many
normal samples in the training set, causing the model to over-
learn the features of normal samples.

5.3 Feasibility Analysis of the Augmented
Sample Training Model
As the experimental data set of this study, 600 transformer
images were collected in a certain area. Among them, there are
200 rusted transformer images and 400 normal images. Also,
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100 rust images and 100 normal images are used as the test set
A. To study the feasibility of expanding the training set, in this
study, the recognition results are compared based on the
GoogLeNet, LeNet-5 (Lecun et al., 1998), and SVM (Cortes
and Vapnik, 1995; Henz et al., 2015) model using the data set
before and after the expansion. Training set A contains 100
rust images and 100 normal images were collected. The
training set B contains 100 rusted images obtained based on
the sample generation method in this study, and 100 normal
images were collected. By merging training sets A and B, we get
training set C. The trained model is tested on the same test set.
The results are shown in Table 3. The three models of
GoogLeNet, LeNet-5, and SVM (support vector machine)
are trained using the three data sets A, B, and C,
respectively, and then the transformer appearance fault
diagnosis is performed based on test A. It can be seen that
by adding the generated transformer fault images to the
training samples, the diagnostic accuracy of all three models
is improved. The results show that the images generated based

on the method proposed in this study can effectively improve
the accuracy of the appearance fault diagnosis model.

5.4 Validity Analysis of Image Quality
Assessment Screening
Among the collected images, there are indistinct and blurred
images of the main body of the transformer. In some generated
images, the rust texture appears outside the transformer body,
which is not realistic. These low-quality images require
recognition cleaning. The training sets A, B, and C are,
respectively, cleaned by the image quality evaluation and
screening method proposed in this study, and the results are
used as training sets D, E, and F. It is also based on the GoogLeNet
(Szegedy et al., 2016), LeNet-5, and SVM model for training and

FIGURE 6 | Generated sample example.

TABLE 1 | Quality statistics for composite images.

Composite image quality Low quality (%) High quality (%)

Proportion/% 30 70

TABLE 2 | Diagnostic results of different sample proportions.

Proportion F1 Score% Accuracy%

1:1 86 87
1:2 86 88
1:3 89 88
1:4 84 86
1:5 85 85

TABLE 3 | Model training results.

Model Training set F1 score% Accuracy

GoogLeNet A 85 85
B 83 82
C 91 91
D 85 85
E 84 85
F 94 94

LeNet-5 A 83 83
B 80 81
C 88 88
D 83 83
E 84 84
F 93 93

SVM A 83 84
B 82 82
C 89 89
D 83 84
E 84 85
F 93 93

Frontiers in Energy Research | www.frontiersin.org June 2022 | Volume 10 | Article 9028927

Xuan et al. Appearance Fault Diagnosis of Transformer

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


testing. The test set is also test A. The results are shown inTable 3.
Since the images in the training set A have been manually quality
screened during the collection process, no low-quality images are
detected after screening using the method proposed in this study.
Therefore, the three models trained based on the training set D
have no change in the diagnostic accuracy on the test set A
compared to the previous ones. In addition, after data cleaning,
the diagnostic accuracy of the models trained based on the other
two data sets has been improved, which proves that the image
quality assessment and the screening method proposed in this
study have a good effect.

5.5 HeterogeneousModel Ensemble Validity
Analysis
This study selects GoogLeNet, LeNet-5, BP (Back
propagation), KNN (K-NearestNeighbor) (Hastie and
Tibshirani, 1996), and SVM in the first layer of the
heterogeneous model ensemble. After training the first-layer
diagnostic models one by one using the training set F, the
transformer images in the test set are diagnosed, and the
recognition results of the six types of models are combined
as the input of the second-layer recognition model. The
diagnostic performance of a single model has an important
impact on the performance of the model obtained by the final
ensemble. Therefore, based on the diagnostic ability of a single
model, in the second-layer model, the model with a
recognition accuracy rate lower than 85% is deleted. The
results are shown in Table 4. Compared with the single
model, the ensemble model has higher appearance fault
diagnosis accuracy.

6 CONCLUSION

The safe and stable operation of transformers is an important
prerequisite for the safe operation of prosumer communities.

Accurate fault monitoring and status identification of
transformers can ensure the normal operation and
economic benefits of prosumer communities. An intelligent
inspection based on artificial intelligence algorithms can not
only avoid the difficult working environment of manual
inspection but also improve the efficiency of the inspection.
This study presents an appearance fault diagnosis of the
transformer method based on data set optimization and
heterogeneous model ensemble and the following
conclusions are obtained:

1) When the samples are insufficient, generating samples with
the help of image seamless fusion technology can effectively
improve the performance of the image diagnosis model.

2) The image cleaning method based on image quality
assessment can identify and delete low-quality images in
the data set that are not conducive to the diagnosis task,
ensure the accuracy of the information obtained by the
diagnosis model, and improve the performance of the
diagnosis model.

3) The heterogeneous model ensemble algorithm can overcome
the limitations of a single diagnostic model, balance the
diagnostic results of each model, and improve the accuracy
of the final diagnostic results.
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