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With the large-scale access of distributed resources to distribution network operation,
there are more and more prosumers on the user side. It forms the basis of load prediction
and demand-side management to identify different power consumption patterns and
establish a typical load characteristic database according to the load data of prosumers.
Therefore, a method to build a prosumer load characteristic database based on a deep
convolutional autoencoder is proposed. First, the autoencoder network was used to
extract the features of the load data collected to reduce the data dimension. Then, the
density weight canopy algorithm was used to precluster the data after dimensionality
reduction to obtain the initial clustering center and the optimal clustering number K value.
The pre-clustering results were combined with the k-means algorithm for clustering, and
the typical load characteristic database of prosumers was obtained. Finally, the
comparison between the clustering index and the traditional k-means clustering
algorithm and the improved k-means direct clustering algorithm proves that the
method can effectively improve the accuracy of clustering results.

Keywords: prosumer, convolutional autoencoder, load classification, dimensionality reduction clustering, neural
network

1 INTRODUCTION

In recent years, with the worsening of environmental pollution, energy crisis, and climate change
worldwide, distributed energy has gradually become the mainstream trend of energy utilization due
to its clean characteristics. At the same time, rooftop photovoltaic, electric vehicles, energy storage
technology, and other technologies have been booming, and prosumer groups have been growing
(Huang S. et al., 2021). Prosumers are emerging special consumers, which have two characteristics of
power supply and electricity consumption, and have good frequency regulation characteristics.
Analyzing consumers' electricity consumption characteristics can help to deeply understand
consumers’ electricity consumption behavior patterns and provide decision support for demand-
side lean management. Under the condition of a smart grid, various advanced metering devices, such
as sensors and smart meters, are increasingly installed in the distribution network to monitor,
control, and predict the use of electric energy (Song et al., 2013). The daily consumption data of
transformers or power users collected at different time intervals constitute the daily load curve of
each monitoring point. The analysis of daily load of monitoring points can detect power theft by
power users and protect the legitimate rights and interests of power enterprises (Chen et al., 2021). In
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addition, this accurate and detailed power consumption
information also provides a basis for power distribution
enterprises to obtain load patterns through a specialized
analysis (Zhao et al., 2014).

As an unsupervised machine learning algorithm, clustering
can be used to cluster data sets. There are high degrees of
similarity among the data in the cluster and some differences
among the data in the cluster, which has a wide range of
applications in the field of data mining. The clustering of load
curves can be divided into direct clustering and indirect
clustering. Direct clustering refers to the clustering of power
load data directly by using the algorithm without processing
(Jiang et al., 2018). In the literature study by Zhang and Zhao,
(2017), the initial clustering center was selected according to
the principle of the sample density and relatively far distance
between sample sets, and then, the optimal clustering number
K value was obtained by the sum of error squares, but the time
complexity was high. Literature studies by Kwac J et al. (2014)
and Wang et al. (2020) solved the problem of manual
determination of K value in the traditional clustering
algorithm by combining the adaptive learning theory and
evaluation calculation of clustering validity function, but the
clustering accuracy is low. However, with the increase in the
dimension of prosumer load data, direct clustering is
confronted with dual challenges of storage and computation
in processing high-dimension data. Indirect clustering can
solve this problem. Indirect clustering is used to extract the
characteristics of the power load data of prosumers first,
reduce the dimension of the load data, and then perform
the sequence clustering analysis after dimensionality
reduction. In the literature study by (Chen et al. (2018),
singular value decomposition was used to transform the
data, that is, in a new coordinate system, the coordinates on
each coordinate axis were dimension reduction indicators, and
then, the improved k-means algorithm was used to cluster the
load curve. In the literature (Zhong and Tam (2015), discrete
Fourier transform was used to reduce the dimension of load
data and extract features, and then, load curves were clustered.
In the literature (Zhang B et al. (2015) and Li Y et al. (2018),
Sammon mapping, principal component analysis, and other
dimensionality reduction algorithms were used to reduce the
dimension of load data, and then, different clustering methods
were used for clustering, and effective clustering curve results
were obtained.

In this study, a power load clustering method based on the
deep convolutional autoencoder (DCAE) is proposed, which
uses the DCAE to extract and reduce the characteristics of the
load data of prosumers, and then adopts the density weight
canopy algorithm to precluster the data after dimensionality
reduction. The initial clustering center and the optimal
clustering number K value were obtained. The pre-
clustering results were clustered using the k-means
algorithm, and the clustering effectiveness index was
compared and analyzed with other traditional methods, in
order to improve the clustering efficiency of the power load
and the accuracy of clustering results, and the typical load
characteristic database of prosumers was obtained.

2 ONE-DIMENSIONAL DEEP
CONVOLUTION AUTOENCODER

Autoencoders efficiently learn raw input data without supervision. A
single-layer autoencoder contains an input layer, a hidden layer, and
an output layer. The convolutional autoencoder replaces the fully
connected neural network with a convolutional network. Compared
with the fully connected network, the advantage of a convolutional
network is that it adopts the method of local connection, weight
sharing, and multiple convolution kernels. Local connection greatly
reduces the computation of the network, weight sharing greatly
reduces the complexity of the network, and multiple convolution
kernels help to extractmultiple features. Therefore, the convolutional
neural network can effectively avoid the complexity of data
reconstruction in feature extraction and classification. The one-
dimensional convolutional autoencoder is introduced in load
clustering research, and its good reconstruction ability can be
used to extract the time series features of load data and obtain
effective representation of data. Moreover, the non-linear
relationship of high-dimensional data can be mined through the
convolutional neural network to effectively reduce data dimension
and improve the clustering efficiency. The load sequence feature
extraction method of the 1D-DCAE network model was used to
remove the clustering part from Figure 1. The model is divided into
an encoder and a decoder. The encoder passes through three
convolution layers, flattening layer, and embedding layer in turn
to obtain the deep feature sequence of the daily load curve after
dimensionality reduction. The decoder reconstructs the features after
dimensionality reduction through the full connection layer,
remodeling layer, and three deconvolution layers to obtain the
reconstruction curve similar to the input. Codecs are trained
together to minimize the reconstruction error to obtain the best
model. It is assumed that x � [x1, x2, . . .xi, . . .xn] (xi represents
the normalized load value at time i, and n represents the length of
time series) is the input daily load time series data after
normalization, and its coding process is expressed as follows:

hk � σ(xpωk + bk), (1)
where x ∈ Rl×n represents the time series; n is the length of the
time series; p is the one-dimensional convolution operator; ωk

and bk are the one-dimensional convolution kernel and bias in
the coding process, respectively; hk is the data after convolution; σ
is the activation function; and the Relu function is selected as the
activation function because some neurons will be 0, which leads
to the sparsity of the network and reduces the interdependence
between parameters and alleviates the overfitting problem.

Its decoding process is expressed as follows:

y � σ(hk p ω̂k + c), (2)
where ωk and c represent one-dimensional convolution kernel
and bias in the decoding process, respectively; y is the
reconstructed data of input x; σ is the activation function in
the decoder; and the sigmoid function is selected in this study.

After training, the loss function minimization constantly
adjusts the optimization. The objective of the model is to
minimize the mean square error of the loss function Lr and to
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make the reconstructed daily load data y close to the original
input data x so as to extract accurate time series features. The loss
function is shown in Formula 3, asfollows:

Lr � 1
n
∑n

i�1‖x − y‖22. (3)

The gradient descent method is used to solve the optimization
problem Lr and obtain the optimal network parameters of the
autoencoder so as to realize one-dimensional convolutional
autoencoder construction.

3 K-MEANS CLUSTERING ALGORITHM
BASED ON DENSITY WEIGHT CANOPY
3.1 Traditional K-Means Clustering
Algorithm
The k-means algorithm is a clustering algorithm that belongs to the
classification method. Usually, the Euclidean distance is used as an
evaluation index for similarity degree of two samples. Its basic idea is
as follows: K points in the data set were randomly selected as the
initial clustering center, which was classified into the class with the
smallest distance according to the distance between each sample in
the data set and k centers. Then, the average value of all samples in
each class was calculated, and each class center was updated until the
square error criterion function stabilized at the minimum value.

It is assumed that the object set M � {x1, x2, . . . , xn} and
xi � (xi1, xi2, . . . , xit). The Euclidean distance between sample
xi and sample xj is calculated as follows:

d(xi, xj) � [(xi1 − xj1)2 + (xi2 − xj2)2 +/ + (xin − xjn)2],
(4)

where xi and xj represent the i-th and j-th samples; xi1, xi2, . . .xin

are the n-dimensional data of the sample xj; and xj1, xj2, . . . , xjn

are the n-dimensional data of the sample xj.
The square criterion error function is as follows:

IC � ∑k

i�1 ∑ti

j�1 ‖xj − ni‖2, (5)

where k is the number of clustering, ti is the number of samples in
class i, and ni is the mean of the sample in class i.

3.2 Improved K-Means Clustering Algorithm
In order to solve the problem that the traditional k-means algorithm
cannot effectively process high-dimensional data and the artificial
clustering number K value and the random selection of the initial
clustering center are easy to converge to the local optimal, an
improved k-means algorithm of density weight canopy is proposed
to cluster the power load data after dimensionality reduction.

The improved algorithm performs pre-clustering on the data
after dimensionality reduction through the density weight canopy
algorithm so as to obtain the initial clustering center and the
appropriate number of clustering. The pre-clustering results are
combined with the k-means algorithm for clustering.

Density ρ(i) of the i data point xi in the data setD is as follows:

ρ(i) � ∑n

j�1F[dij −MeanDis(D)]. (6)

In Formula 6, dij is the Euclidean distance between sample

points i and j; F(x) � { 1, x< 0
0, x≥ 0 ; MeanDis(D) is the average

distance of all sample elements in data set D, and its expression is
as follows:

MeanDis(D) � 2
n(n − 1)∑

n

i�1∑n

j�i+1d(xi, xj). (7)

FIGURE 1 | DCEC-1D overall network framework.
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FIGURE 2 | Flow chart of improved K-means algorithm.
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According to Eq. 6, the physical meaning of ρ(i) is as follows:
in data set D, the distance between sample i and other samples is
less than the number of sample elements of MeanDis(D).

The average distance of samples in the cluster a(i) can be
expressed as follows:

a(i) � 2
ρ(i)[ρ(i) − 1] ∑

ρ(i)
i�1 ∑ρ(i)

j�i+1 d(xi, xj). (8)

The distance between clusters s(i) can be expressed as follows:

s(i) �
⎧⎪⎨⎪⎩

min
j∈I

{d(i, j)}, I ≠ ϕ

max
j∈I

{d(i, j)}, I � ϕ
, (9)

where I � {ρ(j)> ρ(i)} and ρis the density of the j data point xj;
d(i, j) is the Euclidean distance between sample points i and j.

According to Formula 9, the physical meaning of the distance
between clusters s(i) is as follows: if the local density of the
sample element i is the largest, the distance between it and the
sample element farthest away from it is s(i), namely,
s(i) � max

j∈I
{d(i, j)}; otherwise, the distance from the nearest

sample element is s(i), namely, s(i) � min
j∈I

{d(i, j)}.
The weight product ω is calculated by the following formula:

ω � ρ(i) 1
a(i) s(i). (10)

The maximum weight product method is composed of sample
density ρ(i), the average distance between samples in the cluster
a(i), and the distance between clusters s(i) in some form of
product, which can effectively reflect the central features so that
the data point, that is, the maximum weight product is the next
initial cluster center. The flow chart of the improved k-means
algorithm is shown in Figure 2.

The steps of the improved k-means algorithm are as follows.

Step 1: For the data setD after dimensionality reduction, Formula 5
is used to calculate the density values of all sample elements
inD. The first clustering center C1 selects the point with the
maximum density value, and then, the set C of the clustering
center changes to C = {C1}. Meanwhile, the points in D
whose distance from C1 is less than the average distance
MeanDis(D) of sample elements are removed.

Step 2: The ρ(i), a(i), and s(i) of the remaining sample data in D
were calculated according to Eqs 5, 7, 8 and were
substituted into Eq 9 to calculate the weight product
W. The maximum weight product point of the second
clustering center c2 was selected, and the set C of the
clustering center changed to C = {c1, c2}. Meanwhile, the
points in D whose distance from c2 is less than the mean
distance MeanDis(D) of sample elements are removed.

Step 3: Step 2 is repeated until the data set D after dimensionality
reduction is empty, so C = {c1, c2, . . ., ck}.

Step 4: The initial clustering center and K value obtained in the
aforementioned steps are combined with the k-means
algorithm to cluster D and update the clustering center.
When there is no change between the new clustering center
and the initial clustering center, the clustering result is output.

4 CLUSTERING ANALYSIS OF POWER
LOAD BASED ON 1D-DCAE
DIMENSIONALITY REDUCTION
4.1 Data Preprocessing
With the continuous development of energy Internet, the
difficulty of obtaining massive basic power load data is
gradually reduced (Zhou et al., 2018). However, in the
process of data collection, there are still missing data and
abnormal data in load data due to terminal acquisition
equipment failure, data transmission and communication
error, loss of human factors, and other problems (Zeng H,
2017). During data cleaning, load curve data with large data
missing are removed, and load data without serious data
missing are filled by multi-order Lagrange interpolation, as
shown in Eq. 10. If the load data change rate of a load curve at
time T is significantly different from that at the previous time,
or it is beyond the preset threshold, it is called abnormal data.
Gaussian filtering can be used to eliminate noise, or multi-
order Lagrange interpolation can be used to correct a small
amount of abnormal load curve data.

xp
k,t �

∑a1
a�1xk,t−a + ∑b1

b�1xk,t−b
a1 + b1

, (11)

where xp
k,t is the modified value of the abnormal sample point xk,t;

xk,t−a and xk,t−b are the sample points taken forward and
backward, respectively, generally 4–6; a and b are the number
of sample points taken forward and backward.

In order to conduct 1D-DCAE neural network training, the
feature data should be normalized first, which can accelerate
the speed of obtaining the optimal solution in gradient
descent training and possibly improve the calculation
accuracy. In this study, StandardScaler standardization is
carried out for load data, and mean removal and variance
normalization are carried out for each characteristic
dimension of the sample to eliminate the influence of load
data dimension on subsequent clustering and ensure
comparability between data. The z-score standardization
formula is adopted as follows:

x′ � x − μ

σ
, (12)

where x is the load data after cleaning; x’ is standardized load
data; and μ and σ are the mean and standard deviations of sample
data, respectively.

4.2 Overall Algorithm Process
The overall algorithm includes preprocessing load data,
dimensionality reduction of load data, determination of the
initial cluster center and K value, clustering of data set, and
performance evaluation. The overall algorithm flow chart is
shown in Figure 3. The detailed process is described as follows.

1) Data cleaning, standardization, and preprocessing of load data
are carried out through data correction and data completion
technologies.
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2) The 1D-DCAE technology is used to extract low-dimensional
features of load data, reduce the dimension of load data,
realize lossless compression of original data, and improve
the speed and accuracy of subsequent clustering.

3) The density weight canopy algorithm is used to perform pre-
clustering on the load data after dimensionality reduction so

as to obtain the initial cluster center and the appropriate
number of clusters.

4) The pre-clustering results are combined with the k-means
algorithm for clustering, to output the clustering results, and
make a comparative analysis with other traditional methods
through clustering effectiveness indicators.

FIGURE 3 | Overall algorithm flow chart.
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5 EXAMPLE ANALYSIS

The actual electricity consumption data of 70 distribution users at
48 points per day in 2019 were selected for experimental data.
After data pretreatment, 3,500 daily load data were reserved for
cluster analysis.

5.1 Convolutional Autoencoder Network
Structure and Parameter Setting
The main parameter settings of the 1D-CAE model are shown in
Table 1, especially including the size, quantity, step size,
flattening layer, and hidden layer parameter settings of the
convolution kernel.

The input is 48× 1-dimensional load sequence, which is passed
through three convolution layers with the number of convolution
kernels being 32, 64, and 128,; the size of convolution kernels
being 3, and step size being 2; and then through the flattened
layer. The obtained results are flattened into a one-dimensional
sequence, and then, through the hidden layer, the 6-dimensional
sequence is output. After that the sequence is restored to the one
before the flatten layer through dense layer and reshape layer. In
the end, it passes through three layers of deconvolution whose
nuclear number is 64, 32 and 1 respectively, the convolution
kernel size is 3, and the step length is 2. Then the input sequence is
reconstructed. The training loss is shown in Figure 4. The
reconstruction loss ended up around 0.0105.

The input data can extract the features of the original data in
the coding part, obtain the dimensionality reduction data, and
then reconstruct the original data through the decoding part. As
the number of iterations increases, theMSE loss function between
the original data and the output data decreases continuously, and
the loss value is stable at about 0.01, indicating that the
dimensionality reduction data can effectively characterize the
original data.

5.2 Typical Load Signature Database
The 1D-DCAE + k-means clustering method is used to conduct
clustering simulation on daily load curves of distribution
substation users and extract typical load curves. The
simulation results are shown in Figure 5. The algorithm
divides 3,500 daily load curves into six categories.

The user load curve of type 0 is a single peak curve, and the peak
appears from 10 a.m. to 3 p.m. On the whole, the load in the
afternoon is larger than that in themorning, so this kind of loadmay
have a large proportion of commercial and civil air conditioning
load. The first type of the user load curve is a two-step curve. The
step appears at 7 a.m. and remains relatively stable on the whole.
Therefore, this type of load may belong to the tertiary industry
business park or two-shift industrial load. The second type of the
user load curve has no peak value and is generally stable with a low
value. Therefore, this type of load may belong to the residential load
or distributed pv with energy storage regulation connected to a
certain proportion. The third type of the user load curve is a double
peak load curve, with the first peak appearing at 7 a.m. and the
second peak at 8 p.m. Therefore, this type of load may be distributed
pv without energy storage access. Due to the energy storage output at
noon, the load is small at noon. The fourth type of the user load
curve is a single peak load curve; the peak appears at 7 pm, and the
overall load is relatively stable, so this type of load may be connected
to some energy storage devices. The fifth type of the user load curve
is a single peak load curve, and the peak appears at 0 to 6 o’clock in
the morning. Due to the influence of electricity price incentive, users
will choose to charge EV in the early morning, so EV charging pile
load will increase at night. Since this load is large at night, this type of
load may have a significant share of EV charging pile load.

TABLE 1 | Network structure of 1D-CAE.

Type Size Core/window size Convolution kernel
number

Step length Output size

Input 48 × 1 — — — 48 × 1
Conv1 48 × 1 3 32 2 24 × 32
Conv2 24 × 32 3 64 2 12 × 64
Conv3 12 × 64 3 128 2 6 × 128
Flatten 6 × 128 — — — 768
Embedding 768 — — — 6
Dense 6 — — — 768
Reshape 768 — — — 6 × 128
Deconv3 6 × 128 3 64 2 12 × 64
Deconv2 12 × 64 3 32 2 24 × 32
Deconv1 24 × 32 3 1 2 48 × 1

FIGURE 4 | The training loss.
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5.3 Cluster Performance Analysis
In order to verify the superiority of the model proposed in this study,
cluster indicators DBI (Davies–Bouldin Index), CHI

(Calinski–Harabasz Index), and silhouette coefficient (SC) are
selected for quantitative analysis. The higher the SC value, the
better is the clustering result. The smaller the DBI value, the

FIGURE 5 | The results of clustering.
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better is the clustering effect. The higher the CHI value, the better is
the clustering effect. Four clustering methods k-means, PCA +
k-means, deep embedded clustering based on local structure
retention (IDEC), and 1D-DCAE + k-means were compared and
analyzed with the same set of data. The analysis results are shown in
Table 2.

It can be seen fromTable 2 that dimension reduction can improve
the clustering effect. Using k-means clustering after dimensionality
reduction through PCA is better than using k-means clustering
directly; with the DBI index reduced by about 0.29, the CHI
index increased by about 459.03, and the SC index increased by
about 0.04. By comparing the IDEC method with the k-means
method and the PCA + k-means method, the DBI index
decreased by 1.57 and 1.28, respectively, while the CHI index
increased by 16690.18 and 16231.15, respectively. The SC index
increased by 0.5173 and 0.4729, respectively. Compared with IDEC,
the 1D-DCAE + k-means method proposed in this study improved
DBI, CHI, and SC indexes by about 0.15, 19384.92, and 0.10,
respectively, and all three indexes were better, indicating that the
1D-DCAE + k-means method had significantly improved the feature
extraction and clustering effect.

6 CONCLUSION

In this study, a power load clustering method based on the deep
convolutional autoencoder (DCAE) is proposed, which uses
DCAE to extract and reduce the characteristics of the load
data of prosumers, and then adopts the density weight canopy
algorithm to cluster the data after dimensionality reduction. Load
curve dimensionality reduction and clustering are realized to
generate the typical load characteristic database of prosumers.
Taking the daily load data of local distribution substation users as
an example, the typical load characteristic database of prosumers

is established, which verifies the effectiveness and practicability of
the method. The results are compared with other traditional
dimensional-reduction clustering methods. The DBI index of this
method is lower, the CHI index is greatly improved, and the SC
index is also improved, thus improving the clustering quality. At
the same time, through the clustering analysis of the consumption
data of prosumers, the consumption level can be divided and
obtained, which is helpful to understand the consumption pattern
of prosumers and master the consumption level of prosumers.
Power supply companies can also formulate demand-side
management schemes for prosumers through clustering results
so as to avoid the peak consumption of the power grid and move
the peak to fill the valley, thus relieving users from avoiding peak
consumption and moving the peak to fill the valley and relieving
the pressure caused by tight power supply during peak
consumption.
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