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As smart grid develops and renewables advance, challenges caused by uncertainties of renewables have been seriously threatening the energy system’s safe operation. Nowadays, the integrated electric-gas system (IEGS) plays a significant role in promoting the flexibility of modern grid owing to its great characteristic in accommodating renewable energy and coping with fluctuation and uncertainty of the system. And hydrogen, as an emerging and clean energy carrier, can further enhance the energy coupling of the IEGS and promote carbon neutralization with the development of power-to-hydrogen (P2H) technology and technology of blending hydrogen in the natural gas system. Dealing with the uncertainty of renewables, a robust schedule optimization model for the integrated electric and gas systems with blending hydrogen (IEGSH) considering the dynamics of gas is proposed and the iterative solving method based on column-and-constraint generation (C&CG) algorithm is implemented to solve the problem. Case studies on the IEGSH consisting of IEEE 39-bus power system and 27-node natural gas system validate the effectiveness of the dynamic energy flow model in depicting the transient process of gas transmission. The effectiveness of the proposed robust day-ahead scheduling model in dealing with the intra-day uncertainty of wind power is also verified. Additionally, the carbon emission reduction resulting from the blending of hydrogen is evaluated.
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1 INTRODUCTION
The energy dilemma and environmental pollution problems motivate the policy and public awareness on fossil resource depletion and renewable energy resource development (Liu et al., 2019). As smart grid and other energy systems develop, much effort has been made to advance the renewable energy system mitigating climate change and realizing sustainable development (Kim et al., 2021). The share of electric power supplied by renewables is increasing up to 57% of the electric load in 2050, according to the forecasting of the International Energy Agency (IEA) (Brouwer et al., 2014). However, the intermittency of renewables, such as wind and photovoltaic power generation, requires more flexibility of the energy system (Erdiwansyah et al., 2021). The integration of multiple energy systems, including electric system, natural gas system, heating system, cooling system, and so on, is capable of promoting the efficiency and flexibility of energy utilization (Zhu et al., 2021).
Among various energy systems, the electric system and natural gas system are the most common choices for large-scale transmission of energy (Fang et al., 2018). The gas-fired unit (GFU) can connect the two systems, which can respond quickly to the output power fluctuation of renewables, such as wind plant, photovoltaic power generation, and so on (Shu et al., 2019). And the operation of the electric system and natural gas system is increasingly coupled owing to the development of the power-to-gas (P2G) technologies, which can transfer surplus renewables into methane and the natural gas can act as energy storage since gas pipeline is of enormous potential for energy storage. The integration of the two systems can promote the flexibility of the energy system and the accommodation of volatile renewables.
With the development of utilization and storage technologies of hydrogen, the combination of power-to-hydrogen (P2H) technology and renewables generation technology is regarded as a promising way to accommodate the surplus renewable energy and moderate fluctuations (Ban et al., 2017). Meanwhile, the hydrogen is clean with high energy density and can be utilized in many fields without carbon emission, which can act as an ideal energy storage carrier (Kavadias et al., 2022). The potential maximum demand of hydrogen is up to 158 Mt in 2030 and 568 Mt in 2050 according to the results of forecasting in (Yusaf et al., 2022). And coupling the hydrogen with existent energy system can help the carbon emission reduction. In (Hu et al., 2020), a model of power-to-heat and hydrogen (P2HH) is proposed and an optimal control framework of a microgrid considering the P2HH is established. The result shows that the P2HH can help improve the efficiency of the overall system. In (Li et al., 2019), the simplified P2HH model is used in the dispatch problem coordinated with active distribution networks and district heating networks. Blending hydrogen into natural gas pipeline networks as an emerging technology can deal with the problem that the storage cost for hydrogen is too high and make it possible for mass storage of hydrogen (Zhou et al., 2022). In (Mehra et al., 2017; Yan et al., 2018), the adaptability of GFU to natural gas blended hydrogen is reviewed and they point out that most existing GFU can adapt up to 30% or even a higher proportion of blended hydrogen natural gas technically. However, few researches are focusing on the operation optimization of integrated electric and gas systems with blending hydrogen (IEGSH).
As for the integrated electric and gas systems (IEGS), many studies have been carried out focusing on its operation optimization problem and establishing the mathematical model. In (Martinez-Mares and Fuerte-Esquivel.,2012), the steady-state model of IEGS is proposed and analyzed considering the influence of temperature of the natural gas system. In (Zeng et al., 2016), the steady-state energy flow of the natural gas system is established and combined with the electric energy flow and the Newton-Raphson method is adopted to solve the problem. In (Sahin et al., 2012; Li et al., 2008; Liu et al., 2009), the steady-state energy flow equation is also adopted and the operation optimization of IEGS is studied focusing on the safety and risk-related problems. The above researches are all based on the steady-state energy flow description methods, in which the difference between the velocity of energy flow in the electric system and natural gas system is neglected. However, the operation of the two systems belongs to different time scales and the transient process of the gas in the pipeline is supposed to be considered to describe the transmission process of the gas pipeline more precisely and guarantee operation safety.
In order to reflect the dynamic energy flow of the gas movement along the pipes and the different time constant of the natural gas system from that of an electric system, relevant researches are conducted in recent years (Jiang et al., 2018; Zheng et al., 2017). In (Liu et al., 2011), the transient characteristics of natural gas flow are depicted and the implicit finite difference method is applied to simplify the transient energy flow equations. However, the independent optimization of the natural gas system and the electric system is adopted to achieve the coordinated optimization of the IEGS by solving iteratively. In (Hang et al., 2017), the linear programming formulation for IEGS considering the transient gas energy flow has been proposed and solved by using the approximated dynamic programming algorithm. The result of the IEGS coordinated optimization considering the dynamic characteristic of the gas pipeline has been shown in these works, but the effect of P2G unit coupling into the natural gas system is not taken into consideration. Meanwhile, the effect of volatile renewable energy in the IEGS is also not considered.
Relevant problems resulting from the uncertainty in the energy system have also drawn much interest in the past decades. In (Bai et al., 2017), a robust scheduling model against wind power uncertainty under the random pipeline and transmission N-1 contingencies is proposed. In (He et al., 2017), a robust optimization scheduling model for IEGS is established to optimize the operation of the two energy systems considering key uncertainties in the electric system, while the model is solving the electric system sub-problem and natural gas system sub-problem iteratively. In (Zhang et al., 2016), a stochastic day-ahead schedule optimization problem of IEGS is studied and it adopts the Monte Carlo simulation method to generate multiple scenarios to represent the uncertainties of the considered integrated systems. In (Li et al., 2018; Li et al., 2021), the scenario generation method is applied to depict the uncertainty of the IEGS and the scenario reduction method is also adopted to eliminate scenarios with lower probabilities. In (Zhang et al., 2020), the ambiguity set of wind power based on the confidence bands of its probability density function is formulated to describe the uncertainty of wind power. In (Odetayo et al., 2018; Ding et al., 2018), stochastic programming is applied to deal with the uncertainties of renewables. The stochastic programming and scenario generation method are supposed to be based on the probability density distribution of uncertain parameters, which is hard to be depicted precisely.
To sum up, the IEGS can promote the efficiency of energy utilization and the flexibility of the IEGS operation. And hydrogen plays a more and more significant role in the energy supply owing to its superior characteristic and can act as one of the best options for large-scale energy storage. There have been a lot of researches carried out focusing on the operation optimization problem of IEGS and the combining P2H unit with the traditional energy system. However, the existing researches mostly apply the steady-state flow equation to depict the operation in natural gas system, which cannot reflect the real dynamic process of gas in the pipeline. Meanwhile, previous studies mainly focus on the coordinating operation of IEGS without considering the blending of hydrogen and deal with the uncertainties of IEGS by scenario-based method and stochastic programming.
Focusing on the scheduling optimization problem of the IEGSH, this paper proposes a robust scheduling framework considering the uncertainty of the wind power. And the dynamic energy flow equation for the blended gas is derived, while the blending of hydrogen in the natural gas system is considered. The main contributions of this work are as follows:
1) Considering the blending of hydrogen in the natural gas system, a mass flow rate calculation model for blended gas based on the constant volume ratio assumption is derived.
2) The energy flow model of the natural gas system considering the hydrogen blending and the dynamic characteristic is proposed to describe the dynamic operation process of the gas pipeline with more accuracy.
3) To promise better economy and robustness, a day-ahead schedule optimization model for the IEGSH is proposed and the uncertainty of the wind power is taken into consideration. And an iterative solving method based on the column-and-constraint generation (C&CG) algorithm is proposed to solve the problem.
The rest of this paper is structured as follows. In Section 2, the model of dynamic energy flow in the natural gas system considering the hydrogen blending is established. In Section 3, the schedule optimization framework without considering the uncertainty is presented. In Section 4, the robust schedule optimization model is established and the solving algorithm is also introduced. In Section 5, the case study is presented. And conclusions of this work are drawn in Section 6.
2 ENERGY FLOW IN THE NATURAL GAS SYSTEM WITH HYDROGEN BLENDING
In this section, the calculating formulation of the mass flow rates of the hydrogen and methane at each node of the natural gas system considering the constant blending volume ratio of the hydrogen is firstly derived. And then the model of the natural gas system with hydrogen blending considering the dynamics of the system is established.
2.1 Formulation of the Mass Flow Rates of the Hydrogen and Methane
The volume ratio of the hydrogen blending into the natural gas pipeline is assumed to keep constant in order to guarantee the security and stability of the natural gas system. Based on this assumption, the volume ratio of the hydrogen and the methane can be calculated by the following equation.
[image: image]
where [image: image] represents the volume ratio of the hydrogen and methane; [image: image] and [image: image] represent the volume of the hydrogen and methane, respectively.
Given the volume ratio, the mass flow rates of the hydrogen and methane of the natural gas system at each time [image: image] can be determined according to the Eqs 2–5 as follows.
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where [image: image] and [image: image] represent the volume of the hydrogen and methane at time t, respectively; [image: image] and [image: image] represent the density of the hydrogen and methane at time t, respectively; [image: image] and [image: image] represent the mass flow rate of the hydrogen and methane at time t, respectively; and [image: image] represents the time interval.
Then the Eq. 6 can be derived, which describes the relationship between the mass flow rate of the hydrogen and that of the methane.
[image: image]
where K(t) represents the relationship coefficient between the mass flow rate of the hydrogen and that of the methane.
The mass flow rate of the blended gas is equal to the sum of those of hydrogen and methane. Therefore, the relationships among mass flow rate of hydrogen, methane, and blended gas can be described as Eqs 7, 8, according to Eq. 6.
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where [image: image] represents the mass flow rate of the blended gas.
There are various forms of the equation of gas state to link the pressure, temperature, and density. Taking the ideal gas law, indicating [image: image], for example, it only works at less than 1 MPa and 20°C. In this paper, a simple form, i.e. Eq. 9, of the equation of gas state is adopted to describe the relationship between the pressure and density of the gas by the link of the sound speed.
[image: image]
And the relationship between the gas pressure and density can be depicted as Eq. 10.
[image: image]
where subscript [image: image] can represents hydrogen and methane.
When the gas is at the standard state, the state equation can be described as Eq. 11.
[image: image]
where superscript ∗ represents that the gas is at the standard state.
According to Eqs 10, 11, the relationship coefficient K(t) can be determined by the following Eq. 12, which is constant, denoted as K.
[image: image]
2.2 Dynamic Energy Flow of the Natural Gas System With Blending Hydrogen
The velocity of the energy flow in the natural gas system is exactly different from that in the power system and the dynamics of the gas in the gas pipeline should be taken into consideration to describe the operation process of the natural gas system accurately and ensure the safety of the system. And the dynamic process can be depicted by using three major equations: momentum equation, material balance equation, and gas state equation. The gas state equation adopted in this work is introduced in Section 2.1, which is described as Eq. 9.
The momentum equation and material balance equation take the forms of Eqs 13, 14, respectively.
[image: image]
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where [image: image] and [image: image] represent the pressure and flow velocity of the mixed gas in the natural gas pipeline, respectively; [image: image] and [image: image] represent the density of the blended gas in the position parallel to the horizontal plane and with an angle [image: image] to the horizontal plane, respectively; [image: image] represents the friction coefficient between gas and pipeline; [image: image] represents the inner diameter of the pipeline; [image: image] represents the gravitational acceleration; [image: image] and [image: image] represent the temporal and spatial distance, respectively.
As for Eq. 13, the first, second, third, and fourth term describes the acceleration, convective, hydrostatic, and altitudinal effects of the gas in the pipeline, respectively. And the fifth term describes the second-order deviation of the gas pipeline. It is very complex, and some assumptions are adopted to simplify the dynamic equations. Firstly, the gas transmission in the pipeline is assumed to be isothermal so that the gas temperature variation is neglected and the sound speed c also becomes constant. The second assumption is that the altitude of the pipeline remains unchanged so that [image: image]. Therefore, the fourth term in Eq. 13 is equal to 0. Owing to that the convective term only consists when the velocity of the gas approaching to sound speed, the corresponding term can also be neglected. Based on the above assumptions, the momentum equation of the blended gas can be transferred into the form of Eq. 15.
[image: image]
2.3 Linearized Dynamic Energy Flow Model
The dynamic energy flow equations are derived based on some assumptions in Section 2.2, i.e., Eqs 9, 13, 15 which are partial differential equations. Describing the dynamic energy flow in the gas pipeline by using these equations is complicated and they are hard to be implemented when it comes to the operation optimization problem of the real system. In this work, linearization and some simplifications are adopted to turn the partial differential equations into their corresponding differential forms.
Firstly, the mass flow rate of the blended gas, denoted as Q, is introduced and the relationship between mass flow rate and flow velocity of the mixed gas is described as Eq. 16.
[image: image]
where Q represents the mass flow rate of the mixed gas, and S indicates the cross-sectional area of the pipeline.
Furthermore, as for the quadratic term of flow velocity in Eq. 15, the average flow velocity is introduced to make the term linearized. Further, the relationship between the density and pressure of the mixed gas, i.e. Eq. 9, can be applied to simplify Eqs 14, 15. Then the momentum equation and material balance equation become
[image: image]
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where [image: image] represents the average flow velocity of mixed gas.
The dynamic energy flow equations with partial differential form are differential linearized based on the Wendroff difference method. The Wendroff difference form is shown as Eq. 19 and its scheme is shown in Figure 1.
[image: image]
where [image: image] indicates a function of the space and time at the same time; [image: image] and [image: image] represent the spatial and temporal step, respectively; [image: image] represents the differential value of [image: image] at node [image: image] and time [image: image].
[image: Figure 1]FIGURE 1 | Finite difference cell of function [image: image]
According to the differential linearization method, the simplified momentum equation and material balance equation of the blended gas, i.e. Eqs 17, 18 can be transferred into the following forms for each pipeline [image: image], while setting the spatial step and temporal step as the length of each pipe and 1 hour, respectively.
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where index [image: image] and j indicate the front node and the end node of pipeline [image: image], respectively; [image: image], [image: image] and [image: image] represent the diameter, cross-sectional area, and length of the pipeline [image: image], respectively; [image: image] represents the average flow velocity of blended gas in the pipeline [image: image]; [image: image] represents the pressure at the node [image: image] of the pipeline and at time [image: image]; [image: image] represents the mass flow rate of blended gas at the front node of pipeline [image: image] at time [image: image] and [image: image] represents the mass flow rate of blended gas at the end node of pipeline [image: image] at time [image: image].
3 SCHEDULE OPTIMIZATION MODEL WITHOUT UNCERTAINTY
In this section, the schedule optimization framework without considering the uncertainty for the IEGSH is established. The objective and operation constraints are introduced as follows.
3.1 Objective
The objective of the established schedule optimization model is to minimize the total operation cost of the IEGSH, and the objective function is as follows.
[image: image]
where [image: image] and [image: image] indicate the operation cost of the power system and the operation cost of the natural gas system, respectively. The calculation formulas of [image: image] and [image: image] are shown as Eqs 23, 24.
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where [image: image] represents the amount of the time intervals; [image: image] and [image: image] represent the quantity of the coal-fired generators in the power system and source nodes in the natural gas system, respectively;[image: image], [image: image] and [image: image] represent the price of coal, natural gas, and hydrogen, respectively; [image: image] represents the coal consumption of the coal-fired generator [image: image] during the time interval [image: image]; [image: image] represents the cost of unit start-up and shut-down operation for generation [image: image]; [image: image] represents the start-up and shut-down operation of the coal-fired generator [image: image] during the time interval [image: image], which is a binary variable and equals to 1 when the on/off state of the coal-fired generator [image: image] during the time interval [image: image] is different from that during the time interval [image: image]; [image: image] and [image: image] represent the mass flow rate of methane and hydrogen at the gas source node [image: image] during the time interval [image: image], respectively.
3.2 Natural Gas System Constraints
The blended gas in each pipeline is supposed to meet the dynamic energy flow equations, i.e. Eqs 20, 21, in order to describe the pipeline transmission process with more accuracy. Besides, the following constraints should also be met to ensure the safety of pipeline operation.
3.2.1 Gas Load Constraints
The gas load at each sink node is known and it is given in the form of mass flow rate, i.e. [image: image]. Considering the hydrogen blending, the following constraints are supposed to be met.
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where [image: image] and [image: image] represent the calorific value of the hydrogen and methane, respectively; [image: image] represents the mass flow rate of blended gas load at sink node [image: image] and time interval [image: image], which is determined according to the principle that total energy of the gas load is equivalent.
3.2.2 Source Node Pressure Constraints
The quality of the blended gas at each source node keeps consistent and hence the pressure and density of the gas at each source node are set to constant values.
[image: image]
where [image: image] and [image: image] represent the pressure and density of blended gas at the gas source node [image: image].
3.2.3 Mass Flow Rate Balance Constraints
The amount of incoming mass flow rates or outgoing mass flow rates for each link node of the pipeline along every pipe should equal to 0, which keeps the mass flow rate balanced.
[image: image]
where [image: image] represents the number of pipes, whose front node is the link node [image: image]; and [image: image] represents the number of pipes, whose end node is the link node [image: image].
3.2.4 Gas State Equation Constraints
For the gas at every node of the natural gas pipeline, the pressure and density must meet the gas state equation.
[image: image]
3.3 Power System Constraints
Besides the operation and safety constraints for the natural gas system, the power system must also meet the essential constraints to ensure the safe operation of the power system and the integrated energy system. The relevant constraints are listed in this section.
3.3.1 Power Balance Constraints
The power energy flow must remain balanced, which means the energy supplied by the generators equals to the energy consumed by the electric load.
[image: image]
where [image: image], [image: image], [image: image], [image: image], and [image: image] represent the number of positions in which the coal-fired generator, gas-fired generator, wind farm, electric load, and P2G unit are placed in the power system, respectively;[image: image], [image: image], [image: image], [image: image], and [image: image] represent the output electrical power of coal-fired generator [image: image], the output electrical power of gas-fired generator [image: image], the output electrical power of wind generator [image: image], the electrical power consumption of electrical load [image: image], and the input electrical power of P2G unit [image: image] during time interval [image: image], respectively.
3.3.2 Transmission Capacity Constraints
The direct current (DC) power flow is utilized in this work to determine the power flowing through power lines. Based on the DC power flow model, the transmission capacity constraints for power lines can be formulated as follows.
[image: image]
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where [image: image] represents the power flowing through power line [image: image] during time interval [image: image]; [image: image] represents the limitation of power flowing through power line [image: image] during time interval [image: image]; [image: image] represents the row vector in power transfer distribution factors (PTDF) matrix corresponding to power line [image: image]; and [image: image] represents the column vector of input power at each node in the power system during the time interval [image: image].
3.3.3 Operation Power Limitation Constraints
The output power of each generation should also be limited in its operating region.
[image: image]
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where [image: image] represents the on/off state for coal-fired generator [image: image] during time interval [image: image] and equals to 1 when the generator is on; [image: image] and [image: image] represent the minimal and maximal output power limitation for coal-fired generator [image: image], respectively; [image: image] and [image: image] represent the minimal and maximal output power limitation for gas-fired generator [image: image], respectively; [image: image] and [image: image] represent the minimal and maximal input power limitation for P2G unit [image: image], respectively.
3.3.4 Start-Up and Shut-Down Time Duration Constraints
The time duration of being start-up and shut-down for coal-fired generators is supposed to be limited in the required range.
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where [image: image] and [image: image] represent the minimal time duration of being start-up and shut-down for coal-fired generator [image: image], respectively.
3.3.5 Ramp Rate Constraints
The ramp rate constraints for coal-fired generators can be depicted as follows.
[image: image]
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where [image: image] and [image: image] represent the maximal up and down ramp rates for coal-fired generator [image: image], and [image: image] represents a large number which is much larger than other parameters and variables in the model.
3.3.6 State of Generator Constraints
The state of the coal-fired generators should meet the following constraints. When the on/off state of the coal-fired generator [image: image] during the time interval [image: image] is different from that during the time interval [image: image], [image: image], otherwise, [image: image]. And the on/off state change during the first time interval is neglected, i.e. [image: image].
[image: image]
[image: image]
[image: image]
3.4 Energy Conversion Constraints
In the IEGS, the GFU and P2G units play a very important role in coupling the energy flow of different systems. With the hydrogen blending to the traditional natural gas system, the P2G unit can be classified into two categories, i.e. P2M unit and P2H unit. In order to guarantee co-operation safety, the constraints for the energy coupling units must also be met and they are discussed as follows.
3.4.1 Gas-Fired Unit Operation Constraints
The output power of GFU is associated with consumed gas by its efficiency coefficient. In this work, hydrogen is injected into the natural gas system. Therefore, the gas consumed by the GFU is blended gas of hydrogen and methane. Based on the assumption that the volume ratio of hydrogen blending in the natural gas pipeline, i.e. [image: image], keeps constant and meanwhile the volume ratio [image: image] is not very large, the GFUs in the system are assumed to be able to utilize the mixed gas directly. The operation of the GFUs is supposed to meet the following constraints.
[image: image]
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where [image: image] represents the mass flow rate of gas flowing into gas-fired generator [image: image] during time interval [image: image]; and [image: image] represents the energy conversion efficiency coefficient of the gas-fired generator [image: image].
Eq. 45 describes the relationship between the output power of gas-fired generator [image: image] and the mass flow rate of gas consumed by it.
3.4.2 Power-To-Gas Unit Operation Constraints
The P2M unit and P2H unit are both required to meet the corresponding operation constraints.
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where [image: image] represents the mass flow rate of methane produced by the P2M unit [image: image] during time interval [image: image]; [image: image] represents the electric power consumed by the P2M unit [image: image] during time interval [image: image]; [image: image] represents the energy conversion efficiency coefficient of the P2M unit [image: image]; [image: image] represents the mass flow rate of hydrogen produced by the P2H unit [image: image] during time interval [image: image]; [image: image] represents the electric power consumed by the P2H unit [image: image] during time interval [image: image]; [image: image] represents the energy conversion efficiency coefficient of the P2H unit [image: image]. And the minus sign of the mass flow rate in Eqs 49, 50 results from that the mass flow rate of gas produced by the P2G unit is regarded as gas load for the natural gas system in this work.
3.5 Summary of the Deterministic Schedule Optimization Problem
According to the above analysis, the model of the deterministic schedule optimization problem can be summarized as follows.
Objective: (22)
Subject to:
Natural gas system constraints: (20), (21), (25)–(29)
Power system constraints: (30)–(41)
Energy conversion constraints: (45)–(51)
4 ROBUST SCHEDULING METHODOLOGY
The deterministic schedule optimization model for the IEGSH is formulated in Section 3 and the form of the model is described as Eq. 52.
[image: image]
where [image: image] represents the column vector consisting of coefficient of the objective function; [image: image] and [image: image] represent the column vector consisting of decision variables of on/off state for coal-fired generators and the column vector consisting of all other decision variables; [image: image] represents the column vector consisting of output power for wind generators;[image: image], [image: image] and [image: image] represent coefficient matrix of decision variables and output wind power for all considered constraints; [image: image] represents the constant column vector.
In model (52), the uncertainty of parameters is not considered and the uncertainty of the wind power is taken into consideration in this section. To optimize the day-ahead schedule with economic efficiency, high reliability, and safety, a two-stage robust schedule optimization method is established. The unit commitment (UC) master problem in the deterministic scenario is optimized in the first stage, which is with the similar form of Eq. 52. The UC plan determined in the first stage acts as the known parameter for the feasibility sub-problem in the second stage. Then the robust feasibility of the UC plan is verified and the feasible cut is added into the UC problem in the first stage. And the robust problem for day-ahead scheduling is solved iteratively by the C&CG algorithm.
4.1 Feasibility Sub-problem
Feasibility sub-problem aims to validate the robust feasibility when the wind power is of uncertainty. The formulation of the feasibility sub-problem based on Eq. 52 is shown as Eq. 53.
[image: image]
where s is a column vector of slack variables introduced to ensure the problem feasible; [image: image] represents the column vector consisting of decision variables of on/off state for coal-fired generators determined by the master problem; [image: image] is a column vector, whose value of elements corresponding to [image: image] and [image: image] equals to 0 and value of elements corresponding to [image: image] equals to 1; [image: image] represents the coefficient matrix of slack variables for considered constraints; [image: image] and [image: image] represent column vector of upper and lower bound for the fluctuation range of wind power.
The main constraints of the feasibility sub-problem are the same as the master problem, except that [image: image] is already determined and the [image: image] is of uncertainty. However, the constraints relevant with [image: image] should be modified and added the slack variables.
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where [image: image] represents the output electrical power of coal-fired generator [image: image] during time interval [image: image] in the scenario considering the uncertainty of wind power; [image: image] represents the slack variable.
The objective function of the sub-problem must equal to a positive value owing to that all elements of s are not less than 0. the UC plan determined by the master problem can ensure the operation of the IEGSH safe and reliable, which means that the ahead-day scheduling is of enough robustness to deal with all uncertain wind power scenarios, when the objective function equals to 0. Otherwise, there is at least an uncertain wind power scenario in which some constraints cannot be met, because there is at least a slack variable that doesn’t equal to 0.
The sub-problem is a two-level optimization problem, whose inner level is a minimization problem and outer level is a maximization problem, and the objective function of the inner and outer problem is the same. In order to solve the two-level optimization problem, the inner minimization problem can be transferred into its dual problem, which is a maximization problem.
[image: image]
where y represents the column vector consisting of dual variables of the primal problem.
The existence of the multiply term of [image: image] and [image: image] makes the objective function nonlinear, which also makes the problem hard to be solved. In this work, a linearization method is used to deal with this problem.
The box uncertainty set is used to describe the fluctuation range of wind power. The schedule plan is robust enough to deal with the uncertainty when the relevant constraints can be met in the extreme scenario. The extreme scenario for wind power can be described as follows.
[image: image]
where [image: image] represents the element [image: image] in [image: image]; [image: image] and [image: image] represent the upper and lower bound for fluctuation range of [image: image]; [image: image] represents the forecast value of [image: image]; [image: image] and [image: image] represent the positive and negative fluctuation ratio of [image: image] relative to [image: image]; [image: image] represents binary variable to determine the value of [image: image].
Therefore, the nonlinear term of in Eq. 58 can be transferred into the following form.
[image: image]
where [image: image] represents the set consisting of all [image: image].
Introduce the auxiliary variable vector [image: image] to indicate the term of [image: image] and constraint [image: image] as Eq. 61 to linearize the term of [image: image].
[image: image]
Based on the above analysis, the sub-problem can be transferred into the following form, which is a linear programming problem and can be solved more easily.
[image: image]
4.2 Column-and-Constraint Generation Iterative Algorithm
The robust schedule optimization model established in this paper consists of the master problem and feasibility sub-problem and an iterative solving method based on the C&CG algorithm is proposed to solve the problem. The scheme of the method is illustrated in Figure 2 and the specific steps of implementation are as follows:
[image: Figure 2]FIGURE 2 | Scheme of the C&CG iteration algorithm.
Step 1. Construct the structure and input the basic parameters of the IEGSH and equipment. Initialize the model and set k = 0.
Step 2. Solve the master problem at the scenario with the forecast wind power and determine the UC plan u*k.
Step 3. Solve the feasibility sub-problem and validate the feasibility of the UC plan u*k by comparing the objective value, i.e. [image: image], with the convergence error [image: image].
Step 4. The result [image: image] means that the UC plan u*k can meet the robust requirement for all wind power scenarios and then the UC plan u*k can be outputted as the robust day-ahead schedule.
Step 5. The result [image: image] means that there is at least one scenario at which the UC plan u*k cannot meet the required constraints. Therefore, set k = k+1 and generate and add new feasible cut constraints into the master problem. Then go back to Step 2. The forms of the feasible cut constraints are shown as follows and wk represents the wind power at the extreme scenario.
[image: image]
5 RESULTS AND DISCUSSION
In this work, the IEGSH built as the test system consists of the IEEE 39-bus power system, shown in Figure 3, and the 27-node natural gas system, shown in Figure 4. There are 29 branches and 26 pipes in the power system and natural gas system, respectively. There are totally 10 generators in the power system and the generators at Bus 32 and 33 are GFUs, connected to Node 13 and 22 in the natural gas system, both with capacities of 400 MW and the efficiencies are 16.5 MW/(kg/s) and 19.8 MW/(kg/s). The generators at Bus 35 and 38 are wind farms. The 2 P2G units, including P2M and P2H unit, are located in Bus 17 and 22, which are connected to Node 27 and 8 in the natural gas system, both with capacities of 400 MW and comprehensive efficiencies are 0.0055 (kg/s)/MW and 0.0064 (kg/s)/MW. The parameters of coal-fired generators are shown in Table 1. The day-ahead forecast curve of wind power and electric load power curve and the natural gas load curve used in this work are shown in Figure 5 and Figure 6, respectively. The blending volume ratio of hydrogen into the natural gas pipeline is set as 5%. And the price of coal, natural gas, and hydrogen are set as 500 CNY/t, 2 CNY/kg, and 20 CNY/kg. And the convergence error ε is set as 0.0001.
[image: Figure 3]FIGURE 3 | The topology of the electric system in IEGSH.
[image: Figure 4]FIGURE 4 | The topology of the natural gas system in IEGSH.
TABLE 1 | The parameters of the coal-fired generators in the IEGSH.
[image: Table 1][image: Figure 5]FIGURE 5 | The day-ahead forecast curve of wind power and electric load power curve.
[image: Figure 6]FIGURE 6 | The natural gas load curve.
In this study, two cases, i.e. deterministic and stochastic cases, are set to validate the effectiveness and feasibility of the proposed method. In the deterministic case, the uncertainty of the parameter is not considered, and the day-ahead schedule is optimized by the model established in Section 3. In the stochastic case, the uncertainty of the wind power is taken into consideration and the maximum fluctuation deviation is set as ±50%, and the day-ahead schedule determined by the robust model proposed in Section 4 can deal with the uncertainty of wind power to guarantee the operation safety, reliability of electricity supply and accommodation of wind power.
5.1 Deterministic Case
The schedule of UC plan for coal-fired generators determined in the deterministic case is shown in Figure 7 and the optimal operation strategy is shown in Figure 8. The operation cost for the corresponding operation strategy is shown in the second column of Table 2. In Figure 7, the on/off states of each coal-fired generator for each time interval are indicated by the colored dot and the colored dot during one time interval means that the corresponding generator is turned on during that time interval. As Figure 7 shows, there are 3 coal-fired generators turned on during the whole day while the other 3 coal-fired generators are turned off during the day, therefore, the start-up and shut-down cost is 0. In Figure 8, the output and consumption power of each equipment for each time interval are indicated by the height of the colored bar, and the consumption power of P2G units is regarded as minus output power. The electric energy supplied by coal-fired generators, GFUs, wind farms, and consumed by P2G units during the whole day are 29793.09 MWh, 12170.32 MWh, 23738.80 MWh, and 1611.65 MWh, respectively. The costs for purchasing coal and gas are 4539314 CNY and 10242638 CNY, while the total operation cost for IEGSH is 14781952 CNY.
[image: Figure 7]FIGURE 7 | The day-ahead schedule of coal-fired generators in the deterministic case.
[image: Figure 8]FIGURE 8 | The day-ahead operation strategy for electric system in the deterministic case.
TABLE 2 | The operation cost of different cases.
[image: Table 2]The adoption of the dynamic energy flow equations for the natural gas system can describe the dynamic operation process of gas in the gas pipeline. And the analysis of the dynamic transmission process is carried out as follows. Taking pipe 3–5, of which Node 3 is the front and Node 5 is the end, as an example, the mass flow rate of the gas flowing through this pipe and the pressures at its two ends are depicted in Figure 9. As Figure 9A shows, the mass flow rates of the gas outgoing the Node 3 and incoming the Node 5 do not necessarily equal to each other at each time interval, owing to the dynamic characteristic of gas is considered. However, the mass flow rates of gas at the front and end of each pipe are the same in many previous studies, in which the steady-state model of natural gas system is applied.
[image: Figure 9]FIGURE 9 | The dynamic energy flow through pipe 3–5 of the natural gas system. (A) The mass flow rate at the front and end of pipe 3–5. (B) The pressure of gas at Node 3 and Node 5.
The fact that the pressure of the pipe increases when the outgoing mass flow rate of gas at its front node along the pipe is larger than the incoming mass flow rate of gas at its end node along the pipe and vice versa is obvious. Figure 9B depicts the changes of the pressures of the gas at Node 3 and Node 5. By comparing changes of the mass flow rates and pressures, it can be noticed that the pressure of the pipe increases between 1:00 and 8:00 and the outgoing mass flow rate of gas at Node 3 along the pipe 3-5 is larger than the incoming mass flow rate of gas at Node 5 along the pipe 3-5 in this time period, which is consistent with the theory. The similar conclusions can be drawn during other time periods in the day.
5.2 Stochastic Case
The schedule of UC plan for coal-fired generators determined in the stochastic case is shown in Figure 10 and the optimal operation strategy is shown in Figure 11. The operation cost for the corresponding operation strategy is shown in the third column of Table 2. Similar to Figure 7, in Figure 10, the colored dot during one time interval means that the corresponding coal-fired generator is turned on during that time interval. As Figure 10 shows, there are 4 coal-fired generators turned on during the whole day while one coal-fired generator is turned off during the day and the other one coal-fired generator starts up at 7:00 and shuts down at 19:00. And the start-up and shut-down cost is 220000 CNY, different from that in the deterministic case.
[image: Figure 10]FIGURE 10 | The day-ahead schedule of coal-fired generators in the stochastic case.
[image: Figure 11]FIGURE 11 | The day-ahead operation strategy for electric system in the stochastic case.
In Figure 11, the output and consumption power of each equipment for each time interval are also indicated by the height of the colored bar. The electric energy supplied by coal-fired generators during the whole day is 31332.49 MWh, which is more than that in the deterministic case. The electric energy supplied by GFUs during the whole day is 10334.14 MWh, which is less than that in the deterministic case. The electric energy consumed by P2G units during the whole day is 1314.85 MWh. The difference between the two cases results from the reason that more coal-fired generators are supposed to be turned on to guarantee the reliability of electricity supply and accommodation of wind power when the IEGSH suffers extreme uncertainty.
As Table 2 shows, the costs for purchasing coal and gas are 4892033 CNY and 9874362 CNY. The total operating cost for IEGSH is 14986395 CNY, which is 204443 CNY more than that in the deterministic case to promote the robustness of the system.
5.3 Robustness Validation of the Proposed Robust Schedule Optimization Model
As for the same forecast curve of wind power, the operation cost of schedule determined by the proposed robust schedule optimization model is more than that determined by the deterministic model, which means the operation strategy is less economically efficient but more robust. To validate the superiority of the proposed robust schedule optimization model in promoting the robustness of the IEGSH, the following works are carried out.
Figure 12 illustrates the ten wind power curves generated to act as the intra-day actual operation scenarios, which are all among the maximum [image: image] uncertainty fluctuation range. It can be seen that all wind power curves are between the upper and lower fluctuation bound curves. The validation model is similar to the deterministic model proposed in Section 3 but the objective is changed into minimizing the sum of wind curtailment and electric load curtailment. Besides, the schedule of UC plan for coal-fired generators determined in the deterministic and stochastic case are chosen as the determined intra-day schedule, respectively.
[image: Figure 12]FIGURE 12 | The wind power curves in the ten scenarios generated and the forecast scenario.
As for the UC plan determined in the deterministic case, the solving results for the ten intra-day wind power scenarios are shown in Table 3. It can be seen that there is load curtailment in all generated scenarios and wind curtailment in scenarios 2 and 5. The maximum load curtailment is up to 796.53 MWh and the reliability of electric supply is weak, which means the schedule is of poor robustness.
TABLE 3 | The load curtailment and wind curtailment for the UC plan determined by the deterministic model in the generated scenarios.
[image: Table 3]Different from the situation in the deterministic case, there is only 12.06 MWh load curtailment in the scenario 6 and the load curtailment and wind curtailment in other scenarios all equal to 0 when the schedule of UC plan determined by the robust model is chosen as the intra-day schedule, which indicates that the robustness of the day-head schedule is of great robustness.
5.4 Carbon Emission Reduction Resulting From Hydrogen Blending
The P2H unit can produce hydrogen by using renewables, which can promote the accommodation of the renewables and blend the hydrogen into the natural gas pipeline to realize the storage and transportation of hydrogen. It can not only reduce the investment cost of the specific pipeline but also reduce the carbon emission during the utilization of the natural gas because the hydrogen blended in the methane is clean energy.
To quantify the benefit of blending hydrogen, set the discounted standard coal coefficient of methane and carbon emission coefficient of standard coal as 1.674 t standard coal/t and 2.66 t CO2/t standard coal, respectively. As for the operation strategy optimized by the deterministic model and robust model, the corresponding CO2 emission can be calculated and is shown in Table 4. The CO2 emissions of the deterministic and stochastic operation strategy are 46883.02 t and 47942.08 t when considering the involvement of hydrogen, respectively, which are 17.96 t and 17.31 t less than that of the situation without hydrogen blending.
TABLE 4 | The CO2 emission at each operation strategy.
[image: Table 4]In the future, the hydrogen blend ratio will further increase and the hydrogen blending technology will be put into scale application as the corresponding technologies develop and mature. It can be foreseen that the hydrogen blending technology will be able to play a more and more important role in reducing carbon emission.
6 CONCLUSION
This paper focuses on the robust day-ahead schedule of the IEGS considering blending hydrogen. The energy flow model of natural gas system considering the dynamic characteristic of gas pipeline and blending of hydrogen is proposed. Further, a robust schedule optimization model is proposed and the solving method based on the C&CG algorithm is adopted to solve the problem. Then case studies on a test system combining a 39-bus electric system and a 27-node natural gas system verify the effectiveness and superiority of the proposed method. From the results of case studies, our findings and conclusions can be drawn: 1) The changes of the gas pressure and mass flow rate determined by the proposed dynamic energy flow model accord with the theory. The adoption of the dynamic energy flow equation for the gas in the pipeline can help ensure the operation safety of gas system because the description of gas transmission is more accurate. 2) The day-ahead schedule determined by the proposed robust optimization model is of less economic efficiency but much more robustness compared with the deterministic model. The reliability of electric supply and the accommodation of renewables can be ensured better by using the proposed methodology. 3) The blending hydrogen in the natural gas pipeline can reduce carbon emission during the operation of the IEGS owing to the non-pollution characteristic of hydrogen. The methodology proposed in this paper can help ensure the operation safety of the systems in scenarios with high uncertainty and give some reference for the development of blending hydrogen technology.
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