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In this paper, the three newly published Multi-Objective Bonobo Optimizer (MOBO)
variants are assessed and evaluated using statistical analysis for solving the multi-
objective optimization of Distributed Generation (DG) into distribution systems. The
main objectives of the study are to minimize system loss and enhance voltage profile.
While the first variant, MOBO1, depends on the sort and grid-index approach, the second
variant, MOBO2, relies on the Non-dominated Sorting Genetic Algorithm-II (NSGA-II)
algorithm technique. The last variant, MOBO3, is inspired by the Multi-objective
Evolutionary Algorithm based on Decomposition (MOEA/D). The three MOBO
algorithms are compared to themselves and to other algorithms solving the same
optimization problem. These algorithms include the MOJAYA, Multi-Objective Artificial
Ecosystem-Based Algorithm (MOAEO), Multi-Objective Gravitational Search Algorithm
(MOGSA), and Multi-Objective Particle Swarm Optimization (MOPSO). The 33-bus and
85-bus radial distribution systems are used test systems for solving the optimal allocation
of single- and three-DG units operating at unity power factor. In order to find the best
compromise solution, the Pareto Optimal front method is adopted with the help of a fuzzy-
based function. The obtained results show the effectiveness of the MOBO variants
compared with other algorithms in terms of different statistical parameters and multi-
objective performance metrics such as diversity, hypervolume, spacing, and set coverage.
While the MOBO algorithm reduces power loss and TVD by 39.59 and 68.31% for a single
DG, they are reduced to 58.13 and 88.44% for three DG units allocated to the 33-bus
distribution system, respectively. On the other hand, the MOBO algorithm reduces power
loss and TVD by 37.28 and 66.84% for a single DG, respectively, they are decreased to
46.35 and 82.53% for three DG units assigned to the 85-bus distribution system. Among
the three MOBO variants, it is found that the MOBO1 is superior for a single-DG allocation,
while the MOBO3 is the best for the allocation of three-DG units.
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INTRODUCTION

Distributed Generations (DGs) are fast gaining popularity due to
their efficacy in reducing system capital costs and resolving
capacity issues. They also require little space, are quick to
build, and cut greenhouse gas emissions. Increased demand,
liberalization of the electricity market, and worries about
greenhouse emissions have contributed to a recent surge in
interest in DGs. Traditional energy sources like thermal and
hydropower facilities have many constraints like high building
costs and long-distance transmission; they are complex and
inefficient. DG sizing and allocation are critical to system
efficiency, dependability, and power quality. Inappropriate DG
allocation increases system losses and thus total cost.
Determining the optimal size and location of the DG is
critical. Single or multi-objective functions can solve
optimization difficulties. There are two ways to tackle multi-
objective issues. First, using weighting factors, turn the multi-
objective problem into a single-objective problem with a single
dependant solution. Even a tiny change in the parameter’s weight
affects the DG’s size and placement forecast. The second strategy
is to create non-dominated Pareto-optimal solutions using meta-
heuristic algorithms.

The primary purpose of the multi-objective optimization
(MOO) method is to discover diverse Pareto-optimal solutions
to help the decision-maker (DM) select the most acceptable
option among many practical and optimum alternatives. The
researchers used to transfer the MOO problem into a single-
objective optimization (SOO) problem in the past. The global
criterion technique (Bechikh et al., 2018) converts MOO
problems into SOO problems by minimizing the distance
between various reference sites and viable destination places.
The aggregated sum technique turns a MOO problem into an
SOO problem using the DM weights and then solves it with a
single-objective optimizer (Abdel Aleem et al., 2020). While it is
straightforward to use, it has two shortcomings: difficulty
selecting proper weights and inability to discover non-convex
portions of the Pareto-front. Traditionally, MOO approaches
attempted to reduce MOO problems to SOO problems.
However, in most real-world MOO issues, appropriate
solutions are rarely discovered using these conventional
approaches, as the objectives frequently conflict.

Numerous Multi-objective Evolutionary Algorithms
(MOEAs) and nature-inspired metaheuristic algorithms have
been created during the last three decades to handle real-world
MOO issues. In (Zitzler and Thiele, 1999), the authors proposed
the Strength Pareto Evolutionary Algorithm (SPEA), an external
repository of previously discovered Pareto-optimal solutions. The
method assigns fitness values to individuals based on Pareto
dominance, and these fitness values are computed only from the
external archive’s non-dominated solutions. Then, clustering
limits the number of non-dominated solutions saved in an
external archive without compromising the Pareto-front
properties. The Pareto Archived Evolutionary Strategy (PAES)
established a novel adaptive grid approach with a low computing
cost (Knowles and Corne, 2000). To increase convergence, a
version of the Non-dominated Sorting Genetic Algorithm

(NSGA-III) algorithm based on fine final level selection is
proposed (Gu et al., 2021). The solutions in the critical layer
are sorted first using a dominant relation. Then, an index and
favor convergence is used to analyze an individual’s convergence
for various conditions. Additionally, the strategy simplified the
computing process. By applying decomposition techniques, the
Multi-objective Evolutionary Algorithm based on Decomposition
(MOEA/D) (Qiao and Ma, 2020) decomposes the voltage/Var
MOO problem into a series of subproblems involving scalar
optimization. Then, an evolutionary algorithm is utilized to
simultaneously optimize these subproblems. MOEA/D requires
fewer computational resources than NSGA-II.

DG integrated with distribution systems has been widely
investigated based on the objective function and optimization
approaches (Eid and Abdel-Akher, 2017; Eid et al., 2021a; Hassan
et al., 2021). The MOO methods are adopted in different
problems regarding the distribution systems when integrated
with DG units. Most of the studies optimize DG units to
enhance the performance of the distribution systems by
reducing the system losses, total voltage deviation, or
increasing the system stability. In order to achieve two or
more of those objectives simultaneously, the MOO algorithms
optimally choose the best location and size of DG units attached
to the distribution systems. Different efforts in the literature have
been made for optimal allocations of renewable energy resources
into distribution systems. The author in (Eid, 2021) adopted the
MO particle swarm optimization (MOPSO) to optimally allocate
a single-DG to reduce the power loss, TVD, and enhance the
system stability. Both aggregated sum and POF techniques are
adopted for MOO. The authors (Eid and El-kishky, 2021) have
applied the MO Archimedes optimization algorithm (AOA) for
energy loss minimization during the 24 h operation of
distribution systems integrated with DG units and its results
were better than that for the PSO and Atom Search Optimization
(ASO) algorithms. The Marine Predator Algorithm (MPA) was
applied on two standard test systems, 69-bus and 118-bus
distribution networks (Eid et al., 2021b) for the optimal
allocation of both active and reactive energy resources to
prove its efficiency and scalability. The Chaotic Improved
Honey Bee Mating Optimization (CIHBMO) algorithm
(Niknam, 2011) controls the daily volt/var for distribution
systems integrated with DG units. The algorithm optimizes
the DGs to reduce the generation cost, energy loss, and TVD.
The fuzzy-based function is used to find the best compromise
solution (BCS) from the Pareto Optimal Front (POF). The POF
with a fuzzy-based function is used to find the optimal size and
location of multiple DG units into different distribution systems
using an Enhanced Artificial Ecosystem-Based Optimization
(EAEO) (Eid et al., 2020) algorithm. The objectives included
minimizing the system loss, TVD and enhancing the system
stability. The DG units are optimized at unity and optimal power
factors. The improved Genetic Algorithm (GA) is used (Meena
et al., 2018) to allocate distributed energy resources with existing
voltage regulation schemes for annual energy loss and voltage
deviation minimizations under different scenarios. The
aggregated sum technique was adopted for solving the MOO
problem. Microgrids’ economic and emission control were
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optimized by allocating different energy sources optimally (Kharrich
et al., 2021a), (Kharrich et al., 2021b) using different optimization
algorithms and techniques. The authors (Abdelsalam, 2019) used the
Sine-Cosine Algorithm (SCA) to maximize DGs and capacitor
banks’ technical and economic benefits with distribution systems
for two standard IEEE 33 and 69-bus radial distribution systems and
its results was able to maximize the annual savings and hybrid
integration of DGs to distribution networks is preferable than
integrating one of them alone. These benefits included the
voltage profile, system losses, reliability, and annual energy
savings. Based on voltage stability index and loss sensitivity
factor, the authors of (Yuvaraj and Ravi, 2018) use the Cuckoo
Search Algorithm (CSA) to optimally allocate DG units and
DSTATOM in radial distribution systems to minimize the power
losses and enhance the bus voltages. The authors adopted the
aggregated sum technique for solving the MOO problem. The
aggregated sum is adopted in (Abdelaziz et al., 2015) to solve a
MOOproblem of optimal allocation of a single-DG to reduce active/
reactive loss, voltage deviation, and reverse capacity objectives using
the supervised Big Bang–Big Crunch (BB-BC) method. The
algorithm was applied to solve both balanced and unbalanced
systems. The assignment of DGs along radial distribution
networks is addressed using a backtracking search optimization
algorithm (BSOA) (El-Fergany, 2015). The best locations of DG
units were determined using the loss sensitivity factor and voltage
stability index. The weighted factors or aggregated method
transferred the MOO problem into an SOO one to optimally
allocate a single-, two- and three-DG units. A genetic MO solver
(GMOS) with linear programming (Al-Ammar et al., 2021a) was
adopted to solve a MO problem containing many economic,
technical, and environmental objectives while integrating
renewable energy sources and batteries into the distribution
network. The objectives include energy price arbitrage,
transmission access fee, energy losses, power quality, and
environmental emissions. The artificial bee colony (ABC)
algorithm (Al-Ammar et al., 2021a) was introduced to handle the
MOO problem of optimally sizing and positioning distributed
generation (DGs) in distribution networks while minimizing total
energy cost, total power loss, and average voltage drop. A
decomposition-based archiving approach (DAA) was presented
(Zhang et al., 2018), inspired by the decomposition strategy. The
entire objective space was uniformly partitioned into several sub-
spaces according to a set of weight vectors. For each generation, a
single non-dominated solution located in a subspace is picked to be
used for updating the external archive, taking its variety into account.
The ideal locations and quantity of required demand reduction to
keep the network under statutory limits were determined using a
genetic algorithm-based MOO approach (Davarzani et al., 2019).
The methodology used probabilistic estimation to determine the
granularity of total possible flexible demand from shiftable
household appliances in each low voltage feeder.

Recently, some researchers tried to solve the MOO problem
using different methods. Sequential quadratic programming
(SQP) deterministic technique (Darfoun and El-Hawary, 2015)
was used to lower the network power losses and minimize DG
installation costs. The objectives were integrated into a scalar
objective optimization problem using the weighted sum method.

Moreover, the authors also adopted the POF principle for solving
the MOO of allocating DG units into distribution systems. The
MOO function of the optimal placement and sizing of
DSTATCOM using Whale Optimization Algorithm (WOA)
(Noori et al., 2021) in the distribution network utilized a
weighted coefficient to account for loss minimization, voltage
profile enhancement, and reliability enhancement. The artificial
bee colony (ABC) algorithm (Al-Ammar et al., 2021b) was used
to optimize the sizing and location of DGs in distribution
networks in order to minimize total energy costs while also
minimizing power loss and average voltage drop. The
aggregated sum technique was adopted to solve the MOO
problem of optimal allocating of DG and DSTATCOM units
(Thangaraj and Kuppan, 2017) with distribution systems in order
to minimize the power loss, TVD, and maximize the stability
index using the Lightning Search Algorithm (LSA). A
combination of Modified Gravitational Search and PSO
Algorithm (MGSA-PSO) (Zhang et al., 2022) was proposed for
electric vehicle demand dispatch in a microgrid for different

FIGURE 1 | A flow chart of the BO main steps.
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charging and discharging scenarios to reduce operating costs cost,
pollutant treatment cost, and reduce the load variance of the
power grid. The authors used the aggregated sum to transfer the
MOO problem into an SOO one. The multi-objective Water
Cycle Algorithm (MOWCA) (Mohamed et al., 2019) optimized
renewable energy resources to minimize annual costs, power loss,
and greenhouse gas emissions. The fuzzy-decision-based function
was applied simultaneously to find the best solution for the three
objectives. The Manta Ray Foraging Optimization Algorithm
(MRFO) (Hemeida et al., 2020) was used to determine the size
and position of DG units for reducing active power loss, voltage
deviation and for maximizing the voltage stability index. The
authors had been used the aggregated sum method to solve the
MOO problem.

The freshly invented Multi-Objective Bonobo Optimizer
(MOBO) (Das et al., 2020) is marketed as an intelligent and
high-performing optimization technology with self-adjusting
control settings. MOBO has been reported to perform
admirably across a range of test functions and real-world
optimization situations. It is capable of achieving an optimal
balance of population variety and convergence. The MOBO
solved the optimization standard mathematical functions
effectively and with a fast response at the same time. These
advantages of MOBO encourage the authors to adopt it for the
first time in DG optimal allocation into distribution systems to
solve the MO problem of reducing the power loss and enhancing
the voltage profile of the system. The proposed three variants of
the MOBO are implemented, and their performances are
statistically compared to solve the problem of optimal DG
allocation. These variants include MOBO1 based on the non-
dominated sort method and grid-index approach (Coello Coello
and Lechuga, 2002), MOBO2 inspired from the NSGA-II (Deb
et al., 2002) algorithm, and MOBO3 founded from MOEA/D
(Hui Li and Li, 2007). The performances of three newly published
MOBO variants had been tested on a set of thirty diversified
benchmark test functions in the paper (Das et al., 2020) and the
obtained results were compared with that of four other well-
known multi-objective optimization techniques including
MOPSO, MOEA/D, Multi-Objective GreyWolf Optimizer
(MOGWO), and NSGA-II. The three variants of the MOBO
algorithms optimize single- and three-DG units operating at a
unity power factor to reduce the total system loss and voltage
deviation from unity. The following are the primary
contributions of this research:

• Developing Multi-objective framework to determine the
optimal allocations of single and three-DG units in radial
distribution systems with the aim of reducing the total
power losses and enhancing the voltage profile.

• The three variants of MOBO (MOBO1, MOBO2, and
MOBO3) are implemented to solve the MOO problem
for different distribution systems with multiple DG units.

• Statistical analysis is used to compare the three MOBO
algorithm versions to one another and to four well-
established algorithms.

• In order to evaluate the three variations of MOBO to other
algorithms, multi-objective performance metrics, including

the diversity, hypervolume, spacing, and set coverage, are
adopted.

PROBLEM FORMULATION

Single-Objective Optimization
The objective functions optimized in this work are the total loss
and total voltage deviation of distribution systems. If we assume a
branch, i connected between any two buses j, k, the current
through the branch, Ijk is a function of the demand at the
receiving end at bus k.

Ijk � [Pk + jQk

Vk
]p

(1)

FIGURE 2 | Layout of the 33-bus system.

TABLE 1 | Statistical analysis for BCS of power loss with a single DG allocation for
33-bus system.

Algorithm Mean SD SE Min Max

MOBO1 0.60440 0.000E+00 0.000E+00 0.60440 0.60440
MOBO2 0.60409 5.207E−04 2.083E−05 0.60260 0.60440
MOBO3 0.60547 7.718E−03 3.087E−04 0.60090 0.64290
MOJAYA 0.60575 6.623E−03 2.649E−04 0.60440 0.63820
MOAEO 0.60612 1.158E−02 4.633E−04 0.59560 0.63810
MOGSA 0.59636 3.056E−02 1.222E−03 0.55140 0.68460
MOPSO 0.62261 3.211E−02 1.284E−03 0.60260 0.75860

TABLE 2 | Statistical analysis for BCS of TVD with a single-DG allocation for 33-
bus system.

Algorithm Mean SD SE Min Max

MOBO1 0.31690 1.665E−16 6.661E−18 0.31690 0.31690
MOBO2 0.31729 6.371E−04 2.548E−05 0.31690 0.31910
MOBO3 0.31690 3.090E−03 1.236E−04 0.30310 0.32100
MOJAYA 0.31594 4.723E−03 1.889E−04 0.29280 0.31690
MOAEO 0.31674 8.788E−03 3.515E−04 0.29290 0.32730
MOGSA 0.33994 2.793E−02 1.117E−03 0.27700 0.40040
MOPSO 0.30481 1.951E−02 7.805E−04 0.22780 0.31900
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Where Pk, Qk are the active and reactive demand at bus k; Vk is the
voltage at the same bus; the star indicates the conjugate operation.

The real power loss is calculated after solving the distribution
systems using the forward/backward load flow method (Teng and
Chang, 2007). The power losses of each branch are calculated from
the current and the branch resistance and reactance, respectively as:

Pi,loss �
∣∣∣∣Ijk∣∣∣∣2 × Rjk (2)

Where Pi,loss represents the branch active loss; Rjk, represents the
branch resistance. If the system has Nr branches, then the total
power loss (PLoss) of the system is expressed as:

PLoss � 3 × ∑Nr

i�1
Pi,loss (3)

Where three is included for a three-phase system.
The first objective function (fobj,1) for minimizing the total

system loss is:

fobj,1 � min(PLoss) (4)
The RDS’s radial design aids in voltage reduction

when high loads are located distant from the slack bus.
The second objective function is to minimize the

FIGURE 3 | POF/BCS for different algorithms with one DG allocation in the 33-bus system.

TABLE 3 | Diversity, HV, Spacing metrics for different MOO algorithms with a single-DG allocation for 33-bus system.

Algorithm MOBO1 MOBO2 MOBO3 MOJAYA MOAEO MOGSA MOPSO

Diversity 0.78949 0.76912 0.90539 0.82011 0.77008 1.67900 0.80563
HV 0.13002 0.13003 0.12936 0.12967 0.12998 0.11638 0.12762
Spacing 4.922E−03 4.398E−03 4.769E−03 5.002E−03 4.192E−03 3.584E−03 8.761E−03
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total voltage deviation (TVD), which is denoted by the
following:

TVD � ∑Nb

i�1
|1 − |Vi|| (5)

WhereVi is the voltage at bus i;Nb is the number of system buses.
The second objective function (fobj,2) for minimizing the

TVD is:

fobj,2 � min(TVD) (6)

Multi-Objective Optimization
In this research, multi-objective optimization (MOO) is
adopted, and hence the above two single-objective
functions are combined to achieve both of them
simultaneously. Unlike single-objective optimization, many
solutions are available that construct a curve in MOO, and all
these solutions are non-dominated. Different techniques are
used in MOO to find the best compromise solution (BCS)
among the set of non-dominated points. These techniques
include the Pareto Optimal Front (POF) (ArabiNowdeh et al.,
2019), aggregated sum (Noori et al., 2021), and ε-constraint
(Eid, 2020), (Rawat et al., 2022). In this study, the most

efficient POF method is adopted. In order to use the POF
method to determine the BCS, the two objectives of power loss
and TVD are normalized as:

PLoss, n � PDG
Loss

PBase
Loss

(7)

Where PDG
Loss, P

Base
Loss represent the power losses with DG allocation

and with the base case, respectively; PLoss, n is the normalized loss.

TVD n � TVDDG

TVDBase
(8)

Where TVD n, TVDDG, TVDBase represent the normalized, with
DG allocation and base case TVD, respectively.

All not dominated solutions constitute the Pareto-optimal set
of solutions. As a result, a fuzzy-based function is utilized to
identify the optimal solution from among these (Eid, 2020),
(ArabiNowdeh et al., 2019) as:

∪k
i �

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, fobj,i ≤fmin
obj,i

fmax
obj,i − fobj,i

fmax
obj,i − fmin

obj,i

, fmin
obj,i ≤fobj,i ≤fmax

obj,i

0, fobj,i ≥fmax
obj,i

(9)

Where fobj,i is an objective function with a non-dominated
solution points k; fmin

obj,i, fmax
obj,i are the minimum and

maximum values of the objective function;
Then the function is normalized for each solution k, as follows:

∪k � ∑Nobj

i�1 ∪k
i∑Nns

k�1∑Nobj

i�1 ∪k
i

(10)

Where Nobj, Nns are the numbers of the objective functions and
non-dominated solution points.

This collection is ordered descendingly; the answer to the first
value is regarded as the BCS among the non-dominated solutions.

Problem and System Constraints
The proposed solution for the optimal allocation of DG units in
MOO fashion does not violate any system or problem constraints.
These constraints include the voltage limits, DG sizes, and power
balance equations. The voltage constraint keeps the voltage
within acceptable limits of:

Vi,min ≤Vi ≤Vi,max (11)
Where Vi,min, Vi,max are the minimum and maximum of the
voltage magnitudeVi at any bus i. Typically, the margin is ±5% of
the rated value (1 pu).

TABLE 4 | Set Coverage of different MOO algorithms with a single-DG allocation for 33-bus system.

Algorithm MOBO1 MOBO2 MOBO3 MOJAYA MOAEO MOGSA MOPSO

MOBO1 — 0.88776 0.60204 0.65306 0.53061 0.56122 0.70408
MOBO2 0.11224 — 0.51020 0.46939 0.50000 0.42857 0.65306
MOBO3 0.39796 0.50000 — 0.41837 0.27551 0.37755 0.60204

TABLE 5 | Statistical analysis for BCS of power loss with three DG allocation for
33-bus system.

Algorithm Mean SD SE Min Max

MOBO1 0.44065 2.657E−02 1.063E−03 0.39084 0.49671
MOBO2 0.46013 4.204E−02 1.682E−03 0.39530 0.54106
MOBO3 0.41872 1.389E−02 5.557E−04 0.39659 0.44749
MOJAYA 0.42166 2.262E−02 9.047E−04 0.36773 0.46239
MOAEO 0.41051 2.550E−02 1.020E−03 0.36727 0.46490
MOGSA 0.44683 3.571E−02 1.428E−03 0.39654 0.55060
MOPSO 0.42088 1.457E−02 5.830E−04 0.38580 0.44265

TABLE 6 | Statistical analysis for BCS of TVD with three DG allocation for 33-bus
system.

Algorithm Mean SD SE Min Max

MOBO1 0.11562 3.182E−02 1.273E−03 0.07063 0.19159
MOBO2 0.13616 5.509E−02 2.204E−03 0.05795 0.25543
MOBO3 0.13428 1.579E−02 6.317E−04 0.10816 0.16988
MOJAYA 0.14229 3.078E−02 1.231E−03 0.09771 0.22952
MOAEO 0.15295 4.122E−02 1.649E−03 0.09303 0.24863
MOGSA 0.17077 5.537E−02 2.215E−03 0.07895 0.29482
MOPSO 0.12869 2.607E−02 1.043E−03 0.09143 0.20035
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The total DG size (either single of multiple) is not allowed to
be more than the total system demand. Thus, the power flow does
not reverse in the system.

PDG,T � ∑NDG

i�1
PDG,i ≤PDd (12)

WhereNDG is thenumberof the optimizedDGunits;PDG,i is the power
of ith DG;PDd is the system total demand;PDG,T is the total DG power.

The DG units can be located at any system bus except for the
slack one. i.e.:

LDG,i � Li, i � 2: Nb (13)
Where LDG,i is the location of the ith DG unit; Li is the ith

candidate bus.
The power constraint is that the total injected power equals the

demand plus the losses, as:

PU + PDG,T � PDd + PLoss (14)
Where PU is the source (utility) power.

At every iteration during the solution, all these constraints are
satisfied. Otherwise, the step is avoided.

FIGURE 4 | POF/BCS for different algorithms with three DG allocation in the 33-bus system.

TABLE 7 | Diversity, HV, Spacing metrics for different MOO algorithms with three-DG allocation for 33-bus system.

Algorithm MOBO1 MOBO2 MOBO3 MOJAYA MOAEO MOGSA MOPSO

Diversity 0.73355 0.78890 0.65240 0.83660 0.66029 1.74140 0.77655
HV 0.11914 0.10003 0.11647 0.11549 0.11793 0.10149 0.10553
Spacing 1.227E−02 4.879E−03 2.224E−03 2.387E−03 2.264E−03 3.754E−03 4.358E−03
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OUTLINE OF THE BONOBO
OPTIMIZER (BO)

Bonobo Optimizer (BO) is inspired by bonobos’ social behavior
and breeding methods (Das and Pratihar, 2019). Bonobos use a
social strategy called fission-fusion, which merely forms many
groups of varied size and composition inside a community, then
once again reunites with their own communities after a short
period. BO, like other heuristics, is a population-based algorithm.

Each solution in the population is known as a bonobo. The
bonobo with the highest rank in the population’s dominance
hierarchy is called alpha-bonobo (Das et al., 2020). If the iteration
improves alpha-bonobo, the phase is called a positive phase.
Conversely, if alpha-bonobo does not improve, it is called a
negative phase. The main steps of the BO algorithm are
summarized as follows:
Step 1: Initializing the algorithm controlling parameters.
Step 2: Bonobo selection. The maximum size of the subgroup
(SGmax) that mating together is calculated as:

SGmax � max(2, SGf × Np) (15)
Where SGf is the temporary subgroup size,Np is the population
size. The kth bonobo is the best solution for the subgroup if it has
the best fitness value than ith bonobo; otherwise, a random
bonobo is picked as kth bonobo from that subgroup.
Step 3: Creating a new bonobo. The new bonobo (n boj) is
created from:

n boj � boij + r × s1 × (αboj − boij) + (1 − r) × s2 × f × (bokj − boij)
j � 1, 2, . . . , ND

(16)
Where ND is the number of decision variables of the optimization
problem; s1, s2 are constants of 1.55 and 1.4, respectively; r is a
random number; f is a flag of one or −1 depending on the
promiscuous or restrictive mating types, respectively; bokj , bo

i
j are

the better and random bonobos, respectively; αboj is the best
bonobo for the optimization problem.
Step 4: Adjust boundary constraints.

Step 5. : Updating the alpha-bonobo. If the yielded offspring is
better than the old alpha-bonobo, then the created new bonobo is
regarded as the new alpha-bonobo.

FIGURE 5 | The layout of the 85-bus RDS.

TABLE 8 | Statistical analysis for BCS of power loss with a single DG allocation for
85-bus system.

Algorithm Mean SD SE Min Max

MOBO1 0.63145 6.361E−04 2.544E−05 0.62918 0.63167
MOBO2 0.63016 7.071E−03 2.828E−04 0.59553 0.63167
MOBO3 0.62723 1.171E−02 4.685E−04 0.59553 0.63167
MOJAYA 0.63167 1.110E−16 4.441E−18 0.63167 0.63167
MOAEO 0.62733 9.485E−03 3.794E−04 0.59537 0.63160
MOGSA 0.62402 3.981E−02 1.592E−03 0.56851 0.70396
MOPSO 0.64771 8.298E−03 3.319E−04 0.62912 0.65186

TABLE 9 | Statistical analysis for BCS of TVD with a single-DG allocation for 85-
bus system.

Algorithm Mean SD SE Min Max

MOBO1 0.33158 1.023E−03 4.091E−05 0.33122 0.33523
MOBO2 0.33298 8.081E−03 3.232E−04 0.33122 0.37254
MOBO3 0.33634 1.338E−02 5.351E−04 0.33122 0.37254
MOJAYA 0.33122 0.000E+00 0.000E+00 0.33122 0.33122
MOAEO 0.33686 1.078E−02 4.311E−04 0.33132 0.37292
MOGSA 0.36481 3.571E−02 1.428E−03 0.28747 0.43904
MOPSO 0.31645 7.843E−03 3.137E−04 0.31254 0.33532
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Step 6: Updating the controlling parameters. The parameters are
updated in a specific fashion with updating the alpha-bonobo.
Step 7: the above steps are repeated until the stopping criteria
are met.

The main steps of the BO algorithm is shown in Figure 1.

MULTI-OBJECTIVE BONOBO OPTIMIZER
(MOBO) VARIANTS

In contrast to single-objective optimization problems where the
algorithm finds the optimal fitness function value throughout the

FIGURE 6 | POF/BCS for different algorithms with one DG allocation in the 85-bus system.

TABLE 10 | Diversity, HV, Spacing metrics for different MOO algorithms with a single-DG allocation for 85-bus system.

Algorithm MOBO1 MOBO2 MOBO3 MOJAYA MOAEO MOGSA MOPSO

Diversity 0.8394 0.7665 1.2864 1.1327 0.8168 1.7172 1.1670
HV 0.0520 0.0519 0.0514 0.0517 0.0518 0.0432 0.0513
Spacing 2.30E−03 2.40E−03 4.50E−03 2.50E−03 2.50E−03 3.30E−03 2.00E−03

TABLE 11 | Set Coverage of different MOO algorithms with a single-DG allocation for 85-bus system.

Algorithm MOBO1 MOBO2 MOBO3 MOJAYA MOAEO MOGSA MOPSO

MOBO1 — 0.59 0.74 0.67 0.63 0.67 0.60
MOBO2 0.44 — 0.69 0.66 0.59 0.59 0.61
MOBO3 0.26 0.31 — 0.21 0.17 0.22 0.34
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search space, the algorithm catches a set of non-dominated solutions
inmulti-objective problems. The algorithm, in this case, discriminates
between the dominated and non-dominated solution points. In this
work, the three variants of the MOBO algorithm listed in (Das et al.,
2020) are adopted to solve the DG optimal allocation problem in
distribution systems to enhance their performance. The first one is
called MOBO1, which is based on the non-dominated sort method
and grid-index approach (Coello Coello and Lechuga, 2002). The
second version is theMOBO2where it is based on theNSGA-II (Deb
et al., 2002) algorithm. It inherits the NSGA-II algorithm’s concepts
of non-dominated sorting, population rank assignment, and
crowding distance. The last and third version is the MOBO3
which is based on MOEA/D (Hui Li and Li, 2007). The three
variants of the MOBO algorithms optimize single- and three-DG
units operating at a unity power factor in order to reduce the total
system loss and voltage deviation from unity. The 33-bus and 85-bus
RDSs are used as benchmarking systems. The core statistical study
compares the three MOBO algorithm variants to each other and to
other well-known algorithms, including MOJAYA, MOAEO,
MOGSA, and MOPSO. The statistical alanysis includes the
calculations of the average, standard deviation, standard error,
besides min/max values of the best compromise solution points of
each algorithm. In MOO, performance metrics are used for
comparisons between different allgorithms. In this study, the
performance metrics of diversity, hypervolume, spacing and
coverage are applied for all algorithms.

SIMULATION RESULTS AND
DISCUSSIONS

This section shows the performance of MOO behaviors of the
MOBO variants applied on two test distribution systems.

Moreover, the MOBO performance is compared to other
metaheuristic algorithms. The study includes different four
case studies as follows:

33-Bus System
A system layout of the 33-bus RDS is shown in Figure 2. The
system is rated for 12.66 kV with a total load of 3,715 kW and
2,700 kVar at full load conditions. The study includes the optimal
allocation of a single and three DG units at unity power factor to
minimize the system power loss and TVD.

(A) 33-bus distribution system with a single-DG allocation

With a single-DG optimal allocation, the system loss is
calculated by applying different algorithms 30 times, and the
statistical parameters are listed in Table 1. The performance
parameters include the mean, SD, SE, minimum, and maximum
losses. The MOBO2 achieves the best average power loss value
among the MOBO variants, while the MOGSA achieves the
lowest value. The corresponding BCS statistics of the TVD are
listed in Table 2. The MOBO1 and MOBO3 achieve the same
average values among the MOBO variants, and the MOPSO
algorithm achieves the lowest value. The BCS and the POF curves
for the different MOO algorithms are shown in Figure 3. It’s
worth noting that allocating a single DG unit to the 33-bus
distribution system reduces system losses and TVD by 39.59 and
68.31%, respectively. The system’s base loss and TVD values are
210.98 kW, and 1.8044 pu, respectively.

The MOBO 2 algorithm shows a better performance
compared to MOBO companions or other algorithms, as listed
in Table 3. The MOBO2 superiority appears in achieving the
lowest values for the diversity and spacing metrics and the highest
value for the HV metric for the single-DG allocation case study.
The Set Coverage of the MOBO variants is listed in Table 4. The
MOBO1 covers all other algorithms by different percentages as
listed. The MOBO1 covers his companions MOBO2, MOBO3 by
88.78 and 60.02%, respectively. MOBO2 only covers MOBO3 and
MOPSO algorithms. Finally, MOBO3 is covered by his
companions while it covers only the MOPSO algorithm.

(B) 33-bus distribution system with three-DG allocation

In this case study, three DG units are optimized using the three
MOBO variants as well as the other four metaheuristic algorithms
to minimize both the power losses and the TVD of the 33-bus
RDS. The statistical analysis for the power loss for BCS points is
listed inTable 5. Comparing the threeMOBO variants shows that
the MOBO3 achieves the lowest average value for the power loss.
On the other hand, MOBO1 has the minimum loss value.
However, the MOAEO has the lowest average value among all
algorithms, while MOPSO achieves the lowest minimum value.
Regarding the analysis of TVD as listed in Table 6, the minor
average is recorded with MOBO1, while MOBO2 reaches the
minimum value between the three MOBO variants and other
algorithms. It is worth mentioning that the system losses and the
TVD are reduced by 58.13 and 88.44% respectively with
allocating three DG units to the 33-bus distribution system.

TABLE 12 | Statistical analysis for BCS of power loss with three-DG allocation for
85-bus system.

Algorithm Mean SD SE Min Max

MOBO1 0.53646 6.177E−03 2.471E−04 0.52440 0.54573
MOBO2 0.55639 2.518E−02 1.007E−03 0.50701 0.59237
MOBO3 0.53651 8.017E−03 3.207E−04 0.51842 0.55968
MOJAYA 0.53268 1.670E−02 6.678E−04 0.49225 0.56479
MOAEO 0.52210 2.135E−02 8.540E−04 0.49724 0.57703
MOGSA 0.51047 1.936E−02 7.743E−04 0.47826 0.55216
MOPSO 0.54089 1.587E−02 6.349E−04 0.50180 0.59047

TABLE 13 | Statistical analysis for BCS of TVD with three-DG allocation for 85-bus
system.

Algorithm Mean SD SE Min Max

MOBO1 0.17549 9.637E−03 3.855E−04 0.16080 0.19545
MOBO2 0.17721 3.217E−02 1.287E−03 0.13219 0.24406
MOBO3 0.17472 1.310E−02 5.242E−04 0.15862 0.22488
MOJAYA 0.18885 3.030E−02 1.212E−03 0.15216 0.28484
MOAEO 0.22204 2.508E−02 1.003E−03 0.15886 0.25945
MOGSA 0.30377 3.004E−02 1.201E−03 0.23015 0.35791
MOPSO 0.17777 1.966E−02 7.863E−04 0.14063 0.23758
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The performance of the MOO algorithms, including the diversity,
HV, and spacing metrics, is listed in Table 7. A careful inspection
shows that MOBO3 is the best algorithm concerning the diversity
and spacing metrics. On the other hand, MOBO1 achieves the
most significant HV value. The corresponding BCS and the POF
curves for the different MOO algorithms are shown in Figure 4.

The 85-Bus Distribution System
The second system layout of the 85-bus RDS is shown in Figure 5.
The system is rated for 11 kV with a total load of 2,570.28 kW and
2,622.08 kVar at full load conditions. The study includes the
optimal allocation of a single and three DG units at unity power

factor to minimize the system power loss and TVD. The
associated statistical analysis is also provided with the
performance metrics for comparison purposes with other
optimization algorithms.

(A) 85-bus distribution system with a single-DG allocation

With a single-DG optimal allocation, the system loss is
calculated by applying different algorithms 30 times, and the
statistical parameters are listed in Table 8. The performance
parameters include the mean, SD, SE, minimum, and maximum
losses. The MOBO3 achieves the best average power loss value

FIGURE 7 | POF/BCS for different algorithms with 3-DG allocation in the 85-bus system.

TABLE 14 | Diversity, HV, Spacing metrics for different MOO algorithms with three-DG allocation for 85-bus system.

Algorithm MOBO1 MOBO2 MOBO3 MOJAYA MOAEO MOGSA MOPSO

Diversity 0.7072 0.4324 0.8485 0.7396 0.6714 0.7797 0.9260
HV 0.0744 0.0676 0.0755 0.0707 0.0621 0.0534 0.0734
Spacing 6.70E−03 8.00E−04 2.80E−03 1.80E−03 1.90E−03 2.20E−03 7.00E−03
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among the MOBO variants. The MOBO1 attains the lowest
standard deviation. The MOGSA achieves the lowest loss
among the seven algorithms. The corresponding BCS statistics
of the TVD are listed in Table 9. The MOBO1 accomplishes the
smallest average values among the MOBO variants, while the
MOPSO algorithm realizes the lowest. The BCS and the POF
curves for the different MOO algorithms are shown in Figure 6.
The allocation of the single DG to the 85-bus distribution system,
reduces the power loss by 37.28% and the TVD by 66.84%. The
system’s base loss and TVD values are 315.955 kW, and
7.7964 pu, respectively.

TheMOBO2 algorithm shows a better performance compared
to MOBO companions or other algorithms, as listed in Table 10.
The MOBO2 superiority appears in achieving the lowest value for
the diversity, while the highest value for the HV metric for the
single-DG allocation case study is attained by MOBO1. The
MOPSO achieves the lowest for the spacing metric. The Set
Coverage of the MOBO variants is listed in Table 11. The
MOBO1 covers all other algorithms by different percentages
as listed. The MOBO1 covers his companions MOBO2 and
MOBO3 by 59 and 74%. MOBO2 only covers MOBO3 and
other algorithms except for MOBO1. Finally, MOBO3 is
covered by his companions as well as other algorithms.

(B) 85-bus distribution system with three-DG allocation

In this case study, three DG units are optimized using the three
MOBO variants as well as the other four metaheuristic algorithms
to minimize both the power losses and the TVD of the 85-bus
RDS. The statistical analysis for the power loss for BCS points is
listed in Table 12. Comparing the three MOBO variants shows
that the MOBO1 achieves the lowest average value for the power
loss. On the other hand, MOBO2 has the minimum loss value.
However, the MOGSA has the lowest average and minimum
values among all algorithms. Regarding the analysis of TVD as
listed in Table 13, the minor average is recorded with MOBO3,
while MOBO2 reaches the minimum value between the three
MOBO variants and other algorithms. The allocation of three DG
units to the 85-bus distribution system, reduces the power loss by
46.35% and the TVD by 82.53%.

The performance of the MOO algorithms, including the
diversity, HV, and spacing metrics, is listed in Table 14. A
careful inspection shows that MOBO2 is the best algorithm
concerning the diversity and spacing metrics. On the other
hand, MOBO3 achieves the most significant HV value. The
corresponding BCS and the POF curves for the different
MOO algorithms are shown in Figure 7. The metric of the set
coverage is not calculated for the 3-DG allocation case study as
the different algorithms generate unequal points for their curves.

MOBO Variants Overall Comparisons
TheMOBO variants are compared for the two systems as listed in
Table 15. The comparison is based on independent best
parameters. As can be noticed, the MOBO1 is the best for a
single-DG allocation. On the other hand, for the 3-DG allocation,
MOBO3 is the best. If we add all points, MOBO1, MOBO2, and
MOBO3 achieve 17, 13, and 12, respectively, and they are in
order. This table can be read as follows. If an algorithm achieves
the best value, it takes a point. Regarding the mean value of the
power loss (PLoss), MOBO2 achieves the minimum value with a
single DG allocation with the 33-bus system, while MOBO3 is the
best for the 85-bus system. Each of them takes a point. The mean
value of the TVD is minimum for both systems with the MOBO1
algorithm. At the same time, MOBO3 achieves the same
minimum value for the 33-bus system. As a second example,
MOBO1 performs best with an 85-bus system, while MOBO2
performs best with a 33-bus system for a single DG allocation. On
the other hand, for allocation of three-DG units, the MOBO2
performs best with the 85-bus system, andMOBO3 performs best
with the 33-bus system. This rule is applied for all situations,
including all parameters.

CONCLUSION

The optimal allocation of DG units is obtained in this paper by
combining numerous MOBO algorithms in order to minimize
power loss and total voltage deviation in various distribution
networks. The three variants of MOBO algorithms are
compared to each other and other algorithms of MOJAYA,

TABLE 15 | A comparison between MOBO variants.

Parameter Obj 1-DGa 3-DGs

MOBO1 MOBO2 MOBO3 MOBO1 MOBO2 MOBO3

Mean PLoss • ◆ ◆ •
TVD • ◆ • • ◆

SD PLoss • ◆ ◆ •
TVD • ◆ ◆ •

Min PLoss • ◆ ◆ • ◆
TVD ◆ ◆ • ◆ • ◆

Diversity • ◆ ◆ •
HV ◆ • • ◆
Spacing ◆ • ◆ •
SC • ◆
Total points 11 8 5 6 5 7

a• 33-bus, ◆ 85-bus.
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MOAEO, MOGSA, and MOPSO. The study included
statistical analysis for comparison purposes between the
different algorithms. Moreover, the multi-objective
performance metrics such as diversity, hypervolume,
spacing, and coverage have been included to distinguish
between these algorithms. The MOBO algorithm reduces
power loss and TVD by 39.59 and 68.31% for a single DG,
but by 58.13 and 88.44% for three DG units distributed
throughout a 33-bus system. Moreover, the MOBO
algorithm reduces power loss and TVD by 37.28 and
66.84% for a single DG, and 46.35 and 82.53% for three DG
units allocated to the 85-bus distribution system, respectively.
The obtained results found the superiority and effectiveness of
the MOBO variants compared with other algorithms in most
of the case studies. It is found that the MOBO1 is the most
optimal choice for a single-DG allocation scenario, and
MOBO3, on the other hand, is the most optimal allocation
for the 3-DG allocation.
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