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Aiming at the problems of diversification, complexity and islanding of power

operation and inspection data and the high dependence of operation and

inspection operations on expert experience and normative information, the key

technology research of intelligent judgment of defect types of power operation

inspection equipment is carried out. For the field of power operation and

inspection, the defect text classification algorithm based on graph

convolutional neural network is proposed. And the practical tests in a large

defect text network diagram built by main transformer defect reports are

performed. And the proposed model achieves better classification results

than 7 benchmark models in the defect text classification task. Specifically,

the Accuracy, Weighed-Precision, and Weighed-F1 indicators reach 73.39,

72.42, and 72.21 respectively, which improves the model’s ability to identify

defect types to a greater extent and plays an important role in improving the

intelligence and digitalization of power operation and inspection work.
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1 Introduction

Power operation and inspection is mainly responsible for operation, maintenance and

repair of substations and transmission equipment as well as transformation and

replacement, which generates a large number of different types of data every year,

such as structured data like outage record lists, semi-structured data like defect reports

and unstructured data like operation procedures (Zhuang et al., 2020). Due to the

diversification, complexity and islanding of data in the field of power operation and

inspection, it is time-consuming for inspection workers to find information, and the

operation and inspection work relies more on expert experience. Therefore, it is of great

significance to enhance the digitalization and intelligence of substation operation and

inspection work (Li and Zhao, 2020).
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When the operation and inspection personnel find

equipment abnormalities, they are required to fill out a defect

report according to the work specification, describing the actual

situation of the defect and summarizing the defect type. Although

the operation and inspection department has a detailed defect

categorization guidelines document, but many field operation

and inspection personnel have not seen or are not clear about the

content of the guidelines document, so it often happens that the

defect type and defect description does not correspond to the

situation, which has a great impact on the subsequent expert

maintenance and after the power data collation and

standardization. Therefore, according to the description of the

defect by the operation and inspection staff, the intelligent

auxiliary system can automatically fill in the defect type or

give the confidence of the defect type, which has an important

role in the actual operation and inspection production (Li et al.,

2022).

Nowadays, text classification is mainly divided into two types

of methods: machine learning and deep learning. In the context

of big data era, deep learning has the advantages of automatic

feature extraction and higher accuracy than machine learning

(Hu et al., 2019), and is a hot spot and focus of research.

In recent years, many text classification algorithms have been

proposed. Kim proposes the TextCNN algorithm (Li et al., 2020),

which uses convolutional neural networks trained on word

vectors to achieve the text classification task; Lai et al. propose

the TextRCNN algorithm (Liang, 2020), which introduces

recurrent convolutional neural networks for text classification,

using a recurrent structure to capture as much contextual key

information as possible; Liu et al. propose the TextRNN

algorithm (Wan et al., 2022), which improves text

classification accuracy; Zhou et al. propose the Attention-

BLSTM algorithm (Zhou et al., 2016), which improves the

performance of classification tasks by automatically capturing

important semantic information in text using an attention-based

bidirectional long and short-term memory network. Joulin et al.

propose the FastText algorithm (Wu et al., 2020), which

improves model training and evaluation speed by multiple

orders of magnitude without losing classification accuracy;

Johnson et al. propose the DPCNN algorithm (Johnson and

Zhang, 2017), which can effectively represent long associative

semantic information in text by increasing the depth of the

convolutional network, and improves classification accuracy

with little additional computational cost. Devlin et al. propose

the bert algorithm (Devlin et al., 2018), which introduces a novel

bidirectional transformer (Shen, 2022) to encode the

representation of language models and fine-tunes the pre-

trained model with only one additional output layer, and

obtains optimal results in 11 NLP tasks such as text classification.

In this work, a classification model of power operation

inspection defect texts based on graph convolutional neural

network (POIDT-GCNN) is proposed for power operation

and inspection defect text, and the model is trained in a large

defect text network graph built to achieve a better classification

accuracy.

2 Model algorithms

2.1 Graph convolutional neural network

Graph Convolutional Neural Networks (GCNN) is a multilayer

neural network trained in graph data, and the output is a node

feature vector with neighborhood attributes. In previous work, both

image data or text data processed by word embedding are with

regular spatial structure, and they all conform to the translation

invariance of convolution theorem, which makes the convolution

structure effective for feature extraction. In fact, many data are non-

Euclidean structured data, which include graph structured data, such

as literature mutual citation data, knowledge graph data, etc. Even

text can actually be constructed into complex graph structures, such

as syntactic dependency trees, mutual information among words,

etc. However, the convolutional structure of convolutional neural

networks cannot maintain translation invariance on graph-

structured data because each vertex in these data has a different

number of neighboring vertices. When processing text data, text is

directly input to the model as a sequence, but in fact, natural

language is closer to a tree-like graph format, such as word co-

occurrence, syntactic dependency trees, etc., which can better reflect

the association relationship between words (Tong, 2021). So, GCNN

has more advantages when processing text. The core problem of

using GCNN to solve text classification task is to transform the text

vocabulary sorted by sequence into the form of graph structure.

In general, define the graphG= (V,E), whereV(|V| = n) is the set

of nodes and E is the set of edges. Assume that each node is

connected to itself, i.e., for any node v there is (v,v)∈E. Denote
X∈Rn×m as the feature matrix of n nodea, where,m is the dimension

of the feature vector, and each row Xv∈Rm is the feature vector of the

node v; A is the adjacency matrix of the graph G, because the nodes

are self-connected, and the diagonal in A is set to 1; D is the degree

matrix of the graph G, where, Dii � ∑
j
Aij.

In GCNN, one layer of graph convolution can only capture

the information of directly connected nodes, while stacking

multiple layers together can capture more information of

neighboring points. For a one-layer graph convolutional

network, the k-dimensional node feature matrix L(1)∈Rn×k is

calculated as:

L(1) � ρ( ~AXW0) (1)

where ~A � D−1
2AD−1

2 is the normalized adjacency matrix;

W0∈Rm×k is the weight matrix; ρ is the network

activation function, such as the ReLU linear rectification

function ρ(x) = max(0,x). By stacking multilayer graph

convolutions, higher-order neighborhood information can be

captured:
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L(j+1) � ρ( ~AL(j)Wj) (2)

where j is the number of graph convolution layers, when j =

0, L(0) = X.

2.2 Defect text classification algorithm
based on graph convolutional neural
network

Since the graph convolutional neural network is trained in

graph data, and in order to make full use of the global word co-

occurrence information of the defect text, a large defect text net

graph is built, as shown in Figure 1. In the defect text net graph,

the number of nodes |V| is the sum of the number of defect texts

(corpus size) and the number of feature words.

The initial feature matrix X is defined as the unit matrix I,

i.e., the unique heat vector is used to represent each feature word and

the defect text, and it is fed into the graph convolutional network.

Based on the word frequency statistics and word co-

occurrence information, undirected edges are constructed

between defect text and defect text, defect text and feature

words, and feature words and feature word nodes,

respectively. The edge weight between the defect text and the

defect text is the text similarity calculated by the TextRank (Li,

2021) algorithm with the following formula:

TextRank(i, j) �
∣∣∣∣w∣∣∣∣w ∈ i ∩ w ∈ j

∣∣∣∣
log|i| + log

∣∣∣∣j∣∣∣∣ (3)

where i and j are two defect texts and w is a word that appears in

both defect texts at the same time. The edge weight between the

defect text and the feature word is the term frequency-inverse

document frequency (TF-IDF) of the feature word in the defect

text (Yu and Salton, 1976; Amati and Rijsbergen, 2002), where

the term frequency is the frequency of the feature word in the

defect text, and the inverted document frequency is obtained by

taking the quotient of the total is obtained by taking the

logarithm of the quotient of the total number of defect texts

and the number of defect texts containing the feature word, and

the specific formula is as follows:

TFij � nij
∑k nkj

(4)

IDFi � log
|D|

|dk|i ∈ dk| (5)
TF − IDFij � TFij · IDFi (6)

where i is the feature word, j is the defect text, nij is the number of

occurrences of feature word i in defect text j, |D| is the total number

of defect texts, and a is the traversed defect text. To utilize the global

co-occurrence information, co-occurrence statistics are collected in

the defect text corpus using a fixed-size sliding window, and then the

point-wise mutual information (PMI) method (Liu, 2005) is used to

calculate the edge weights between feature words and feature words,

i.e., to measure the association between two feature words, with the

following formula:

p(i) � Nsw(i)
Nsw

(7)

p(i, j) � Nsw(i, j)
Nsw

(8)

PMI(i, j) � log
p(i, j)

p(i)p(j) (9)

where, i and j are two feature words, Nsw(i) is the number of

sliding windows containing feature word i in the corpus, Nsw(i,j)

FIGURE 1
Block diagram of defect text classification algorithm based on graph convolutional neural network.
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is the number of sliding windows containing both feature words,

and Nsw is the total number of sliding windows in the corpus.

If PMI>0, it means that there is a high degree of correlation

between the two feature words; if PMI<0, it means that there is

little or even no correlation between the two feature words.

Therefore, in this paper, we only build undirected edges for the

two feature words of PMI>0. According to the above analysis, the
edge weights between node i and node j can be obtained:

Aij �
⎧⎪⎪⎪⎨⎪⎪⎪⎩

1
PMI(i, j)
TF − IDFij

TextRank(i, j)

i � j
i, j are words, PMI(i, j) > 0
i is word, j is document

i, j are documents

(10)

After constructing the defect text net graph, the net graph

is fed into a bilayer graph convolutional neural network

(Wang, 2022), where the number of nodes in the second

layer is the number of defect classes and the activation

function is a softmax classifier:

Z � sof tmax( ~AReLU( ~AXW0)W1) (11)

where E1 � ReLU( ~AXW0) is composed of node feature vectors

from the output of the one-layer network, while Z �

sof tmax( ~AE1W1) is composed of node feature vectors from

the output of the two-layer network, and the softmax function is:

sof tmax(xi) � exp(xi)
∑i exp(xi) (12)

In the training process, theW0 andW1 weight matrices are

optimized using the gradient descent method (Lan et al.,

2017), and the loss function is the cross-entropy loss function:

L � −∑
d ∈ YD

∑F

f�1Ydf lnZdf (13)

where YD is the set of labeled defect text indexes and F is the

output feature vector dimension, i.e., the number of defect

category. The block diagram of the complete algorithm is

shown in Figure 1.

The two-layer graph convolutional neural network

allows information to be passed twice between the nodes,

and therefore is able to capture feature information from

more neighbors and increase the semantic interpretation of

the defect text, thus improving the sparsity and informality

of the defect text and improving the recognition of defect

types (Yuan, 2020).

TABLE 1 Examples of power operation inspection defect text and defect type.

Defect text of
main transformer

Defect type

Air-slake discoloration of silicone in transformer respirator Color abnormal

Oil accumulation at the bottom of on-line oil filter pump Oil leak

Oil stains above the upper lid of transformer Oil seepage

Paint peeled off the oil pillow Rusting

Lower oil level of 110 kV bushing A-phase than limit Too low oil level

Nearly oil level of full on-load oil pillow Too high oil level

Water beads in oil level table of body oil pillow Blurred oil level

Oil temperature gauge pointer falls off Incorrect indication

High oil temperature alarm but operation site is all right Abnormal online monitoring data

FIGURE 2
Example of rule-based defect text knowledge extraction.
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3 Experiment and analysis

3.1 Data collection and organization

In order to verify the classification effect of proposed POIDT-

GCNN model on actual power operation inspection defect texts,

a total of 3,147 power operation inspection defect reports from

2016 to 2021 are collected. By sorting and classification,

3,147 defect texts and 9 corresponding defect types are

obtained as shown in Table 1. From the collated data set, it is

found that the maximum length of defect text strings is 216 and

the average length is only 33.2, which is characterized by short

length and high sparsity and belonged to short text type. In

addition, a simple browsing through the defect text shows that

there are many typos and verbal (informal) language, which need

to be precleaned by text cleaning as well as removing deactivated

words.

Since there are many special words in the electrical field,

such as “ground”, “pull”, “oil seepage”, etc., it is almost

impossible for general-purpose natural language

processing (NLP) tools to classify and annotate the

electrical. In this experiment, we need to obtain the

corresponding vocabulary in the defect text, i.e., we need

to separate the defect text into words. Therefore, this paper

uses the construction of a dedicated electrical vocabulary

through manual annotation to expand the corpus of NLP

tools, so as to achieve accurate word separation of defect

texts.

After the pre-processing of knowledge extraction such as

word segmentation cleaning and removal of stop words, the

corresponding set consisting of words with important key

information in the defect text can be obtained, that is, the

defect text can be simplified into a string of feature words.

The specific example is shown in Figure 2.

FIGURE 3
Large-scale defect text network diagram.
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3.2 Environment construction

3.2.1 NLP toolkit
There are many excellent NLP toolkits in the open source

community, such as Natural Language Toolkit (NLTK) for

teaching, CoreNLP developed by Stanford University,

Language Technology Platform (LTP) developed by HIT, Han

Language Processing (HanLP) and so on. Among them, HanLP

has the advantages of high speed, many functions, high accuracy

and low memory consumption, and its number of Stars on

Github is much higher than the mainstream NLP toolkits

such as NLTK, CoreNLP and LTP, and has a strong

community activity, so HanLP is chosen as the NLP toolkit here.

3.2 2 Deep learning framework
The common deep learning frameworks include PyTorch,

TensorFlow, Theano, Keras, etc. Among them, PyTorch has the

advantages of simple packaging, fast running speed, flexible and

easy-to-use interface, and provides a complete documentation

guide and an active community, which enables users to easily

build algorithmic frameworks, so it is being favored by more and

more researchers. PyTorch is chosen as the deep learning

framework for this experiment.

3.2.3 GPU
Since convolution involves a lot of parallel operations, using

GPU can improve the model running efficiency and shorten the

experiment period, so the mainstream Nvidia graphics card

RTX3090 was chosen for this experiment.

3.2.4 Parameter setting
During the experiment, the random initial feature

dimension of the node is 300; the PMI sliding window size

is 15; and the learning rate is 0.085. Besides, 10% of the defect

text dataset is randomly selected as the test set, and Adam is

chosen as the training optimizer with a training period

of 150.

3.3 Evaluation index

Based on the collected and collated data, it is known that

there are 9 types of defects, so this experiment is a

multiclassification task. Three metrics, Ac, WP, WF1 are

accepted for evaluation, as follows:

Ac � Ncorrect

Ntotal
(14)

where, Ac accuracy defined as the ratio of correct prediction

number Ncorrect to total prediction number Ntotal.

For any class c∈C in the category C set, define True

Positives (TPc) as the number of samples correctly

assigned to that class (i.e., the number of correct

predictions), False Positives (TPc) as the number of

samples incorrectly assigned to that class, and False

Negatives (FNc) as the number of samples incorrectly

assigned to other classes when they should have been

assigned to that class. Note that:

Pc � TPc

TPc + FPc
, (15)

Rc � TPc

TPc + FNc
(16)

The weighted index takes into account the uneven number of

sample categories and takes the weighted average of “Precision

value”, “Recall value” and F1 values. The specific formula is as

follows:

WP � 1
S
∑

c∈C
Pcsc, (17)

WR � 1
S
∑

c∈C
Rcsc, (18)

WF1 � 1
S
∑

c∈C

2PcRc

Pc + Rc
sc, (19)

Where, WP denotes weighted-precision; WR is weighted-recall;

WF1 means weighted-F1; Sc is the number of samples per class

and S is the total number of samples. Since TPc + FNc = Sc, then

the formula is as follows:

WR � 1
S
∑

c∈C
Rcsc � 1

S
∑

c∈C
TPc � Ac (20)

TABLE 2 Performance comparison of defect text classification
models.

Model Accuracy Weighed-precision Weighed-F1

TextCNN 68.81 66.24 66.97

TextRCNN 70.64 67.51 67.94

TextRNN 67.89 64.69 65.30

Attention-BLSTM 69.72 70.60 69.42

FastText 71.56 69.06 69.94

DPCNN 69.72 68.77 68.25

Bert 72.48 71.24 70.93

POIDT-GCNN 73.39 72.42 72.21

Model: The experimental model; Pretreatment: Preprocessing refers to rule-based

knowledge extraction; TextRank: An algorithm used to calculate the weight between text

nodes and to represent the relationship between text nodes; Accuracy: Accuracy,

corresponding to Ac in the article; weighted-precision: Refers to the weighted accuracy,

corresponding to WP in the article; weighted-F1: Refers to the weighted F1 value,

corresponding to WF1 in the article.
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3.4 Experimental results

3.4.1 Defect text network diagram
According to the description in Section 3.2, a large defect text

network diagram is built and imported into the Gephi diagram

database for visual analysis, as shown in Figure 3, where “testx”

refers to the defect text. It can be seen from the figure that the key

information such as feature words are closely connected with

other nodes and gathered in the middle part, such as “main

change”, “oil level”, etc.; the general information such as defect

text is less connected with other nodes and scattered around.

3.4.2 Algorithm evaluation
To test the effectiveness of POIDT-GCNN models, seven

benchmark models are used for comparison in this paper:

TextCNN (Li et al., 2020), TextRCNN (Liang, 2020),

TextRNN (Wan et al., 2022), Attention-BLSTM (Zhou et al.,

2016), FastText (Wu et al., 2020), DPCNN (Johnson and Zhang,

2017), and Bert (Devlin et al., 2018). The classification results of

each model are shown in Table 2.

The POIDT-GCNN model achieves better classification

results than the seven benchmark models in the defect text

classification task, and the Accuracy, Weighed-Precision, and

Weighed-F1 metrics all reach their maximum values. In addition,

it can be seen from the table that the evaluation indexes of the

long and short-term memory network models are all slightly

higher than those of the convolutional neural network model,

which is because the long and short-term memory network

model can effectively remember the pre and post text

information and improve the recognition of defect text to a

certain extent, while the POIDT-GCNN model captures more

neighboring point feature information through the two-layer

FIGURE 4
Defect text classification visualization.
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graph network structure to increase the semantic parsing of the

text and to a greater extent improve the model’s ability to

recognize defect types.

3.4.3 Classification visualization
Using the t-SNE nonlinear dimensionality reduction

algorithm, the defect text high-dimensional feature vectors

output from the TextRCNN, FastText, Bert, and POIDT-

GCNN models are reduced to two dimensions and labeled

in the coordinate system to obtain the visualized defect text

classification results, as shown in Figure 4.

According to the output visualization results of

TextRCNN and FastText models, it can be seen that

various types of defect text feature points are mixed

together, and the classification effect is not ideal; in Bert

model, similar feature points have a tendency to be clustered,

but it is not obvious, and various types of feature points are

still mixed together; compared with the above models, the

defect text feature points output by POIDT-GCNN model

have a more obvious clustering effect and a clearer

classification boundary, which also verifies the

classification performance of the model from the side.

3.4.4 Ablation experiments
The POIDT-GCNN model is an expanded version on the

basis of TextGCN according to the text characteristics of defects

in power operation inspection. Therefore, this work mainly

conducts ablation experiments on the two extended parts. The

model structure comparison is shown in Figure 5, and the

experimental results are shown in Table 3. Specifically, the

“Pretreatment” refers to the rule-based knowledge extraction.

While the TextRank refers to the algorithm used to calculate the

edge weights between the defective texts. When the model does

not include the “Pretreatment” and “TextRank”, the POIDT-

GCNN model can be regarded as the TextGCN algorithm.

According to the experimental results in Table 3, it can be

seen that the POIDT-GCNN model including the

“Pretreatment” and “TextRank” achieves the better

classification effect. While the model with the Pretreatment

alone has the worst classification effect, because the

Pretreatment deletes a large amount of the unimportant text

while keeping only the key words (shown in Figure 2). In the

absence of TextRank connecting defective text nodes, the

defective text network graph loses a large number of

transmission paths of different text feature information, which

FIGURE 5
Model structure of ablation experimental.

TABLE 3 Performance comparison of ablation experimental models.

Model Pretreatment TextRank Accuracy Weighed-precision Weighed-F1

POIDT-GCNN 7 7 66.06 67.83 66.25

✓ 7 64.22 66.43 64.57

7 ✓ 67.89 68.39 67.72

✓ ✓ 73.39 72.42 72.21

Model: The experimental model; Pretreatment: Preprocessing refers to rule-based knowledge extraction; TextRank: An algorithm used to calculate the weight between text nodes and to

represent the relationship between text nodes; Accuracy: Accuracy, corresponding to Ac in the article; weighted-precision: Refers to the weighted accuracy, corresponding to WP in the

article; weighted-F1: Refers to the weighted F1 value, corresponding to WF1 in the article.
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weakens the semantic understanding of defective text. When the

model only contains TextRank, the model can capture the text

feature information from more transmission paths and enhance

the semantic discrimination due to the supplementary defective

text node connections, and thus the classification effect is

improved compared with TextGCN algorithm. However, too

much unimportant information also introduces large noise,

which limits the semantic understanding of the model.

Therefore, the POIDT-GCNN model in this work contains

the Pretreatment to extract the key information, which can

alleviate the interference from the noise to the model, so as to

further improve the classification effect and enhance the

recognition ability of the model to the defect type.

4 Conclusion

This work carries out research on the key technology of

intelligent determination of defect types in power operation and

inspection, and proposes a GCNN-based text classification

algorithm for power operation and inspection defects. Besides,

the practical tests in a large defect text network diagram built by

electricity inspection defect reports are conducted. Compared

with the benchmark model, the proposed model achieves the best

classification results, with Accuracy, Weighed-Precision, and

Weighed-F1 indicators reaching 73.39, 72.42, and

72.21 respectively. In practical application, the algorithm

proposed in this paper can intelligently assist in filling in the

defect types automatically according to the description of defects

by operation and inspection staff, which is important for

improving the intelligence and digitalization of power

operation and inspection production.

5 Perspectives

How to deal with these power operation inspection defect texts

and extract more valuable information is of high practical

significance. Although this paper has improved the text

classification effect to a certain extent, there are still many areas

that need to be improved and optimized, and further researchwill be

conducted in the following aspects in future work:

1) Whether there is a better way to construct a text graph to better

represent the word-word and word-document relationships and

thus improve the classification effect by constructing a text

adjacency matrix A as the input of the network model will be

the focus of the next research.

2) For the memory overhead problem of large text classification. As

the size of text data increases, the demand for hardware gradually

increases, and it is worth considering how to reduce memory

consumption, allocate system resources rationally, and reduce

computing costs.

3) The problem of training speed for text classification. The use of

better text representation and more complex network models

can better fit the text and improve the classification effect,

however, many realistic tasks, such as texts with high

requirements for timeliness such as hot topics, require fast

processing of text, so the next step will be to consider how to

design an efficient model to improve the speed of text

classification.
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