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Aiming at the problem of long-timescale prediction deviation in the distribution

network, a fast regulation strategy of cloud-edge coordination based on an

intelligent transformer supply zones edge consistency algorithm is proposed.

The cloud makes the global initial optimal allocation to the edge transformer

supply zone clusters, and then the cluster makes the secondary collaborative

optimal allocation to the edge zones. A fast power interaction model within a

cluster based on a consensus algorithm is established, and the micro-increase

rate of dispatching cost is used as the consistency variable so that the cluster

adjustment amount is optimally allocated to each transformer supply zone, and

the total dispatch cost of all transformer supply zones is minimized. The

simulation example verifies the effectiveness of the cloud-edge collaborative

fast control strategy based on the intelligent station cluster edge consensus

algorithm in this article.
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1 Introduction

Under the background of the “double-carbon” goal, China has accelerated the

construction of the new electric power system with new energy as the main body.

The wide access to a high proportion of distributed new energy and the participation of

large-scale resources such as energy storage and flexible load in the regulation and control

of the distribution network have affected the safe and stable operation of the system (Peng

et al., 2022); how to use the abovementioned resources to coordinate and dispatch is one

of the key issues that need to be solved urgently at present (Fang et al., 2019; Zhao et al.,

2019).
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There have been many studies on the scheduling of using

distributed resources. Tofighi-Milani et al. (2022), in order to

promote the distributed scheduling of multi-agent systems,

proposed a P2P resource management scheme considering

network constraints, which can realize that each agent can

independently schedule local resources to maximize its own

interests. Huang et al. (2022), to manage multiple distributed

resources in a microgrid, proposed a two-stage interactive retail

electricity market based on interactive energy, which can

effectively exploit the flexibility potential of each distributed

resource. Huang et al. (2021), in order to promote the free

competition of electric energy retailers with multiple

distributed resources in the retail market, proposed a

transactional retail market mechanism, which reduces the

impact of clean energy uncertainty and improves market

efficiency. Yang et al. (2021), in order to fully coordinate and

utilize flexible resources, proposed a three-timescale coordinated

scheduling framework, which can effectively improve the

economy of active distribution networks.

With the vigorous development of the Internet of energy

(Liu. et al., 2020), he automation and digital transformation of

low-voltage distribution transformer supply zone as a unit is

gradually carried out in China, and a new generation of

intelligent distribution transformer supply zone based on the

concept of cloud-edge collaboration and edge computing of the

distribution Internet of Things has become one of the

construction paths. Cloud-side collaboration can reasonably

allocate complex computing tasks. Edge computing

implements local data collection and analysis on the side near

the data (Gong et al., 2018), and then uploads to the end. The

cloud collects the data transmitted from the edges, makes the

optimization decision of the whole system, and then sends the

control task to each edge. The cloud-edge cooperative

dispatching mode fits the distribution characteristics of new

energy in the distribution network (Li. and Song, 2021), and

is applied to the optimal regulation of the distribution network

(Ren et al., 2019), which can effectively solve the problem of a

large amount of computing and communication data caused by

the access of a high proportion of distributed resources.

There have been some research works on the cloud-edge

cooperative dispatching strategy. Peng et al. (2022) proposed the

dispatching operation mode of two-level fusion of “cloud brain-

edge neuron.” Liu et al. (2020), aiming at the problem of peak

regulation in virtual power plants, constructed a multi-energy

virtual power plant dispatching technical framework of cloud-

edge-end hierarchical cooperation. Si et al. (2020) established the

physical architecture of Power Internet of Things based on cloud-

edge collaboration, built a CPPS unified computing

mathematical model based on edge computing and the idea of

cooperative autonomy among clusters and cloud-edge

collaborative control, and applied the dispatching calculation

of virtual power plants. In order to promote the synergistic

interaction between distributed resources and distribution

network, Zhou et al. (2022) proposed the Power Internet of

Things 5G cloud-edge-end multi-level coordination framework

and a cloud-side-end collaborative resource regulation method

based on semi-distributed artificial intelligence to achieve

collaborative optimization of cloud-side/side-side computing

resource allocation. Zhang and Wang (2022) proposed a real-

time demand response dispatching strategy of cloud-side

collaboration for electric vehicles, and a task unloading

strategy of cloud-side collaboration was proposed. A

dispatching decision model was established with the goal of

minimizing the load difference of the central cloud and

maximizing the response benefit of the edge cloud.

Random fluctuation and unpredictability of new energy

bring power deviation to distribution network regulation

(Bian et al., 2021; Li et al., 2022). Although the cloud-side

cooperative regulation strategy can effectively improve the

problems of computation and communication, it is difficult to

correct the power deviation in time due to the communication

delay in the cloud-edge cooperative control. Therefore, it is

necessary to seek an efficient and fast dispatch decision-

making method (Gong et al., 2018). Compared with remote

computing in the cloud, edge computing performs data analysis

near the device. Compared with cloud-edge information

transmission, it is more convenient and faster to directly

exchange data between adjacent edges.

A consensus algorithm is a distributed optimization algorithm

to solve the task concentration. It only needs the communication

data between local and adjacent units, and completes the iterative

optimization between each unit, which can effectively reduce the

computation and communication burden. At present, the

consensus algorithm has been applied to the coordinated

control of the distribution network (Zeraati et al., 2019). Zhang

et al. (2020) proposed a distributed energy storage optimization

control strategy based on a consensus algorithm for the economic

dispatch of autonomous microgrid clusters, and used the

consensus algorithm to distribute the output power of energy

storage. Pu et al. (2017) proposed a distributed optimization

scheduling method based on consistency theory to solve the

problem of regional autonomous optimal scheduling in an

active distribution network. The incremental cost of distributed

power supply was taken as a consistency variable to realize the

optimization of power generation cost in the autonomous region.

Li et al. (2018), to solve the problem of DCmicro-power grid in the

centralized control, proposed the multi-objective control strategy

based on a consistency algorithm, to realize the voltage stability

and power generation cost minimum. Yang et al. (2020) proposed

a distributed control strategy based on a consensus algorithm to

solve the problem of unbalanced power between photo-voltaic

power generation and load in a DC microgrid composed of

multiple photovoltaic and battery energy storage units. Taking

the control power of batteries as a consistency variable, the

unbalanced power can be distributed among batteries according

to the real-time state of SoC, avoiding the phenomenon of mutual
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charging and discharging between batteries. Lv et al. (2019)

established a dynamic economic dispatching model of an

independent microgrid with energy storage and controllable

loads, and proposed a distributed solution algorithm based on a

consensus algorithm to realize the optimal power distribution of

distributed power and energy storage.

The abovementioned research applies the consensus

algorithm to realize the distributed control of the microgrid or

adopts the completely distributed scheme to realize the

coordinated regulation of the distribution network. However,

due to the lack of coordination of centralized links, the

distributed scheme is generally only suitable for distributed

control with relatively fixed rules, which is difficult to adapt

to changes in the power grid environment, and it is difficult to

convert complex optimization problems into distributed

algorithms. In this article, aiming at correcting the long-term

prediction deviation, combined with the characteristics of the

cloud and the edge, a real-time dispatch strategy for distribution

transformer supply zone cluster based on cloud-edge

collaboration architecture is proposed. Multiple zones with

adjacent communication functions are formed into a

transformer supply zone cluster. The leader of the transformer

supply zone cluster sends the power deviation and dispatching

cost signals of the cluster to the cloud, and the cloud optimizes

the total power deviation of the distribution network to each

cluster based on long-term global control. The study aims to

minimize the deviation amendment cost; a real-time power

interaction model was established based on the consensus

algorithm. The micro-increase rate of the cost was taken as

the consistency variable of the transformer supply zone

cluster, and the consistency iteration was carried out within

the cluster, so the power deviation signal of the cluster was

optimally allocated to each zone cluster. When cloud-side

communication is interrupted, each cluster can independently

implement consistent dispatch according to its own power

deviation within the cluster, with autonomous ability. The

simulation example verifies the effectiveness of the

coordinated control strategy of the transformer supply zone

cluster based on the consensus algorithm of the edge nodes of

the intelligent transformer supply zones.

The main contributions of this article are as follows:

A distributed real-time control scheme of cloud-edge

cooperation is proposed, in which the intelligent terminals of

the zones are used as the edge computing nodes, and the cloud-

edge cooperation is carried out among multiple zones with

adjacent communication functions. The cloud allocates the

total dispatch amount to the transformer supply zone clusters

for the initial allocation. The transformer supply zone cluster

then collaboratively distributes the initial dispatching quantity to

each transformer zone for secondary allocation. When the

communication between the cloud and the edge is

interrupted, the transformer supply zone cluster independently

performs secondary optimal allocation according to the

scheduling amount of the cluster to achieve independent

operation.

A centralized-distributed scheduling method based on a

consensus algorithm is proposed. The cloud optimally

distributes the dispatching volume of the distribution network

to the transformer supply zone clusters. With the micro-increase

rate of dispatching cost as the consistency variable, the

consistency iteration is carried out within the cluster, and the

dispatch quantity of the cluster is optimally allocated to each

transformer supply zone.

2 Distributed fast power regulation
strategy for transformer area clusters
under the cloud-edge collaboration
architecture

2.1 Cloud-side collaborative power
dispatching framework

In the cloud-side collaborative control architecture of a new

energy distribution network, the cloud is the control center

responsible for the global control of the distribution network

system. Its main functions include collecting and processing

information transmitted by the edge side, making

optimization decisions for the whole system, and issuing

control instructions to edge side and assisting edge

computing. The edge side is each transformer supply zone,

equipped with intelligent distribution transformer terminals,

which is mainly responsible for intelligent sensing and

aggregation of distributed power, energy storage and

controllable load in the transformer supply zones,

communication with cloud and adjacent side, executing of

edge calculation, load dispatching ability of evaluation and

control, etc. The information exchange between the cloud

and the side is carried out through the public channel to

realize the cloud-edge cooperation; each transformer supply

zone is equipped with an independent local controller to

exchange information with adjacent stations to realize edge

cooperation.

Based on the flexible load, energy storage, and distributed

generation resources output, the day-ahead dispatching is carried

out with the objective of minimizing the operation cost of the

transformer supply zone. According to the forecast of distributed

generation resources output and flexible load, to determine the

power generation plan of this transformer supply zone cluster,

divide 24 h of a day into T periods, assuming that the power

of the constituent unit remains basically unchanged in each

period. The objective function of the day ahead dispatching is

(Huang et al., 2017)

minF � ∑T
t�1

⎧⎨⎩∑n
i�1
[CDR,i(t) + CESS,i(t) + Cdr,i(t)]⎫⎬⎭ (1)
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where CDR,i(t), CESS,i(t), and Cdr,i(t) are, respectively, the

operating costs of distributed generation resources, energy

storage, and flexible load in transformer i during period t.

In the previous dispatch stage, the cloud performs centralized

optimization calculations with the goal of minimizing the cost

and optimally allocates the regulation amount to each

transformer supply zone cluster because the prediction

accuracy decreases with the increase of timescale, and the day

ahead scheduling often cannot meet the requirements of power

balance. This study takes the optimization value of the long

timescale as the reference value to correct the deviation of

regulation power from the short timescale. In this study,

combined with the characteristics of cloud edge, multiple

transformer supply zones with adjacent communication

functions are formed into transformer supply zone clusters to

form edge nodes, and uses edge computing to adjust and correct

the power deviation in real time on a short timescale. Figure 1

shows the real-time dispatch framework for the distribution

transformer supply zone cluster based on the cloud-edge

collaboration architecture. The “Leader-Follower” distributed

dispatching method is adopted within each transformer

supply zone cluster (Zhang and Chow, 2011), and the

“Leader” of the cluster sends the power deviation and

dispatching cost signal of the cluster to the cloud; the cloud

summarizes the data information uploaded by all leaders, on a

long-term scale; the global centralized dispatch optimization

calculation is carried out with the goal of economical

optimization, and distributes the optimized power deviation

value to the “leaders” of each transformer supply zone cluster

for initial distribution; the transformer supply zone clusters then

cooperatively allocate the scheduling amount obtained from the

initial allocation to each transformer supply zone for secondary

allocation. When the communication between cloud and edges is

interrupted, the transformer supply zone cluster can optimize the

allocation according to the scheduling volume of the cluster to

realize independent operation.

According to the scheduling results of different stages at the

transformer supply zone level, the internal resources of the

transformer supply zone are finely controlled, and then the

ending resources are optimized and managed according to the

target dispatching power of the transformer supply zone. With

the best global cost as the goal, the resources in the transformer

supply zone are classified and participate in the dispatch in

stages. The integrated regulation and control requirements of

end transformer supply zones are realized.

The total power deviation of the distribution network is

ΔP � ∑m
j�1
ΔPj (j � 1, 2, ...m), (2)

ΔP � ∑m
j�1
ΔPj (j � 1, 2, . . .m), (3)

where ΔP refers to the total power deviation of the distribution

network, ΔPj represents the power deviation of the jth power

FIGURE 1
Real-time dispatch framework for distribution transformer supply zone cluster based on cloud-edge collaboration architecture.
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distribution cluster being uploaded to the cloud, and ΔPj,min and

ΔPj,maxare the upper and lower limits of the regulated power of

thejth transformer supply zone cluster, respectively.

According to the power deviation uploaded by the leader of

each transformer supply zone cluster, the cloud performs

optimization calculations based on the slight increase rate of

equal cost. When the equation shown in Eq. 4 is satisfied, the

purpose of optimizing power deviation distribution to each

power transformer supply zone cluster can be achieved with

the goal of economy.

zC1

z(ΔP1) �
zC2

z(ΔP2) � L � zCm

z(ΔPm) (4)

where Cm is the control cost of the mth transformer supply zone

cluster and ΔPm is the power deviation of the mth transformer

supply zone cluster.

When the micro-increase rate of cost of all transformer

supply zone clusters is consistent, the optimal power deviation

value to be corrected for each cluster under the lowest dispatch

cost is obtained; that is, it meets the relationship shown in Eq. 5.

∑m
j�1
ΔPj � ∑m

j�1
ΔP′

j, (5)

where ΔPj represents the power deviation of the jth transformer

supply zone cluster and ΔP′
jrepresents the power deviation of the

jth transformer supply zone cluster after optimization

calculation of the cloud equal incremental rate.

2.2 Distribution zone cluster members and
functions

There are multiple transformer supply zones in the

transformer supply zone cluster, and each transformer supply

zone has the resources that can participate in the dispatch.

Considering that the type and quantity of distributed power

supply, energy storage, and flexible load may be different in each

transformer supply zone, for the convenience of expression, the

units inside the zone are no longer distinguished here; each

transformer supply zone is regarded as an edge node, and in

order to ensure that the distribution transformer supply zones

cluster has high communication reliability (Zhang and Chow,

2012), the transformer supply zone with good communication

and computing capabilities is selected as the “Leader,” and the

rest of the transformer supply zones are selected as “followers.”

Leader: As the most important transformer supply zone in

the transformer supply zone cluster, it is required to have high

communication reliability and good computing capability. It can

interact with the cloud for data and information, upload the

power deviation of the local transformer supply zone cluster to

the cloud, and receive the optimized power deviation value from

the cloud; it can carry out communication exchange with

adjacent transformer supply zones, obtain the information

transmitted by adjacent transformer supply zones, and update

the dispatching information of transformer supply zone in the

cluster based on the consensus algorithm.

Follower: All transformer supply zones except “Leader”; they

do not need to communicate with the cloud, only interact with

adjacent transformer supply zones, and update the dispatching

information of the transformer supply zone based on the

consensus algorithm.

3 Consistent distributed control
method for transformer area cluster

3.1 Consistency theory

3.1.1 Distributed topological graph theory
In this article, optimization is carried out with the goal of

minimizing the dispatch cost of all transformer supply zones. It is

necessary to coordinate control among multiple zones so that the

cost micro-increase rate in the multi-distribution transformer

supply zones system tends to a stable common value, which

belongs to the consistency of the transformer supply zones.

In the problem of real-time dispatching consistency in

transformer supply zones cluster, information is interacted

through the communication network between the transformer

supply zones, forming a distributed topology, so that can be

described by graph theory. The communication relationship

between the transformer supply zones of a transformer supply

zone cluster can be represented by a directed graph G � (V , E),
where V � {1,/, n} is the set of nodes of the directed graph G
and each transformer supply zone can be represented by a node

in the directed graph, and E ⊆ V × V is the set of edges of the

directed graph G. Two connected nodes are said to be

“neighbors” if and only if there is an information

transmission channel between node i and node j. A graph G
is said to be a strongly connected graph if, for any two nodes

i, j(i ≠ j), there exist directed paths from i to j and from j to i.

Define the matrix A � [aij] as the adjacency matrix ofG with

diagonal elements of 0 and non-diagonal elements aij as the

number of edges from node i to node j. D � [dij] is a degree

matrix, which is a diagonal matrix of n × n, d1, d2,/, dn is the

number of degrees corresponding to each node, and the degrees

are the number of neighboring nodes of a node. L � D − A � [lij]
is a Laplacian matrix reflecting the topological structure of the

power distribution zone, where lij satisfies the relationship shown

in Eq. 6.

lij �
⎧⎪⎨⎪⎩

∑
j∈Ni

aij, (i � j)
−aij, (i ≠ j) (6)
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3.1.2 Consensus algorithm

In order to effectively reduce the computational and

communication burden of cloud-side coordinated control of

distribution networks, a centralized-distributed dispatch method

based on a consensus algorithm is proposed in this article. In the

day-ahead stage, the centralized optimization calculation is

performed by the cloud, and in the real-time stage, the

coordinated regulation of each transformer supply zone is

transformed into a distributed control in the distribution

transformer supply zones cluster. The consistency algorithm

exchanges information between the local controller and

adjacent controllers, and performs iterative calculations in each

controller to make the selected consistency variables tend to a

common value (Zheng et al., 2022). The calculation process is

distributed computing. Therefore, each distribution transformer

supply zone can be linked by the consensus algorithm so as to

realize the coordinated regulation of the distribution transformer

supply zones cluster. The proposed centralized-distributed

dispatch method based on the consensus algorithm can not

only solve the problem of high computational pressure of the

centralized control method but also overcome the global limitation

of the distributed control method so that the proposed method

combines the advantages of both and overcome the shortcomings

of both.

Considering the transformer supply zone as a node, for node i,

xi(k) represents the consistency state information of node i after k

iterations, where i � 1, 2,/, n and n are the number of nodes,

and k is the number of iterations. In the distributed system, using

the discrete consensus algorithm, the consistency variables of each

node are updated according to the consistency variables of

its neighboring nodes. As the number of iterations gradually

increases, the consistency variables xi(k)、xj(k)of any adjacent

nodes tend to be consistent and satisfy xi(k) � xj(k); at this point,
all nodes in the system are considered to converge to a common

value, and the first-order consensus algorithm is expressed as

xi(k + 1) � ∑n
j�1
dijxj(k), (7)

where xi(k + 1) is the state information of node i after k + 1

iterations, xj(k) is the state information of node j after k

iterations; D(k) is the state transition matrix; if matrix D(k)
satisfies two conditions, D(k) is a non-negative row random

matrix and all the eigenvalues are not greater than 1. All

intelligent bodies of the system will converge to the same

value after enough iterations. dij are the elements of the i row

and j column of the state transfer matrix i ∈ n, j ∈ n determined

by the topology of the communication network, which can be

expressed as

dij � zij(k)
∣∣∣∣lij(k)∣∣∣∣

∑n
j�1
zij(k)

∣∣∣∣lij(k)∣∣∣∣, (8)

where zij represents the gain weight of node i to node j.

3.2 Consistent and distributed control
model for transformer supply zone

3.2.1 Dispatching cost function of zone
For the transformer supply zone, the internal resource

attributes are no longer distinguished. The dispatching target is

to minimize the dispatching cost of each transformer supply zone

in the transformer supply zone cluster, which can be expressed as

minCi(Pi), (9)
where Pi refers to the dispatching power of the ith transformer

supply zone and Ci represents the dispatching cost of the ith

transformer supply zone.

The flexible resources involved in the real-time dispatch of

the transformer supply zone mainly include distributed

generation resources, flexible load, and energy storage. Among

them, the power dispatch cost function of distributed generation

resources can be expressed as (Rahbari-Asr et al., 2014)

CG,i(PG,i) � aiP
2
G,i + biPG,i + ci, (10)

whereCG,i is the dispatching cost of the ith distributed generation

resources; PG,i is the power dispatched by the ith distributed

generation resources; ai, bi, and ci are corresponding cost

coefficients, respectively.

The operating cost function of the energy storage device is

expressed as (Rahbari-Asr et al., 2014)

{CESS(PESS) � acP
2
ESS, PESS < 0

CESS(PESS) � adP
2
ESS, PESS > 0

, (11)

where PESS is the power dispatched by the energy storage device,

PESS < 0 indicates charging the energy storage, PESS > 0 indicates

discharging the energy storage, ac, ad are corresponding cost

coefficients, respectively.

The cost function of flexible load is usually expressed by

quadratic function (Liu et al., 2021):

Cdr(Pdr) � −adrP2
dr + bdrPdr + cdr (12)

where Cdris the control cost of flexible load; Pdris the power

consumed by the flexible load; adr, bdr, cdr are corresponding

coefficients, respectively.

According to Eqs 10–12, the dispatching cost function of the

ith transformer supply zone can be regarded as the linear convex

combination of each component unit in the transformer supply

zone:

Ci(Pi) � ai(Pi)2 + biPi + ci, (13)

where Pi refers to the dispatched power of the ith transformer

supply zone, ai, bi, and, ci are the corresponding cost coefficients,

respectively, which are comprehensively calculated by Eqs 10–12.
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The abovementioned calculation method is suitable for the

case where the number of distributed resources in the

transformer supply zone is small. When the number of

distributed resources in the transformer supply zone is large,

the K-means algorithm is used to cluster resources with the same

response characteristics, which can significantly reduce the

amount of calculation.

The power balance constraint of the distribution network is

expressed as

∑n
i�1
Pi � ∑n

i�1
PL, (14)

where Pi refers to the dispatched power of the distribution

network and PL refers to the actual load demand power.

The upper and lower limit constraints of distribution

network dispatch power are expressed as

Pi,min ≤Pi ≤Pi,max, (15)

where Pi,min and Pi,max represent the upper and lower limits,

respectively, of the regulated power of the distribution network.

3.2.2 Consistent power dispatching
method

According to the principle of the equal cost increment rate,

when the adjustment cost increment rate of all stations tends to

be the same, the total control cost of the station group can be

minimized, and the optimal distribution of the station area

control power can be achieved.

According to the equal micro-increase rate of cost, when the

micro-increase rate of dispatching cost in all zones tends to be the

same, the total control cost of the transformer supply zone cluster

can be minimized, and the optimal distribution of the

transformer supply zones cluster dispatch power can be

achieved. Based on the abovementioned analysis, this article

selects the micro-increase rate of cost of each transformer

supply zone as the consistency variable, and uses the

consistency algorithm to continuously update the consistency

variable and update the dispatching power of the transformer

supply zone at the same time. When the consistency variables of

each transformer supply zone tend to be consistent, the optimal

distribution of dispatching power in each transformer supply

zone will be realized.

λi � zCi

zPi
i � 1, 2, ...n (16)

It can be obtained from Eq. 17:

λi � 2aiPi + bi (17)

The slight increase rate of control cost of station i at k + 1 is

expressed as

λi(k + 1) �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑n
j�1
dij(k)λj(k) + μΔPd ΔP> 0, Leader

∑n
j�1
dij(k)λj(k) − μΔPd ΔP< 0, Leader

∑n
j�1
dij(k)λj(k) , Follower

(18)

where μ is the power regulation coefficient, ΔP is the power

deviation optimally allocated to the transformer supply zone

cluster by the cloud, ΔPd is the deviation between the control

amount allocated by cloud optimization to the transformer

supply zone and the actual control amount, λj(k) is the

micro-increase rate of cost of the jth station at the k time,

and λi(k + 1) is the micro-increase rate of cost of the ith

transformer at the time.

ΔPd is represented as

ΔPd � ΔP −∑n
i�1
ΔPi. (19)

According to the micro-increase rate of dispatching cost at

k + 1 time in the ith transformer supply zone, the dispatching

power at k + 1 time in the ith transformer supply zone is

obtained.

Pi(k + 1) �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pi,min ,
λi(k + 1) − bi

2ai
≤Pimin

λi(k + 1) − bi
2ai

, Pimin ≤
λi(k + 1) − bi

2ai
≤Pimax

Pi,max ,
λi(k + 1) − bi

2ai
≥Pimax

,

(20)
where Pi(k + 1) is the dispatched power of the ith transformer

supply zone at k + 1 time, and Pi,min and Pi,max are the upper and

lower limits of power dispatch in the ith transformer supply zone,

respectively.

In the iterative calculation process of the consensus

algorithm, ΔPd is taken as the convergence condition. When

|ΔPd|< ε, the consistency calculation reaches convergence, and ε

is the convergence error.

Iteratively updating λi, respectively, untilλitends to the same

valueλ*i , the system reaches uniform convergence, and the

optimal dispatching cost of each transformer supply zone

under this convergence value is obtained. According to the

consensus algorithm, the value of the consistency variable of

each transformer supply zone is obtained; thus, the optimal value

of the active power output of the transformer supply zone under

the minimum control cost is
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Pi � λ*i − bi
2ai

(21)

3.3 Proof of convergence of consistency
algorithm

The proof of the convergence of the consensus algorithm

with the micro-increase rate of cost as the consensus variable is

shown below.

After repeated iterative calculation using the consistency

algorithm, the micro-increase rate of cost of each transformer

supply zone can be achieved:

⎧⎪⎪⎨⎪⎪⎩
zC1(Pk

1)
zP1

� zC2(Pk
2)

zP2
� L � zCn(Pk

n)
zPn

Pk
1 + Pk

2 + L + Pk
n � Pk+1

1 + Pk+1
2 + L + Pk+1

n

, (22)

where k is the number of iterations, Ci(Pi) is the control cost

function of transformer supply zone i, and Pi is the control power

of transformer supply zone i.

The transformer area dispatching cost function Ci(Pi) is a
univariate continuous differentiable convex function; its

definition domain is R � [Pi
min, Pi

max] and meets the

characteristics of convex function in its definition domain:

Ci(Pk+1
i )≥Ci(Pk

i ) + zCi(Pk
i )

Pk
i

(Pk+1
i − Pk

i ). (23)

A Lyapunov multivariate function about the dispatching

power of each transformer supply zone is defined V; its

definition domain is the vector composed of the limit value of

dispatch power in each transformer supply zone, and V can be

expressed as

V(Pk
i ) � V(Pk

1, P
k
2, P

k
3 , L P

k
n) � ∑

i∈v
Ci(Pk

i ), (24)

where Pk
i represents the dispatching power calculated by the kth

iteration of transformer supply zone i.

Assuming that in the kth iteration calculation all transformer

supply zones reach the state shown in Eq. 25, the following

relationship exists:

V(Pk+1
i ) − V(Pk

i ) � ∑
i∈v

Ci(Pk+1
i ) −∑

i∈v
Ci(Pk

i )≤
[C1(Pk+1

1 ) + C2(Pk+1
2 ) + L Cn(Pk+1

n )]−
[C1(Pk+1

1 ) + zC1(Pk+1
1 )

zPk+1
1

(Pk
1 − Pk+1

1 )] − L−

[Cn(Pk+1
n ) + zCn(Pk+1

n )
zPk+1

n

(Pk
n − Pk+1

n )] � 0

(25)

.

That is, V(Pk+1
i ) − V(Pk

i ) → 0; therefore, the cost incremental

rate consistency algorithm is convergent.

The solution process of real-time dispatch of transformer

supply zone cluster

Flowchart of the power dispatch strategy in edge-side

cooperative transformer supply zone based on the consensus

algorithm is shown in Figure 2. The specific steps are as follows:

Step 1: The “Leader” transformer supply zone obtains the

power deviation allocated after cloud optimization calculation

and carries out information interaction with adjacent zones to

calculate the consistent state variable value of each transformer

supply zone;

Step 2: Obtain Laplace matrix L according to the topology of

the transformer supply zone cluster, and then obtain state

transition matrix D;
Step 3: Update the consistency variable of each transformer

supply zone cluster according to Eq. 18 and obtain the dispatched

power of the transformer supply zone in this state according to

Eq. 20;

Step 4: Judge whether the updated dispatch power value

meets the constraint conditions. If not, update the network

topology again, find the state transition matrix again, and

repeat Step 3.

Step 5: Determine whether |ΔPd|< ε is satisfied; if yes, the

dispatched power value of the transformer supply zone will be

output; if not, the power deviation of the transformer supply zone

cluster will be recalculated.

4 Example analysis

4.1 Illustration of the calculation

To verify the effectiveness of the strategy proposed in this

article, a typical active distribution network demonstration

project in a city is used as an example for calculation and

analysis. The network topology of the transformer supply

zone cluster is shown in Figure 3. The transformer supply

zone cluster consists of six zones, with zone 1 as the “Leader”

and zone 2 to zone 6 as the “Followers.” The voltage level of each

transformer zone is 10 kV/380 V and the frequency is 50 Hz in

the model of the transformer supply zone cluster built in this

article.

The categories of constituent units contained in each

transformer supply zone cluster are shown in Table 1; zone

1 contains distributed generation resources, energy storage

devices, and flexible loads; zone 2 contains distributed

generation resources and flexible loads; zone 3 contains

energy storage devices and flexible loads; zone 4 contains only

distributed generation resources; zone 5 contains only energy

storage devices; zone 6 contains only flexible loads.

We have to synthesize the control resources in the

transformer supply zone, and perform linear convex

combination to obtain the total cost parameters of the

transformer supply zone. The parameters for each transformer
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supply zone are set as shown in Table 2, which contains the cost

coefficient for each transformer supply zone and the upper and

lower active output limits.

4.2 Analysis of example results

The real-time power dispatch simulation analysis of the

transformer supply zone cluster is carried out with a dispatch

period of 15 min, and the total duration is 24 h; then a total of

96 dispatch plans are included. The power dispatching coefficient

of the consistency algorithm μ � 0.02, the convergence error

ε � 0.7, the deviation of the power allocated by the cloud

optimization for this transformer supply zone cluster

isΔP � −450 kW, and the weighting coefficient matrix Z � [1].
The whole-day total power deviation curve is obtained from

the predicted value and the actual value of the previous power

regulation, as shown in Figure 4, which shows that the power

imbalance mainly occurs between 11:00–22:00. The maximum

positive power deviation occurs at 14:00, and the power deviation

value is 630 kW. The main reason is that due to the large

photovoltaic output at noon, there is excess electric energy. At

this time, the generated power shall be reduced, energy storage

should be charged, and the load should be increased; the

maximum negative power deviation occurs at 18:00 with a

power deviation value of −450 kW, which is mainly due to the

power shortage caused by the peak load in the evening; at this

time, we should increase the power generation, discharge energy,

and cut the load.

Based on the analysis of historical data in the region, the

controllable active power prediction value of the transformer

supply zone on a long-term scale of a typical day in the zone

obtained from the distribution network management center is

shown in Figure 5.

Applying a cloud-edge collaborative real-time control

strategy based on the edge consistency algorithm of the

intelligent transformer supply zone cluster to this power

transformer supply zones, the simulation results can be

obtained as shown in Figures 6, 7.

It can be seen from Figure 6 that the initial value of the micro-

increase rate of cost of each transformer zone is different. The

value of the micro-increase rate of cost of zone 3 is the highest,

FIGURE 2
Flowchart of the power dispatch strategy in edge-side cooperative distribution transformer supply zone based on the consensus algorithm.

Frontiers in Energy Research frontiersin.org09

Luo et al. 10.3389/fenrg.2022.1019349

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1019349


the value of the micro-increase rate of cost of zone 6 is the lowest,

and its growth rate is the fastest. After the consensus algorithm of

the iterative update calculation, the micro-increase rate of cost

for zone 1 and zone 2 gradually increases after the first decrease,

and the cost incremental rate for zone 3 to zone 6 gradually

increases, and when the number of iterations reaches 40, the

value of cost incremental rate in all zones tends to be the same,

which is 330.57 ¥/kWh.

As can be seen from Figure 7, after the iterative update

calculation of the consensus algorithm, in the initial stage, the

FIGURE 3
Network topology of distribution transformer supply zone cluster.

TABLE 1 Components inside the transformer supply zone.

Zone number Distributed
generation resource

Energy storage device Flexible load

1 √ √ √

2 √ × √

3 × √ √

4 √ × ×

5 × √ ×

6 × × √

TABLE 2 Cost parameters and generation constraints.

Zone number ai bi ci Pi,min/kW Pi,max/kW

1 3.2 2.1 0.0085 10 300

2 2.8 1.8 0.0055 10 250

3 2.3 2.0 0 0 200

4 2.5 2.3 0.0073 20 150

5 2.2 0 0 0 80

6 1.8 2.5 0 10 80
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FIGURE 4
All-day power deviation curve.

FIGURE 5
Adjustable active power prediction value of each distribution transformer supply zone on a long timescale.

FIGURE 6
Consistent convergence process of the micro-increase rate of cost at 18:00.
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active power output of zone 1 and zone 2 first decreases and then

gradually increases; the active power output of zone3 to zone

6 gradually increases. At the 40th iteration, the active power

output of all zones stabilizes. The active power output from

transformer supply zone 1 to transformer supply zone 6 tends to

be stable, respectively: P1 = 53.75 kW, P2 = 68.45 kW, P3 =

168.85 kW, P4 = 102.31 kW, P5 = 74.89 kW, and P6 = -18.25 kW,

which shows that the active power outputs values of all

transformer supply zones are within the operational constraints.

4.3 Comparative analysis of different
control methods

In order to verify the effectiveness and economy of the

dispatching strategy proposed in this article, the following

three control methods are used for the transformer supply

zone cluster for comparative analysis.

Mode 1: No information interaction between transformer

supply zones; each transformer supply zone operates independently.

Mode 2: Information interaction between transformer supply

zones, with each transformer supply zone giving priority to

autonomy and taking the initiative to exchange power with

the cluster to maintain the cluster’s power balance when its

own power command differs from the power command of the

transformer supply zone cluster.

Mode 3: Information interaction between each transformer

supply zone is controlled according to the cloud-edge

collaborative fast control strategy based on the intelligent

transformer supply zone edge consensus algorithm proposed

in this article.

Simulation and analysis of these three control methods were

carried out separately, and the total dispatching cost of the

transformer supply zone cluster and the dispatching cost of

each transformer zone are shown in Table 3.

Table 3 shows that with Mode 3 control, the dispatching cost

of each transformer zone is less than those of Mode 1 and Mode

2 control. The total dispatching cost is “Mode 1 > Mode 2 >
Mode 3,” and the total dispatching cost of Mode 3 is 23.8% lower

than that of Mode 1 and 12.35% lower than that of Mode 2,

indicating that the proposed strategy can achieve the optimal

economic dispatch of the active output.

In Mode 1, each zone operates independently, and when

power deviation occurs, it can only rely on its own internal

regulation to make power balance, which will result in more

abandoned generation and load shedding; in Mode 2, each

transformer zone gives priority to self-governance, and when

FIGURE 7
Iterative process of the active power output of each distribution transformer supply zone at 18:00.

TABLE 3 Dispatching costs of the three control methods.

Zone number Cost of dispatch/million

Mode1 Mode 2 Mode 3

1 1.79 1.19 0.91

2 2.01 1.88 1.65

3 7.24 6.89 6.28

4 3.29 2.76 2.53

5 1.98 1.56 1.20

6 0.26 0.13 0.064

Total 16.57 14.41 12.63
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self-governance still cannot make system power balance, then it

relies on information interaction with neighboring zones for

dispatching; Mode 3 adopts the cloud-edge coordination real-

time control strategy based on the intelligent transformer supply

zone cluster edge consensus algorithm proposed in this study to

control, and for each transformer zone, the active power is

allocated based on the micro-increase rate of cost, which can

achieve real-time and economic power dispatch.

4.4 Experimental results

In this experiment, RT-Lab is used to physically model the

distribution network transformer supply zone cluster in the

example, and the semi-physical simulation of the real-time

dispatching of the distribution transformer supply zone cluster

with cloud-edge coordination is carried out. According to the

distribution network structure in the calculation example, a cloud

center computing data pool and 6 edge computing groups

quantitatively analyze the transmission delay advantage of the

centralized-distributed control method in the scheduling process,

so as to illustrate the establishment and use of the model in this

article , and to verify the rationality and versatility of the model.

Table 4 shows the computing delays on the cloud and edge sides.

Table 5 shows the comparison of model effects of different

control methods.

It can be seen from Table 5 that the computing speed of the

centralized-distributed cooperative control method based on

cloud-side collaboration is not much different from that of

the distributed control method. Compared with the traditional

centralized control method, it has a lower communication time.

The calculation speed is significantly faster than that of the

centralized control method.

5 Conclusion

In order to correct the long-timescale prediction bias in the

distribution network, this article proposes a fast cloud-side

coordinated dispatching strategy based on the edge

consistency algorithm of intelligent transformer areas cluster,

in which the cloud makes the first global optimal allocation and

the transformer area makes the second coordinated optimal

allocation on the edge side. Based on the consensus algorithm,

each area uses the micro-increase rate of dispatching cost as a

consistent variable and performs consistent iterations to achieve

the optimal distribution of the dispatching power in the

transformer area. The main advantages of this article are as

follows:

1) The burden of the cloud is reduced. The cloud is responsible

for optimizing the calculation of the cluster power deviation

information uploaded by the leaders of each cluster and the

dispatching cost, which reduces the calculation amount. The

iterative calculation is distributed in each edge transformer

area, which reduces the communication delay and ensures the

rapid power dispatch of the transformer areas cluster.

2) Only the adjacent distribution station areas in the cluster

exchange information, which reduces the communication

burden of the communication network and improves the

reliability of communication.

3) The cost micro-increase rate is selected as the consistency variable.

When the cost micro-increase rate tends to be consistent, it can

ensure that the power distribution transformer supply zone cluster

can perform power regulation at a lower cost.

There are still some deficiencies in the work done in this

article. This article only considers the cooperative power

TABLE 4 Transmission characteristics of information branch.

Zone number Cloud computing latency/ms Edge computing latency/ms

1 158.84 95.23

2 158.84 87.26

3 158.84 85.49

4 158.84 69.25

5 158.84 67.58

6 158.84 65.69

TABLE 5 Comparison of model effects of different control methods.

Different control method Model size Transmission delay/ms

Centralized control 22×35 87.56

Distributed control 25×36 88.75

Centralized-distributed control 25×42 182.55
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interaction between the distribution stations and does not

consider the information interaction between groups. This

problem will continue to be studied in the next work.
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