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The safety analysis of nuclear systems such as nuclear reactors requires

transient calculation. The Monte Carlo (MC) method has grown rapidly

in recent years because of its high-fidelity modelling and simulation

capability. The predictor-corrector quasi-static (PCQS) MC method has been

investigated for kinetic calculation. However, the approach to shorten the

computational time required to solve the transient fixed source equation

(TFSE) is still under development. The convergence characteristic of the

neutron source iteration algorithm of the PCQS MC method is analyzed in

this study with a simplified model. It is found that the convergence rate of

the iteration algorithm is governed by the effective spectral radius (ESR). The

lower the ESR is, the faster the convergence is. In order to reduce the ESR,

the asymptotic superhistory method (ASM) is developed for the PCQS MC

method in the RMC code. The performance of ASM is evaluated by the C5G7-

TD benchmark. Results show that the reduction in the number of inactive

cycles is more than 85%, and over 15% of computational time including active

cycles is saved. It is demonstrated how ASM speeds up the iterations using the

Wasserstein distance measure.

KEYWORDS
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1 Introduction

High-fidelity simulations for nuclear systems such as nuclear reactors and spent fuel
reprocessing solutions have been developed rapidly in the last decade. In particular, the
exponential increase of high-performance computing accelerates the implementation of
high-fidelity simulations in engineering fields. Among many high-fidelity simulation
methods, the Monte Carlo (MC) method is widely regarded as the most accurate
method and is usually used for validations of other methods. The MC method
has two major advantages: one is the usage of accurate continuous-energy cross-
sections, and another is the precise 3-dimensional (3D) geometry modeling based
on constructive solid geometry (CSG) or computer-aided design (CAD) geometry
(Wilson et al., 2010; Davis et al., 2020; Deng et al., 2022). MC codes such as MCNP
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(Goorley et al., 2012), Serpent (Leppänen et al., 2015), OpenMC
(Romano et al., 2015), and RMC (Wang et al., 2015) are widely
used in new reactor designs, which have disparate features from
normal nuclear reactors in geometry, material, and spectra.

Typically, the MC method is capable of steady state
simulations, including criticality calculation and shielding
calculation, etc. Kinetic simulation functions are not as well-
developed as steady state simulation functions for many MC
codes. However, transient behaviors are fundamental and
essential in the safety analysis of nuclear systems. The lack
of kinetic simulation functions severely limits MC codes’
further applications. Therefore, many studies concerning kinetic
simulation methods are under development.

Generally, kinetic MC methods could be divided into two
kinds: one is the direct MC kinetic simulation method, and
another is the hybrid MC kinetic simulation method with
deterministic methods. The direct MC kinetic simulation
method includes Dynamic Monte Carlo (DMC) method
(Sjenitzer and Hoogenboom, 2013; Jia et al., 2022) and similar
methods which implement acceleration skills such as quasi-
static treatments (Trahan, 2019). The direct method simulates
the neutron flight and delayed neutron precursors variation
with a continuous-in-time model, which is very accurate
but causes massive computational consumption. The hybrid
MC kinetic simulation method with deterministic methods
include the time-dependent coarse mesh finite difference
method (TD-CMFD) based on the multi-group cross-sections
tallied from a MC solver (Shaner, 2018; Kreher et al., 2022), the
transient fission matrix method (TFM) (Heuer et al., 2015),
the time-dependent response matrix (TDRM) method
(Mickus et al., 2020), and the predictor-corrector quasi-static
(PCQS) method (Jo et al., 2016). Among the above methods, the
TD-CMFD, TFM and TDRM methods require extra treatment
on space meshing before calculation. As a result, the suited
geometries are limited. By comparison, the PCQS method is
still based on continuous-energy cross-sections and arbitrary
complex geometries, and thus has an advantage in modelling
flexibility.

A complete PCQS MC calculation consists of a series of
single MC calculations at successive time steps. Every single
MC calculation solves a transient fixed-source equation (TSFE),
except for the first time step at which the eigenvalue equation is

solved. Usually, solving the fixed-source equation byMCmethod
does not need any iteration algorithm, but the neutron tracking
may not terminate when calculating transient supercritical
problems with a large time step (Jo et al., 2016). Therefore, the
neutron source iteration algorithm is used to solve both the
TFSEs and the eigenvalue equation. Figure 1 shows the flow
chart of a complete PCQS MC calculation. Consequently, the
computational cost of a complete PCQSMC calculation is tens of
or even hundreds of times of a single MC criticality calculation,
depending on the number of time steps. It is necessary then
to accelerate the calculation, especially to reduce iterations for
fission source and external source convergence.

Jo et al. (2016) proposed a partial current-based CMFD
(p-CMFD) acceleration method, which has been the only
acceleration method for PCQS MC calculation. As mentioned
before, the CMFDmethod requires space meshing, which limits
the capability to solve problems with irregular geometries.

Many previous studies have proposed methods to accelerate
neutron source iterations. There are two kinds of acceleration
methods. The first kind uses space meshing, including the
fission matrix method (Kuroishi and Nomura, 2003; Dufek
and Gudowski, 2009), the CMFD method (Lee et al., 2010; Yun
and Cho, 2010), the functional Monte Carlo (FMC) method
(Larsen and Yang, 2011), etc. These methods are all sensitive
to the meshing methods, which are highly dependent on the
users’ experience. Besides, some methods need a vast footprint,
and some are only suited for nuclear systems with regular
shapes, which eliminates the MC method’s advantage in free
3Dmodeling.The second kind is independent of space meshing,
including theWielandt’s method (Yamamoto andMiyoshi, 2004;
Brown, 2007; She et al., 2015; Pan et al., 2022c), the superhistory
method (Brissenden and Garlick, 1986; She et al., 2015; Mickus
and Dufek, 2018; Pan et al., 2022c), the neutron population
growth method (Mickus and Dufek, 2018; Pan et al., 2022a),
and the source extrapolation method (Pan et al., 2022b).
Wielandt’s method is based on the shifted inverse power method
(Bronson et al., 2013). Other methods are based on the property
that iteration computational cost is directly proportional to
the neutron history number while the statistical error is in
reverse proportion to the square root of the neutron history
number. However, the above methods have only been applied
to criticality problems where the eigenvalue equation is solved.

FIGURE 1
Flow chart of the PCQS MC calculation.
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In this study, the asymptotic superhistory method (ASM) is
developed to accelerate the neutron source iterations in solving
TFSE. The basic theory is introduced in Section 2. Section 3
shows the numerical simulations and performance. Section 4
makes the conclusion.

2 Methodology

2.1 Transient fixed source equation of the
predictor-corrector quasi-static method
and the neutron source iteration
algorithm

Before introducing the asymptotic superhistory method for
TFSE, the deduction of TFSE is provided herein, and the iteration
algorithm is discussed.

The TFSE is the key equation of the PCQS method.
The fundamental equations of the PCQS method were firstly
developed for deterministic codes (Dulla et al., 2008).The PCQS
equations are derived from the time-dependent Boltzmann
neutron transport equation:

1
v
∂Φ (r,Ω,E, t)

∂t
+ LΦ (r,Ω,E, t) +TΦ (r,Ω,E, t)

= SΦ (r,Ω,E, t) +
χp (E)

4π
(1−

d

∑
i=1

βi)FΦ (r,Ω,E, t)

+
d

∑
i=1

χi (E)
4π

λiCi (r, t) ,

(1)

and the delayed precursor transport equation:

∂Ci (r, t)
∂t
= βiFΦ (r,Ω,E, t) − λiCi (r, t) , (2)

where r is the neutron position, Ω is the neutron flying angle, E
is the neutron energy, t is the time, Φ is the neutron flux, v is the
neutron speed, χp is the prompt neutron energy spectra, i is the
delayed neutron family, χi is the delayed neutron energy spectra
of family i, βi is the delayed neutron fraction of family i, λi is the
delayed constant of family i, Ci is the delayed neutron precorsor
concentration of family i. LΦ is the leakage operator, TΦ is the
collision operator, SΦ is the scattering operator, and FΦ is the
fission operator. Definitions of the operators in Eqs. 1, 2 could
be found in Rao et al. (2019).

In the PCQS method, the implicit backward difference time
discretization strategy is applied. At time step tn+1, the partial
differential terms in Eqs. 1, 2 are expressed as follows:

∂Φ (r,Ω,E, t)
∂t

≈
Φ̃(r,Ω,E, tn+1) −Φ(r,Ω,E, tn)

Δtn+1
,

∂Ci (r, t)
∂t
≈
̃Ci (r, tn+1) −Ci (r, tn)

Δtn+1
,

(3)

where Δtn+1 = tn+1 − tn.

Replace all t in Eqs. 1, 2 with tn+1 except the partial item,
substituting Eq. 3 into Eqs. 1, 2, and rearranging gives the
predicted neutron flux equation:

LΦ̃(r,Ω,E, tn+1) +T′Φ̃(r,Ω,E, tn+1) − SΦ̃(r,Ω,E, tn+1)

= [
χp (E)

4π
(1−

d

∑
i=1

βi)+
d

∑
i=1

χi (E)
4π

λiΔtn+1
1+ λiΔtn+1

βi]

× FΦ̃(r,Ω,E, tn+1) + Sn (r,Ω,E, tn+1) ,

(4)

where T′Φ is the PCQS leakage operator and Sn is the external
source (PCQS source). Denote that

MΦ̃n+1 = LΦ̃(r,Ω,E, tn+1) +T
′Φ̃(r,Ω,E, tn+1)

− SΦ̃(r,Ω,E, tn+1) , (5)

and

FΦ̃n+1 = [
χp (E)

4π
(1−

d

∑
i=1

βi)+
d

∑
i=1

χi (E)
4π

λiΔtn+1
1+ λiΔtn+1

βi]

×∫∫νΣf (r,E′, tn+1) Φ̃(r,Ω′,E′, tn+1)dE′dΩ′,
(6)

and then Eq. 4 becomes:

MΦ̃n+1 = FΦ̃n+1 + Sn, (7)

which is obviously a fixed-source equation.Therefore,Eq. 4 is the
TFSE of the PCQS method.

The MC codes usually use a direct method to solve Eq. 7:

Φ̃n+1 = (M− F)−1Sn, (8)

however, there are several problems to use Eq. 8 to solve TFSE:

• As Jo et al. (2016) stated, the neutron history may not
terminate when Δtn+1 is not sufficiently small, which means
that Eq. 8 does not have solutions. This characteristics will
also be shown in Section 2.2.
• Code users cannot control statistical errors conveniently.
Due to the variation of the geometries or materials
during the transient process, the neutron multiplication
characteristics differs at each time step. Consequently, the
simulated neutron history number varies at different time
steps. The estimated statistical errors may be significant
in deep sub-critical conditions and minor in super-critical
states.

Thus, the neutron source iteration algorithm is used
instead, which is similar to that used in deterministic methods
(Turinsky et al., 1994):

Φ̃(j+1)n+1 =M
−1FΦ̃(j)n+1 +M

−1Sn, (9)

where (j) is the serial number of iterations. FΦ̃(j)n+1 are fission
neutron sources generated at (j)th iteration at tn+1. Mixing the
external sources Sn generated at tn with the fission neutron
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sources FΦ̃(j)n+1 by the ratio of the external source strength to the
total source strength yields the neutron sources prepared for the
next (j+ 1)th iteration, and track the neutrons sampled from the
neutron sources to obtain Φ̃(j+1). The iteration stops at the total
cycle set by the code users. The tally starts at the end of the
inactive cycle.The process is just the same as that of the criticality
calculation.

2.2 Convergence characteristics of the
neutron source iteration algorithm

Before developing the acceleration algorithm, it is necessary
to analyze the convergence characteristics ofEq. 9. BecauseEq. 9
is closely related to the model complexity and does not have a
common analytical solution, a 0-dimensional and mono-energy
model with single family delayed neutron precorsor is used
herein, which can also reveal the essence.

For the simplified model, Eqs. 1, 2 become:

1
v
dΦ (t)
dt
+Σa (t)Φ (t) = (1− β)νΣf (t)Φ (t) + λc (t) , (10)

and
dc (t)
dt
= βνΣf (t)Φ (t) − λc (t) . (11)

To obtain the PCQS fixed source equation corresponding to
Eqs.10, 11 the implicit difference strategy is implemented:

dΦ (t)
dt
=
Φn+1 −Φn

Δtn+1
,

dc (t)
dt
=
cn+1 − cn
Δtn+1
.

(12)

Substituting Eq. 12 into Eqs. 10, 11 and rearranging gives:

Φn+1 = gn+1Φn+1 + sn, (13)

where sn is the external source:

sn =
1

1+ vΔtn+1Σa,n+1
(Φn +

vΔλtn+1
1+ λΔtn+1

cn), (14)

and gn+1 is a coefficient:

gn+1 = (1−
β

1+ λΔtn+1
)

keff,n+1

1+ 1
vΔtn+1Σa,n+1

, (15)

where keff,n+1 is the effective multiplication factor of the
simplified model at t = tn+1 without external sources:

keff,n+1 =
νΣf,n+1

Σa,n+1
. (16)

Eq. 13 is the TFSE of this simplified model. When solving
Eq. 13 using the fixed-point iteration method, the iteration
format is:

Φ(j+1)n+1 = gn+1Φ
(j)
n+1 + sn, (17)

Therefore, this paper called gn+1 the equivalent spectral
radius (ESR) of the TFSE.The condition that Eq. 17 is converged
is:|gn+1| < 1. Obviously, gn+1 > 0, and thus the convergence
condition is:

gn+1 < 1. (18)

Besides, the closer to 1 the gn+1 is, the lower the convergence
rate is.

It is found that keff,n+1 ≤ 1 sets up Eq. 18, which means that
the iteration is converged if the model at t = tn+1 is critical
or subcritical without external sources. When the model is
supercritical, substituting Eq. 15 into Eq. 18 and rearranging
yields a quadratic inequality:

aΔ2tn+1 + bΔtn+1 − 1 < 0, (19)

where

a = λv(νΣf,n+1 −Σa,n+1) (20)

and

b = (1− β)vνΣf,n+1 − (vΣa,n+1 + λ) . (21)

Because keff,n+1 > 1, a > 0, and thus b2 + 4a > 0.Therefore, the
quadratic fucntion

h(Δtn+1) = aΔ2tn+1 + bΔtn+1 − 1 (22)

is a parabola going upwards, and Eq. 19 has analytical solution:

0 < Δtn+1 <
−b+√b2 + 4a

2a
. (23)

Eq. 23 shows that when the model is supercritical without
external sources, the time step should be sufficiently small
to make sure that the iteration is converged. Besides, direct
solution byΦn+1 = sn/(1− gn+1)will give meaningless results that
Φn+1 < 0 when gn+1 > 1, which is consistent with the discussion
in Section 2.1.

Extrapolating from the study of the simplified model,
the time step should be small enough when the model is
supercritical, and the neutron source iteration is unconditional
convergence when the model is subcritical or critical without
external sources. The convergence rate can be increased by a
lower ESR, which can be used to speed up TFSE iterations. The
asymptotic superhistory approach is used in this paper to reduce
ESR.

2.3 The asymptotic superhistory
acceleration method

The superhistory method was proposed by Brissenden and
Garlick (1986) to accelerate the MC criticality calculation. The
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FIGURE 2
Geometry configuration of the C5G7-TD benchmark. (A) Horizontal and (B) vertical cross-section of the C5G7-TD model.

FIGURE 3
Control rod movement in TD4-4.

MC criticality calculation solves the eigenvalue equation by
neutron source iterations:

Φ(j+1) = 1
keff

M−1FΦ(j). (24)

The convergence rate of Eq. 24 is determined by the
dominance ratio dr(M−1F) which is less than 1. Reducing
dr(M−1F) can speed up the iteration. The superhistory method
modify the eigenvalue equation to:

Φ(j+1) = 1
kNeff
(M−1F)NΦ(j), (25)

and the dominance ratio is reduced to dr[(M−1F)N] =
dr N (M−1F). Accordingly, the fission sources are tracked through
N generations in one cycle.

Similarly, the superhistory method is applied to the TFSE as
follows:

Φ(j+1) = (M−1F)NΦ(j)

+ (I+M−1F+⋯+ (M−1F)N−1)Sn, (26)

and the ESR ρ(M−1F) is reduced to ρ[(M−1F)N]. Accordingly, the
fission sources and the external sources are tracked and mixed
through N generations in one cycle.

Note that theWielandt method is not applicable, because the
Wielandt method is based on the shifted inverse power method,
which is only suitable for solving the eigenvalue problems.
However, the TFSE is a nonhomogeneous equation and thus only
the ASMmethod is suitable.

Based on the effective DR measure, a metric of the
computational burden, She et al. (2015) proved, however, that
the superhistory method could not shorten the calculation
time because every cycle requires additional time. The ASM
(She et al., 2015), which lowers each generation’s neutron history
number by a set of predetermined factors, is suggested as a
remedy, and used in this paper:

1) Given the neutron population of each cyclem.
2) Input the asymptotic factors N1,N2,…,Nn and asymptotic

period p. Notably, N1 > N2 >⋯ > Nn.
3) Starting from the first cycle, the neutron population is changed

tom/N1. Then, one cycle consists of N1 generations.
4) After p cycles, change the neutron population tom/N2 and run

p cycles.
5) Repeat until finishing n× p cycles.
6) Change the neutron population back to m and execute the

simulation as usual.
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FIGURE 4
The convergence cycles of TD4-4, given by Eq. 28.

FIGURE 5
Comparison of reactivity profiles, obtained by setting 200 inactive cycles and using Eq. 28.

FIGURE 6
The convergence cycles given by Eq. 28, after accelerating TD4-4’s transient calculation by ASM.

The algorithm is implemented in the RMC code
(Wang et al., 2015). The asymptotic factors are 16,8,4,2 and the
asymptotic periods are 5, by default, and thus the acceleration
lasts for 20 cycles. Default asymptotic parameters are used
in Section 3, however user-defined parameters are also
allowed.

3 Results and discussion

The ASM’s performance is evaluated in this section. In
order to more effectively compare the convergence characteristic
with and without the superhistory method, this work uses the
Wasserstein distance (WD)measure (Guo et al., 2022) as defined
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FIGURE 7
Comparison of reactivity profiles, obtained by setting 200 inactive cycles and using ASM.

TABLE 1 Performance of ASM.

Parameter 200 inactive cycles Convergence cycle accelerated by ASM

Total simulation cycles 24600 17572
Total computational time (CPU hours) 856 722
Speed up ratio 1.19

by Eq. 27, which is similar to the progress relative entropy but
performs better:

WDr,j =
1
m

m

∑
i
|d∗i,j − d

∗
i,2|, j ≥ 2, (27)

where WDr,j is WD of cycle j in the r direction (r can be x, y or
z), i is the neutron index, and d∗i,j is the coordinate of neutron i
after sorting. The Wasserstein distance’s physical meaning is the
average distance between neutrons in cycle j and cycle 2.

Besides, an experience-based convergence criterion is
employed:

j− jmin >
jmax

ln j
, (28)

where jmax =max(WDr,2,WDr,3,…,WDr,j) and jmin =
min(WDr,jmax

,WDr,jmax+1
,…,WDr,j). This convergence criterion

make use of the property thatWDhas amonotonically increasing
trend. The meaning of Eq. 28 is that WD fluctuates within the
range (WDr,jmax

,WDr,jmin
) over an experience-based number of

cycles, jmax/ln j. jmax is larger as the convergence rate is lower,
and the fluctuation process to reach convergence is longer since
jmax/ln j is larger. The validity of this convergence criterion
is provided below, based on the test case from the C5G7-TD
benchmark (Hou et al., 2017).

3.1 The C5G7-TD benchmark and the
TD4-4 case

The C5G7-TD benchmark consists of a set of kinetic and
transient test cases. Figure 2 depicts a quarter of its geometry
model, with Figures 2A,B showing the 2-dimensional (2D)
geometry and the 3D geometry’s expansion down the z-axis,
respectively. Guo et al. (2021) simulated all subcritical kinetic
cases using the RMC code.

The C5G7-TD benchmark has 28 subcritical kinetic cases.
The TD4-4 case is a 3D transient, driven by the control rod (CR)
movement shown in Figure 3. Initially, the CRs in assembly 4
are inserted. After 2 s the insertion stops at one-third depth of
the assembly, and then the CRs stay in the position. At the end of
4 s, the CRs in assembly 4 are withdrawn, meanwhile the CRs in
assembly 3 are inserted. After 2 s, the CRs in assembly 4 are fully
out of the core, and the CRs in assembly 3 stops insertion and are
withdrawn until the end of 8 s.

3.2 Validation of the convergence
criterion

The previous study (Guo et al., 2021) employed 200 inactive
cycles and 400 active cycles for TD4-4’s convergence at all time
steps, and the results showed good agreement with other codes.
The reason for a global inactive cycle configuration throughout
the transient is that the convergence is unknown in advance, and
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FIGURE 8
WD curves at (A) 1.75 s and (B) 4.75 s, without ASM.

FIGURE 9
WD curves at (A) 1.75 s and (B) 4.75 s, with ASM.

FIGURE 10
Comparison of Wasserstein distance curves in the z direction at (A) 1.75 s and (B) 4.75 s.
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thus a conservative value is required. Using Eq. 28, the cycles
at which the neutron source iteration achieves convergence are
displayed in Figure 4.

Nearly half of the time steps require over 100 iterations to
converge. Especially, time step t = 1.75 s requires a maximum
of 194 iterations, and time step t = 4.75 s requires a second
maximum of 187 iterations. Both are close to but still less
than 200. Therefore, the convergence criterion demonstrates the
conservatism of the previous configuration.

A comparative calculation is performed to further
validate the convergence criterion, in which the inactive cycle
configurations are set as the declared convergence iterations
shown in Figures 4, 5 compares the reactivity results. It is found
that the reactivity profile obtained by fewer iterations given by
Eq. 28 is in good agreement with that obtained by 200 iterations,
with all time-steps’ deviation less than 3 times the standard
deviation. Therefore, the convergence criterion can be used to
determine the convergence iteration. At least, it is valid for the
TD4-4 case.

3.3 Performance of the asymptotic
superhistory method

To accelerate the entire TD4-4 transient calculation, theASM
is used. After acceleration, the convergence iterations given by
Eq. 28 are shown in Figure 6. When compared to Figure 4, the
asymptotic super history method significantly speeds up the
neutron source iteration. Notably, the convergence cycles are
reduced at every time step.

Figure 7 provides the comparison of reactivity profiles
obtainedwith andwithout ASM. It is observed that two reactivity
curves agree well statistically.Therefore, implementation of ASM
does not reduce the accuracy of the result.

The whole TD4-4 transient consists of 41 time steps, and the
previous study used a total of 8,200 inactive cycles. Applying the
asymptotic super history method reduces the number of inactive
cycles to 1,172, a reduction of more than 85%. Considering that
a complete MC calculation consists of both inactive and active
cycles, the total simulation cycles and the total computational
time are compared, and the results are listed in Table. 1. It is
found that over 15% of the total computational cost is saved.

3.4 Inspection of the convergence
process

A detailed inspection into the convergence process is studied
using WD curves. Since the slowest convergence occurs at
t = 1.75 s and t = 4.75 s as Figure 4 shows, the two time steps are
selected to apply WD diagnostics. The Wasserstein diagnostics
curves are depicted in Figures 8A,B at the two time steps.

In the x and y direction, the WD curves exhibit steep
rising edge and rapidly reaches stable after less than 20 cycles.
However, in the z direction, the WD curves rise slowly, which
slows down the convergence. Besides, the WDz curves show
distinct fluctuation, which indicates that the neutron source
distribution is oscillating along the z direction. One of the reason
is that the length of the active region along the z direction
is 128.52 cm, three times of that along the x and y directions
(42.84 cm). Another reason is that this study uses a quarter
core model, in which the left and up boundary conditions in
Figure 2A are reflective along x and y directions, while the up
and down boundary conditions in Figure 2B are crossing along
z directions.Therefore, the neutron source distribution trends to
oscillate around the axis of symmetry along the z direction.

It is also noted that the WDz curve is higher than the WDx
and WDy curves at t = 1.75 s, while the WDz curve is lower
at t = 4.75 s. Only the CRs in assembly 4 is moving vertically
at t = 1.75 s, which causes larger changes of the neutron source
distribution along the z direction. However, at t = 4.75 s the CRs
in both assembly 3 and 4 are moving oppositely, and thus the
neutrons are flowing from assembly 3 into assembly 4, causing
larger changes in the horizontal direction.

After applying ASM, the WD curves exhibit significant
changes, as shown inFigure 9.The curves in the x and y direction
stable at much faster speed and lower level (WD < 0.1) than
the curves in Figure 8. Considering the first asymptotic factor
is 16, the neutron source distribution in the x and y direction
is accelerated by 16 times the original convergence speed as
revealed by Eq. 26. Because the neutron source distribution
along the x and y directions converges at less than 20 cycles in
Figure 8, the curves in the x and y direction after applying the
ASMmethod stable after 2 cycles theoretically. BecauseWD uses
the second cycle as the reference, the WDx and WDy values are
as small as their fluctuation range.

In the z direction, however, the WD curves stable at a little
higher level than those in the x and y direction. Figure 10
compares theWDz curves with andwithout ASM. It is found that
theWDz curves obtainedwithASMare lower than those without
ASM, which indicates that the convergence is accelerated in the
first cycle because the neutrons of next cycles become closer to
those of the second cycle. Therefore, the WD results also proves
the acceleration capability of ASM.

4 Conclusion

The acceleration problem in the MC PCQS calculation is
studied in this paper. TFSE and the corresponding neutron
source iteration algorithm are introduced, as well as the reason to
use iterations. A simplified model is used to analyze the iteration
convergence features of TFSE. It is found that reducing ESR
is capable of accelerating the iteration convergence. Therefore,
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ASM is developed for MC PCQS to decrease inactive cycle
numbers and lower the computational cost. The performance is
tested with the TD4-4 case of the C5G7-TD benchmark. Results
show that the number of inactive cycles is reduced by more
than 85% compared with the previous study, and over 15% of
the total computational cost is saved. Using the Wasserstein
distance measure, it is found that ASM considerably speeds up
the convergence of the neutron source distributions along the
x and y directions. The iteration is also accelerated along the z
direction. As predicted by the convergence characteristic analysis
using the simplifiedmodel, the time step affects the convergence,
which will be studied in the future.
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