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For any power system, the reliability of measurement data is essential in operation,
management and also in planning. However, it is inevitable that the measurement data
are prone to outliers, which may impact the results of data-based applications. In order to
improve the data quality, the outliers cleaning method for measurement data in the
distribution network is studied in this paper. The method is based on a set of
association rules (AR) that are automatically generated form historical measurement
data. First, the association rules are mining in conjunction with the density-based
spatial clustering of application with noise (DBSCAN), k-means and Apriori technique
to detect outliers. Then, for the outliers repairing process after outliers detection, the
proposed method uses a distance-based model to calculate the repairing cost of outliers,
which describes the similarity between outlier and normal data. Besides, the Mahalanobis
distance is employed in the repairing cost function to reduce the errors, which could
implement precise outliers cleaning of measurement data in the distribution network. The
test results for the simulated datasets with artificial errors verify that the superiority of the
proposed outliers cleaning method for outliers detection and repairing.
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INTRODUCTION

With the evolution of smart grids, the intelligent monitoring equipment and system are becoming an
integral component of the distribution network, collecting a substantial volume of data in order to
manage the status and provide timely updates in the network (Alimardani et al., 2015; Wang et al.,
2018). Among them, the supervisory control and data acquisition (SCADA) system provides a large
number of operation data and analysis results, which brings great convenience for operators to
evaluate the planning and operation of distribution system. For instance, the data structure is
complex, many types of the data, and the sampling period/frequency of data are also different. For
distribution network dispatching control system, poor quality data may lead to wrong decisions,
which will have a great impact on the stable operation of power grid. Hence, it is essential that to
clean the outliers of measurement data in the distribution network.

The distribution network is an important part of production, transmission, and consumption,
which plays a critical role in the delivery of electric power. In the planning and operation of
distribution network, the availability of accurate measurement data has a considerable impact on
dispatching operations and control of the distribution network. For instance, the analysis of
measurement data in the distribution network can assist in taking action against fault detection,
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dispatching, load forecasting, power quality, tariff settings, and so
forth. (Hayes et al., 2018; Cai et al., 2021; Wang et al., 2019).
Moreover, it solves the problems that distribution networks
frequently face in terms of integrated energy planning,
distributed energy storage, and demand-side management,
respectively (Thams et al., 2018; Liu et al., 2019). Generally,
the majority of the researches in the distribution network, for the
analysis and prediction of the measurement data, is focus on the
feature selection or parametric optimization of the model (Liu
et al., 2020). However, due to the complex topology features and
communication disturbances, the accuracy of distribution
network measurement data is not always satisfactory, making
it susceptible to data anomalies such as outliers or missing data
(Shi et al., 2019). To fill in missing data, denoise while detecting
outliers, and repair inconsistencies, data cleaning is the first and
most crucial step. Obviously, it has a decisive influence on the
final result: if the dataset is incomplete in terms of data cleaning
and preprocessing. This means that the established analysis and
prediction model will not be accurate and efficient, which may no
longer be suitable for the planning and operation of distribution
system. For instance, due to external disturbances, data recorded
in smart electric meters is abruptly modified because a
transmission error for control commands, such as electric
quantity or associated parametric information is reset to
outliers, or even data missing (Nascimento et al., 2012). And
in DCmicrogrids, the large-scale converters with inhomogeneous
initial values are widely appeared due to soft-starting operation,
which make the input-output maps error will be large (Wang
et al., 2021). Under these circumstances, efficient preprocessing
via data cleaning aids in improving the quality and accuracy of
subsequent analysis and decision-making outcomes, which can
successfully guide the planning and operation of the distribution
network.

Researchers have extensively conducted many outliers
cleaning studies to improve the data quality and decision-
making results, including outliers detection and repairing. For
outliers detection, with the rapid development of machine
learning technology, many machine learning algorithms have
been utilized to improve the accuracy in power systems. In
literature (Nemati et al., 2018), a constraint and association
rule-based current transmission capability forecasting method
was proposed for outliers detection in substation metering
equipment. However, this model is complex and
computationally intensive, which is not suitable for the
detection of bad data in a large number of transformer
districts. In literature (Esmalifalak et al., 2014), support vector
machine (SVM) has been investigated for detecting the outliers
injected into the measurement data from power grid. Since SVM
is a supervised learning method, it necessitates labeling the data in
order to train the model. However, in practice, obtaining a
considerable volume of tagged data is difficult. In literature
(Thang et al., 2011), a density-based DBSCAN algorithm was
used for detecting the network traffic outliers of electricity meters,
which dataset may include multiple traffic types with different
characteristics. It has a high level of outliers detection
performance, but there are difficulties in finding its parameters
(epsilon and minpts) when the multidimensional feature data is

taken into account. In literature (Li et al., 2018), the isolation
forest (IF) algorithm was proposed to detect the outliers, and the
backpropagation neural network (BPNN) algorithm was used for
predicting and repairing the outliers. However, IF algorithm is
usually suitable for detecting global outliers, but not for detecting
local outliers.

Traditionally, researchers have concentrated more on a basic
and easy to repair statistical estimate method for outliers
repairing. Still, mining a deep relationship between data is
difficult, and the repairing results are not ideal (Waal et al.,
2001). By contrast, machine learning (also includes deep
learning) methods is a very effective technology, which could
easily recognize the outliers through the linear or nonlinear
pattern relationships and the repairing results could more
accurately. For instance, in literature (Qu et al., 2016), a
hierarchical clustering algorithm based on the clustering using
representatives (CURE) was proposed for the outliers detection
the repairing, which could confirm the normal value boundary
samples from historical data. However, when the volume of data
is large, the time complexity is poor and precision is low with the
hierarchical clustering algorithm, which make a challenge to
determine the ideal boundary sample number. In literature
(Hu et al., 2021) a data recovery method based on generative
adversarial networks (GANs) was proposed for safe and efficient
operation in the pipeline network, which could accurately recover
incomplete pressure data caused by the device or communication
aspect. But there are still some difficulties when the complete data
pairs is no provided in the training process. On the other hand, to
produce good repairing results, a metric learning and a cost
functional model are proposed to estimate data repairing
efficiency while taking sample distances into account (Li et al.,
2019). Distance is a term that describes the dissimilarity of two
input samples. Among them, the most frequently used technique
is the Euclidean distance. However, the Euclidean distance takes
neither the correlation of the features nor the different weights of
features into account, which may not reflect the real nature of the
problem, and distorts the true dissimilarity between samples. To
address this issue, in literature (Maesschalck et al., 2000), the
Mahalanobis distance idea was defined to use the similarity
metric as a substitution to perform better. In another example
(Yan et al., 2020), the adoption of the Mahalanobis distance
improves the classic k-nearest neighbor (KNN) outliers
identification method, resulting in increased accuracy and a
lower false detection rate. However, the repair of outliers has
not been considered in this model. Furthermore, most of the
models stated above focus on specific application scenarios and
do not process real-time data from the distribution network
system. Moreover, most of the outliers cleaning methods
aforementioned presumed the underlying population
distribution before the step of data cleaning. However, in real-
word data, a hypothesis about an underlying population is a
statement that may be true or false.

In power grids, a huge amount of historical measurement data
from various distribution stations is available, which could
provide valuable information for detecting and repairing
outliers. Furthermore, the association rules learning is a
popular and well data mining method for discovering relations
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between variable features. Our motivation is to investigate how to
capitalize on the historical data for outliers cleaning, including
outliers detection and repairing, to achieve expected
performance. An association rules-based method for outliers
cleaning is given in this work to mine the information which
whereas the assumptions of underlying population about the data
is not required. In outliers detection, we adopt the density-based
spatial clustering of application with noise (DBSCAN), k-means
and Apriori technique to generate the association rules. After the
outliers detection, the distance-based model is designed with
Mahalanobis distance to repair to outliers. Various tests are
carried out on data sets with simulated errors to evaluate the
good performance of the proposed method. The test results
indicate that the proposed method can effectively identify
outliers in the distribution network’s measurement data while
achieving accurate data repairing. The proposed method detects
the outliers with a F1-Score (a metric combine precision and
recall) of 96%, even in the condition with a high anomaly rate.
The F1-Score indicates how well precision and memory are
balanced. Furthermore, the correlation between features of
measurement data is also computed to detect and repair the
outliers, thus improving the method’s accuracy. The main
contributions of this work could be summarized as follows
two aspects:

1) This paper introduces an outlier detection and repairing
technique based on association rule. The proposed
technique uses the information provided from historical
measurement data, whereas the assumptions of underlying
distribution about the measurement data is not required.

2) The distance-based model is adopt for outliers repairing,
which describes the similarity between outlier and normal
data by the Mahalanobis distance. It estimates the outliers
according to the normal data within historical data, which is
employed to improve the estimation accuracy.

The remainder of the paper is organized in the following
manner. Problem Statement discusses the measurement problems
in the distribution network and data anomalies. The proposed
methodology has been presented in Preliminaries and The
Proposed Model for Outliers Detection and Repairing.
Simulation results are provided in Experiment and Analysis,
and the concluding remarks are summarized in Conclusion.

PROBLEM STATEMENT

Measurement Problems in Distribution
Network
Through SCADA system, a large amount of operating data is
continuously collected, uploaded, and formed into big data for
the distribution network, which provides abundant data
resources for big data analysis (Ye et al., 2010; Song et al.,
2013). And the data collected by SCADA has the following
characteristics: large amount, high dimensions, and complex
data types. Then the most common problems encountered in
measurement data are the absence of data (nulls values and

zeros), change in level and spikes (points more than N times
the standard deviations away from the series mean), and generally
are called outliers. Therefore, in order to improve the accuracy of
the analysis and decision-making results based on measurement
data, how to clean and repair outliers form the measurement data
in distribution network is a challenge faced by distribution
system.

The Source of Abnormal Data in Distribution
Network
The process of collecting measurement data from the distribution
network involves many components such as metering equipment,
metering centers, and communication systems. However, if a
malfunction occurs in any measurement channel, it can lead to
data anomalies (Chen et al., 2010). For example, the failure of
smart electricity meters, noise interference, data transmission
errors, and abnormal power consumption will cause these
collected data to become outliers or data missing. Generally,
there are three potential sources of data anomalies in distribution
network measurement data:

1) Metering equipment. The measuring equipment from
abnormal operating conditions may lead to errors in
measurement (Yan et al., 2015; Chen et al., 2010). In
particular, the magnetic bias phenomenon in potential
transformers (PT) and current transformers (CT)
equipment would cause measurement errors (Mccamish
et al., 2016). Also, the non-synchronous problem on data
collection could cause errors since the sampling time of some
devices is asynchronous (Liu et al., 2020). In particular, all
forms of metering and communication equipment are
constantly exposed to unknown conditions. They are
vulnerable to the effects of real-world circumstances, which
typically have a high failure rate. Meanwhile, the operation in
the monitoring and communication equipment can not be
carried out smoothly when a fault occurs. In that situation,
erroneous or missing data will be recorded.

2) Distribution network. Control operations and faults in the
distribution network have a significant impact on the accuracy
of measurement data. Temporary inrush current interference
caused by switchgear such as circuit breakers may cause
temporary outliers to appear in some measurements when
adjusting the operation of the distribution network. In any
fault event, the metering equipment may fail to function
properly, resulting in measurement issues.

3) Communication systems. Due to the distribution network’s
complex topology and geographical environment, local
communication links usually use low-power and lossy
networks in power distribution networks. This type of
network is prone to data packet loss. Also, the reliability of
distribution network data transmission is affected by the
communication links. The way of communication will also
affect the reliability of data transmission in the distribution
network. Due to cost constraints, most distribution topologies
use communication methods such as distribution carrier
waves, Zigbee wireless technology, and industrial wiring
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(Pei et al., 2010). These communication methods are less
reliable and often break codes when the channel is exposed to
heavy electromagnetic interference, resulting in missing data.

All of the above issues may produce anomalous data, causing
the quality of the data to be inconsistent and reduce usability.
Therefore, it is necessary to clean the data before using it for
analysis and utilization. The prominent data anomalies in the
existing distribution network data are missing data and outliers.
The term “data missing” applies when the collected value is null
or contains an invalid value. In contrast, outliers occur when the
collected value deviates from normal data. The value exceeds the
acceptable range of change (data is too big or too small) and
maintains a certain time pattern without repetition.

Figure 1 illustrates the distribution of abnormal voltage data
in the distribution network for various purposes. Figure 1A
shows the abnormality caused by the malfunction of the
metering equipment. The characteristic feature of this
phenomenon is that some observations are outliers or missing
values, which do not last for a long time but occur frequently.
Figure 1B shows the data abnormality caused by the failure of a
terminal monitoring point. It is characterized by continuous data
anomalies or single-point data anomalies occurring at a single
point of observation. Figure 1C shows the data anomalies caused
by excited inrush disturbances and automation equipment
actions at controller monitoring points. This abnormality is
characterized by short-term outliers in some observations,
i.e., retained for a very small period of time. Figure 1D shows
data anomalies caused by faults in the communication system of
the sub-stations. It is defined by a partial loss of temporal data at
various intervals and is typically retained for a short period
of time.

Outliers Cleaning in Distribution Network
The above issues might pollute the measurement data, which
make it not suitable used directly for distribution system planning
and operation. Therefore, the data preprocessing is an essential
process before using data for analysis and decision-making, and
the outliers detection is the most important part of the process.
Generally speaking, a good outlier detection algorithm should be

able to identify outliers correctly, and would no have any response
to the normal data. As shown in Figure 2, a dataset of the voltage
amplitude, which received from sensors and contains four
outliers and one missing data, and highlight it in the figure.
The aim of the outliers detection is to find the highlight points
and mark it with lables, which is the kernel of the data cleaning.

Association rules learning are a rule-based machine learning
method, which is a research focus of the data mining and analysis.
In an method for automatically generating association rules, it
mainly includes three important steps: data denoising, data
discretization and rule mining. Furthermore, how to select the
sub-algorithm is a critical step. In this paper, the density-based
algorithm, DBSCAN, is chosen in the data denoising step, which
has a excellent result in denoising and high scalability. Then in the
data discretization step, the distance-based algorithm, K-means is
used since its precise classification result and high computation
efficiency. And in the rule mining step, Apriori algorithm is
selected because of its high stability and flexible extension ability.
With that in mind, we presents an outliers cleaning method based
on association rules, which could found the implicit relationship
between features from the historical measurement data and pick
up the valuable information on outliers detection and repairing.
For the outliers detection, the DBSCAN, K-means and Apriori
algorithm are chosen for generating the association rules from
historical data, which make the detector more flexible and
accurate. For the outliers repairing, the repairing cost is
chosen with a distance-based model. And the Mahalanobis
distance is chosen to use for constructing a data repairing cost
function, which could reduce the errors.

PRELIMINARIES

DBSCAN Clustering Algorithm
DBSCAN is an unsupervised machine learning clustering
algorithm that could be used for data classification with a
nonlinear density structure (Chen et al., 2021; Chipade et al.,
2021). The algorithm treats the data as points in space and
clusters them based on density magnitude, allowing clusters of
arbitrary shapes to be found in a noisy space. The basic idea of

FIGURE 1 | The distribution of abnormal voltage data for several reasons: (A) Abnormal voltage data cause by Metering equipment; (B) Abnormal voltage data
cause by faults; (C) Abnormal voltage data cause by operation control; (D) Abnormal voltage data caused by the communication system.
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DBSCAN is to introduce neighborhood and density connectivity
concepts, explore the data points, and use density connectivity to
grow clusters until outliers split them. The DBSCAN clustering
algorithm can be adapted to any form of clustering. It can filter
out noisy outliers in space, making it ideal for outliers detection in
the distribution network.

Assume a historical measurements datasets D �
{x1, x2, . . . , xn} be the numerical attributes of observations
with rows i ϵ [1, 2, . . . , n]. For any observation xi ∈ D has a
timestamp. And it contains m features, as given by Equation 1.

xi � {fi1, fi2, . . . , fim} (1)

where fij represents the jth feature of the ith data.
Meanwhile, let ε be the neighborhood distance parameter of

DBSCAN. For each point xi ∈ D, the ε - neighborhood set is
defined using Eq. 2.

Nε(xi) � {xj εD∣∣∣∣dist(xi, xj)≤ ε} (2)

Then, for any point xi ∈ D, the core point should be satisfied
via Eq. 3.

|Nε(xi)|≥minpts (3)

where, |Nε(xi)| is the count of elements in theNε(xi). Andminpts
is the minimum number of points in ε -neighborhood.

If a point xi ∈ Nε(xi) satisfy Eq. (2), xi is directly-density
reachable from the point xj. As shown in Figure 3, points that are
outside the range of clustering are considered outliers. For clarity,
Algorithm 1 explains the step-by-step procedure of the DBSACN
clustering algorithm.

Algorithm 1. : Density-based spatial clustering of applications
with noise(DBSCAN).

Association Rules Mining
Association rule learning is a rule-based machine learning
method used to mine frequent patterns, correlations, or causal
structures between itemsets. It is intended to determine valuable
rules based on the frequency of occurrence between itemsets in a
database (Rauch, 2005; Chengyu et al., 2016). In data cleaning, the
association rules algorithm is applied for mining the relationship
between various features of the measurement data in the power
system.

At first, the obtained features should be discretized to improve
the robustness of association rules to outliers. After data
discretization, a datasets D with size n ×m, which is a 2-
dimensional real-valued matrix, is converted to a Boolean

FIGURE 2 | The data anomaly plot.

FIGURE 3 | The process of DBSCAN clustering.
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matrix D with size n ×m. When a feature is in the specified
interval, the value in the Booleanmatrix is labelled as 1. If not, it is
labelled as 0. Figure 4 illustrates a portion of the datasets before
and after data discretization.

Let F � {F1, F2, . . . , Fn} be the itemsets ofD. Each observation
xi ∈ D may contain one or more items. The aim is to search for
the most frequent patterns of items from the datasets for
generating association rules. With this in mind, an association
rule between FA and FB, can be defined as Eq. 4.

FA0FB (4)

where FA, FB are itemsets, and FA ⊂ F, FB ⊂ F.
Since the magnitude of support and confidence value is

commonly used to assess the effectiveness of an association
rule. The following Eq. 5 represents a definition to support an
association rule between FA and FB:

Sup(FA0FB ) � coun(FA ∪ FB )∣∣∣∣D∣∣∣∣ (5)

where count is the number of occurrences of an item in data D;
FA ∪ FB is the coexistence of FA and FB; and

∣∣∣∣D∣∣∣∣ is the total
count of itemsets.

The confidence value indicates the reliability of the association
rule. The confidence of an association rule between and can be
defined as follows:

Con(FA0FB ) � coun(FA0FB )
Sup(FA) (6)

In this work, we use Apriori algorithm is employed to search
for the itemsets frequency in the complete transaction set. In this
approach, the ones with more than the minimum support and the
minimum confidence are used as strong association rules. These
rules give high confidence and strong support greater than or
equal to a user-specified minimum confidence threshold and a

minimum support threshold. The process of the algorithm is
explained in Algorithm 2.

Algorithm 2. : Association Rule Mining with Apriori.

Mahalanobis Distance
The Euclidean distance is the most common metric of distance in
data science, which describes the straight-line distance between two
points in Euclidean space. Consider the case where two or more
variables are linked. The axes are no longer at right angles in this

FIGURE 4 | The process of data discretization.

FIGURE 5 | An illustration of Mahalanobis distance.
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situation, and measurements are no longer possible. The Euclidean
distance cannot represent the real distance between feature vectors.
To mitigate this issue, Mahalanobis distance is implemented. The
Mahalanobis distance measures the distance between two points in
multivariate space (Maesschalck et al., 2000). It calculates distances
between points, including correlated points for multiple variables.

For a given sample set, in order to integrate the correlation
between the sample points, the distance between numerical data
features can be calculated using the Mahalanobis distance metric
to measure the similarity between samples (Liu, et al., 2020). For a
feature, the variation between two observations can be specified
by Eq. 7.

Md(x1, x2) �
�������������������
(x1 − x2)TS−1(x1 − x2)

√
�

������������������
(x1 − x2)TM(x1 − x2)

√
(7)

where S is the covariance matrix, andM � S−1, if the two samples
have similar or identical characteristics, the martingale distance
should be small or even zero.

Figure 5 illustrates the transformation in the two-dimension
space. Here, the blue and pink dots represent the original and
transformed data. For presented data points, the correlation of
the two features causes the oval shape of the original distribution.
If we apply the Euclidean distance, it will not reflect the real
dissimilarity of the data. While calculating Mahalanobis distance,
the eclipse is first transformed to a standardized circle with a
radius equal to 1, and then the Euclidean distance in the
transformed space is calculated. Meanwhile, computing the
distance, the influence of correlation is offset by the
transformation.

THE PROPOSED MODEL FOR OUTLIERS
DETECTION AND REPAIRING

Since historical measurement data from SCADAS is required
processing, using this information, the proposed model generates
a list of association rules to evaluate the correlation between

FIGURE 6 | The schema of the proposed method.
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distinct variables. The overall flowchart of the proposed method
is shown in Figure 6. The proposedmodel consists of three stages:
data preparation, outliers detection and outliers repairing.

1) In the data preparation process, it has a task with DBSACN
clustering algorithm to eliminate ineffective information,
which purposes is to find the obvious abnormal data like
null or missing values and so on. Then prepared dataset (D)
will be discretized with k-means clustering algorithm, which
purposes is to get the discrete dataset (D) to generate
association rules.

2) In the outliers detection process, it is necessary to mine the
association rules in historical data for detecting outliers. The
association rules will be mined from the dataset (D) with
Apriori algorithm. Correspondingly, the intervals of the
features will be define by the association rules, which the
features are distributed. The newly obtained observation will
be compared with the intervals which defined from the
association rules. If these real-time observations out of the
intervals (i.e., identified by the association rules), they will be
flagged as outliers. In this paper, we use 1 as the label for
outlier, and 0 as the label for normal data.

3) In the outliers repairing process, all the sample points would
be mapped into a feature space, which determining by the
association rules. Subsequently, a novel cost function is
constructed and used for data repairing, and the outlier
will be repaired with the value which have the minimum
repair cost. In this paper, the distance metric is formed with
Mahalanobis distance, and similar normal data related to the
query outliers are retrieved.

Data Preparation
In practice, there are some anomalies in the historical
measurement data from the distribution network, which may
bring invalid/incorrect information. Therefore, it is necessary to
process the historical data before mining the association rules.We
employ the DBSCAN clustering algorithm as the noise detector
and design a procedure to dispose of the anomalies in the
historical measurement data. The DBSCAN algorithm divides
these observations into several clusters and outliers. The
parameter of and minpts is chosen based on the silhouette
coefficient. Next, the data points in each cluster are labelled as
0, while the outliers are labelled as 1. Furthermore, to generate the
association rules, we use k-means for data discretization.

Outliers Detection
The results from the association rules are used for detecting the
outliers. In any case, the outliers detection of each feature is based
on comparisons between the new real-time observations and the
association rules generated from all historical measurement data.
In the final analysis, if a real-time measurement mismatches the
interval defined by the associated rule, it will be flagged as an
outlier.

For example, assume association rules are generated as
follows:

{FA � [FA1min , FA1max)0 FB � [FB1min , FB1max)}
For a new observation Ot which contains the same

features (FA andFB):
If Ot(FA) ∈ [FA1min, FA1max),whileOt(FB) ∉ [FB1min, FB1max)
According to the association rule, the new observation is

compared to previous observations that have the same
features. The Ot stays out of the intervals, which signify that
Ot is an outlier, and the current observation would be labeled as 1.

Outliers Repairing
As shown in Figure 7, after outliers detection, for any point
xi ∈ D, it would be allocated in a feature space divided by the
association rules, which we called “data binding”. When an
observation of one feature is marked as an outlier, it is
necessary to calculate the estimated value of the outlier. For
an abnormal observation in the “rule box space (RBS)”, the point
with the highest similarity to its attribute should fall in the same
sub-RBS.

For example, assume the presence of outliers for the voltage
magnitude, and the following Rule1 are generated with the
highest confidence:

{Current � [0.2272, 0.2408],Active Power
� [38.5260, 39.9682],Reactive Power
� [42.1306, 44.8896]}0{Voltage � [142.3809, 144.0914)}

FIGURE 7 | The RBS with association rules.

FIGURE 8 | The repairing cost of one outlier.
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According to this rule, the correct value of voltage magnitude
should be in the range of [142.3809,144.0914). It means that after
the outliers are repaired, the point is still in the original sub-RBS.
This is because data repairing can be translated into searching for
normal data with the highest similarity to it within the RBS.

The Mahalanobis distance is used as a metric to account for
the distributional differences between attributes. The repair
results within this RBS are not unique, and each result has a
corresponding repair cost. As shown in Figure 8, in outlier
repairing, the objective is to minimize the repairing cost
function as Eq. 8.

cost(x, x′) � Md(x, x′) (8)

where x′ is the repairing result of the corresponding x.
However, in some cases, the minimum value of the cost

function is more than one. In these cases, the abnormal
observation will be replaced by Ot′ , which calculated by the
following Eq. 9.

Ot′ � mean(DCmin) (9)

whereDCmin ∈ D that corresponds toCmin, andCmin is the set with
the minimize repairing cost.

In addition, we consider the outliers repairing with the data
feedback. When an outlier is cleaned to a normal value after
outliers repairing, the observation would be updated in the RBS
for a new outlier that needs repair. The accuracy of outliers
repairing could be improved with data feedback.

EXPERIMENT AND ANALYSIS

The Metrics Used for Evaluating
Outliers detection of measurement data is an unbalanced
binary classification problem. Data are classified as normal
or abnormal. In this way, accuracy is not an appropriate metric
for evaluating the performance of a method. The detection
results could be classified into four types according to the label
between actual and prediction values: true positive (TP), true
negative (TN), false positive (FP) and false negative (FN). The
confusion matrix of outliers detection is shown in Table 1. In
general, the Precision, Recall and F1-Score are used as the
metrics for evaluating of classification problem. Among them,
the Precision is a metrics reflects the reliability of the detection
results, while the Recall is a metrics reflects how many truly
detection results are returned. And the F1-Score is the
harmonic mean of precision and recall.

According to the confusion matrix of outliers detection, the
Precision, Recall and F1-Score could be calculated by Eqs 10–12.

Precision � TP
TP + FP

(10)

Recall � TP
TP + FN

(11)

F1 − Score � 2 × Precision × Recall
Precision + Recall

(12)

where TP is the count of outlier detected as an outlier, FP is the
count of normal data detected as an outlier, FN is the count of
outlier detected as normal data.

In addition, two metrics used for outliers repairing: the mean
absolute error (MAE) and the root mean square error (RSME).
They are defined as follow Eqs 13, 14 .

MAE � 1
N

∑N
i�1

∣∣∣∣∣x̂i − xj′
∣∣∣∣∣ (13)

RMSE � 1
N

���
∑N
i�1

√√ (x̂i − xi′)2 (14)

where N is the size of data, x̂i is the ith actual value (without
contaminated) of outliers, xi′ is the estimation of the ith outlier.

TABLE 1 | Confusion matrix of outliers detection.

Actual label Detection results

Outlier/1 Normal/0

Outlier/1 TP FN
Normal/0 FP TN

FIGURE 9 | The test system from a region in southwest China.
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The Simulated Dataset
Unfortunately, the measurement datasets from real-world
distribution networks are unlabeled. It means that it is not
appropriate to use as a dataset for evaluating the proposed
methods. Hence, we used the simulated datasets with artificial
error. To verify the correctness and effectiveness of the proposed
method, a test system (from a region in southwest China) is
modeled in PSCAD/EMTDC to collect simulation data, as shown
in Figure 9. The operational datasets contain 4000 samples (with
a sampling rate of 40 frames per second) and four features
(voltage magnitude V, current magnitude I, active power P,
reactive power Q) for the distribution network. There are no
outliers in these datasets. We added some synthetic errors to the
simulated measurement data, in which outliers are generated and
injected into the datasets using a normal-distributed random
function as z � G(x). Table 2 shows that each bus data has 5–15%
noise injected into it. As an example, if a data point has a voltage
magnitude feature of 110kV, the noise is calculated as 110*105%
+ G(x). For each sample, three-fourths of the data is taken as
input, and the trained algorithm predicts the rest of the real-
time value.

Outliers Detection
The discretization of the pre-processed datasets is performed
using k-means clustering. The numerical attributes voltage
magnitude, current magnitude, active power and reactive

power are clustered into 8, 5, 6, and 5 categories, respectively.
The clusters are selected based on the quality metric that is finally
estimated. After data discretization, the Apriori algorithm
generates the association rules in the test datasets with
confidence greater than 60%. For each posterior feature, the
association rules are generated separately. Then the rules are
generated for prediction individuals. Some of these rules are
shown in Table 3. If the observation is not within the interval
determined by the rules, it will be marked as an outlier.

For evaluation, the proposed method is compared with other
methods such as decision tree, k-neighbors, and SVM; all
methods are using simulated datasets. The results are shown
in Table 4 and Figure 10, and the comparison is based on
Precision, Recall and F1-Score, respectively. For the Precision,
considering the dataset with 5–15% noise, the above method have
similar results, which means that the change of anomaly rate has
little effect on the Precision. For the Recall, with the anomaly rate
increases, the above method have worse results, which means that
the change of anomaly rate mainly affects the Recall, resulting in
the change of F1-score.

According to Table 4 and Figure 10, the result of decision tree
is not satisfactory, which may mistakenly treats the normal data
as an outlier. And for the datasets with highly contaminated
(more than 15%), the SVM is leaving much to be desired, the
Recall of it even less than 90%. For SVM, the reason may be that
the high anomaly rate makes the training data extremely
unbalanced. Therefore, in the training stage, the type of data
may not meet the requirements of SVM, which limits the
application of SVM in outliers detection. Under the same
conditions, the Precision and Recall of k-neighbors is small
than our proposed method. From the Figure 10, the proposed
method play a good performance, whose F1-Score remains more
than 96% for the datasets with different anomaly rate. The
comparative case studies show that our proposed method
outperformed the other three methods.

TABLE 2 | The noises injection of simulated dataset.

Anomaly rate The outliers calculation
in each feature

Anomaly proportion

Noise 5% 1.p.u *105% + G(x) 569/4000
Noise 10% 1.p.u *105% + G(x) 1091/4000
Noise 15% 1.p.u *105% + G(x) 1529/4000

TABLE 3 | The part of association rules in different anomaly rate (voltage as posterior).

Anomaly rate (%) Prior Posterior Con

5 {Current � [0.2408, 0.2521), Active Power � [38.5260, 39.9682), Reactive Power � [45.6303, 46,6837)} {Voltage � [142.3809, 144.0914)} 0.7692
{Current � [0.2272, 0.2408], Active Power � [38.5260, 39.9682), Reactive Power � [41.1306, 43.8896]} {Voltage � [134.5451, 137.8775]} 0.7222
{Current � [0.2272, 0.2408], Active Power � [38.0519, 38.5260), Reactive Power � [45.6303, 46,6837)} {Voltage � [144.0914, 149.0609)} 0.6818
{Current � [0.2272, 0.2408], Active Power � [38.0519, 38.5260), Reactive Power � [41.1306, 43.8896]} {Voltage � [137.8775, 140.3127)} 0.6800
{Current � [0.2408, 0.2521), Active Power � [38.5260, 39.9682), Reactive Power � [43.8896, 45.6303)} {Voltage � [140.3127, 142.3809)} 0.6800

... ... ...

10 {Current � [0.2272, 0.2408], Active Power � [36.9662, 38.0519], Reactive Power � [46.6837, 48.0561)} {Voltage � [144.0914, 149.0609)} 0.7826
{Current � [0.2408, 0.2521), Active Power � [38.0519, 38.5260), Reactive Power � [45.6303, 46,6837)} {Voltage � [142.3809, 144.0914)} 0.7407
{Current � [0.2408, 0.2521), Active Power � [38.0519, 38.5260), Reactive Power � [45.6303, 46,6837)} {Voltage � [137.8775, 140.3127)} 0.7333
{Current � [0.2272, 0.2408], Active Power � [38.5260, 39.9682), Reactive Power � [45.6303, 46,6837)} {Voltage � [134.5451, 137.8775]} 0.7142
{Current � [0.2272, 0.2408], Active Power � [39.9682, 42.3351), Reactive Power � [41.1306, 43.8896]} {Voltage � [140.3127, 142.3809)} 0.6785

... ... ...

15 {Current � [0.2272, 0.2408], Active Power � [38.5260, 39.9682), Reactive Power � [43.8896, 45.6303)} {Voltage � [140.3127, 142.3809)} 0.8181
{Current � [0.2272, 0.2408], Active Power � [39.9682, 42.3351), Reactive Power � [46.6837, 48.0561)} {Voltage � [137.8775, 140.3127)} 0.7368
{Current � [0.2272, 0.2408], Active Power � [36.9662, 38.0519], Reactive Power � [45.6303, 46,6837)} {Voltage � [134.5451, 137.8775]} 0.7333
{Current � [0.2408, 0.2521), Active Power � [38.5260, 39.9682), Reactive Power � [45.6303, 46,6837)} {Voltage � [142.3809, 144.0914)} 0.7000
{Current � [0.2408, 0.2521), Active Power � [38.5260, 39.9682), Reactive Power � [46.6837, 48.0561)} {Voltage � [144.0914, 149.0609)} 0.6957

... ... ...
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Outliers Repairing
We employ two other widely-used data repairing methods to
make a comparison, which includes decision tree and gradient
boosting decision tree (GBDT). Table 5 and Figure 11 show the
comparison result of the MAE and RSME at different anomaly
rates. The accuracy indices of the decision tree and GBDT is close
under different anomaly rates. And the GBDT algorithm is in a
better position than the decision tree algorithm for each

evaluation indices. The proposed method has been superior in
all the accuracy indices in terms of aggregate, indicating model
robustness.

In these cases, we only showed the result for detection and
repairing the voltage, but the proposed method can also work for
other features. In general, the proposed method outperforms the
other methods in most cases. However, our approach’s
performance may not be good in some situations, especially
when used with little historical data. The reason for the
problem is the insufficiency of association rules. The

FIGURE 10 | The histogram of the comparative analysis in different outliers detection methods.

TABLE 5 | The results of the comparative analysis in different outliers repairing
methods.

Anomaly rate (%) Method MAE RSME

5 Decision Tree 1.1307 2.1325
GBDT 1.0744 2.1315
Proposed 0.8720 1.0871

10 Decision Tree 1.7386 3.5983
GBDT 1.6941 3.5701
Proposed 1.0647 1.4617

15 Decision Tree 1.5002 2.9637
GBDT 1.4785 2.9260
Proposed 0.7751 0.9595

FIGURE 11 | The histogram of the comparative analysis in different outliers repairing methods.

TABLE 4 | The results of the comparative analysis in different outliers detection
method.

Anomaly rate (%) Method Precision Recall F1-score

5 Decision Tree 0.9649 0.9649 0.9649
K-Neighbors 1.00 0.9298 0.9636
SVM 1.00 0.9123 0.9541
Proposed 1.00 0.9649 0.9821

10 Decision Tree 0.9820 0.9646 0.9732
K-Neighbors 1.00 0.9646 0.9820
SVM 1.00 0.9381 0.9680
Proposed 1.00 0.9823 0.9911

15 Decision Tree 0.9630 0.9420 0.9524
K-Neighbors 1.00 0.9275 0.9624
SVM 1.00 0.8551 0.9219
Proposed 1.00 0.9348 0.9663
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association rules can not include all the conditions, which cause
by the value of confidence (more than 60%). One way to improve
the accuracy of the proposed method is to increase the amount of
historical data. So that more association rules can be generated to
mine the correlation between features from the data.

CONCLUSION

In this paper, we developed a association rules-based method
for outliers cleaning. To detect outliers, the association rules
are generated from historical data in conjunction with
DBSCAN, k-means and Apriori technique. For the outliers
repairing, we took into account the repairing cost by a
distance-based model. The Mahalanobis distance was used
for constructing a data repairing cost function to reduce the
errors. The proposed method achieves accurate detection as
compared to decision tree, k-neighbors, and SVM algorithms.
When outliers is taken into account, our model produces a
smaller MAE and RSME, which has a better result than
decision tree and GBDT. The results show that the work
has a positive effect on improving data quality, which
means our works could provide a reliable data base for
distribution network planning and operation. Future work

will focus on combining this approach with Spark parallel
computing technology to improve the efficiency of the
algorithm to satisfy the practical application needs of
distribution network measurement outliers cleaning.
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