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The study aims at gaining insights into relationships between perceived institutional 
support and students’ perceptions of AI-supported learning. It also investigates the 
mediating role perceived learning outcomes and moderating effect of technology 
self-efficacy within this context. Research model was developed and validated 
based on Social Cognitive Theory (SCT) and the learning outcomes of students. 
Using quantitative research design and convenience sampling technique, 204 
students from higher education institutions were included in the analysis. Data 
were analyzed using structural equation modeling (SEM) to test the hypothesized 
relationships. The results revealed that perceived institutional support significantly 
impacts students’ perceptions of AI-supported learning (β = 0.200, C.R. = 2.291, 
p = 0.022), technology self-efficacy (β = 0.492, C.R. = 9.671, p < 0.001), and learning 
outcomes. Additionally, technology self-efficacy was found negative moderating 
effect (β = −0.146, CR = −2.507, p = 0.012) the relationship between perceived 
institutional support and AI-supported learning perceptions. Perceived learning 
outcome partial mediated the relationship between perceived institutional support 
and students’ perceptions of AI-supported learning, with a direct effect of (β = 0.155, 
p < 0.001) and an indirect effect of (β = 0.539, p < 0.001), as evidenced by the 
confidence interval [0.235, 0.549]. These findings highlight the significant interplay 
of perceived institutional support, technology self-efficacy, and perceived learning 
outcomes in shaping students’ perceptions of AI in higher education, underscoring 
the importance of fostering supportive academic environments for effective AI 
integration. The theoretical and practical implications of the study are discussed.
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1 Introduction

The integration of Artificial Intelligence (AI) in higher education is revolutionizing the 
learning landscape by offering personalized, adaptive, and efficient learning experiences 
(Luckin and Holmes, 2016). As AI technologies become increasingly prominent, understanding 
students’ perceptions of AI-supported learning is critical to ensuring successful adoption and 
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maximizing learning outcomes. Perceived institutional support is 
critical in encouraging the adoption and effective use of AI tools like 
ChatGPT in higher education. AI-supported learning refers to the 
integration of artificial intelligence technologies into educational 
processes to enhance teaching and learning experiences (Ouyang 
et al., 2023; Rerhaye et al., 2021; Wang et al., 2023). This approach 
leverages AI tools to provide personalized learning experiences, 
automate administrative tasks, and improve the accessibility of 
educational resources (Alam, 2023; Sajja et  al., 2023). Common 
applications of AI in learning include adaptive learning platforms, 
virtual tutors, language translation tools, and intelligent feedback 
systems like ChatGPT, which can provide instant support and 
interactive content for learners (Alqahtani et al., 2023; Graefen and 
Fazal, 2024; Zhao et al., 2024).

Institutions that provide robust support in the form of training, 
resources, and guidance foster an environment where students feel 
confident and capable of leveraging AI technologies. Such support 
helps students overcome the initial barriers to adoption, such as lack 
of knowledge or apprehension about AI tools, and encourages their 
integration into learning routines. Research suggests that perceived 
institutional support positively influences technology adoption 
behaviors by reducing perceived complexity and increasing perceived 
usefulness (Al-Rahmi et  al., 2022; Teo et  al., 2019). For instance, 
students who receive institutional backing, such as workshops or 
access to online tutorials, are more likely to use AI tools for research, 
assignment preparation, and skill development, thereby enhancing 
their overall learning experience. Moreover, institutional support plays 
a pivotal role in aligning AI technologies with pedagogical objectives. 
Tools like ChatGPT have the potential to personalize learning 
experiences, improve critical thinking, and enhance academic 
performance (Abas et al., 2023; Bettayeb et al., 2024). However, their 
effective use depends largely on the guidance and support provided by 
educational institutions. When institutions proactively address ethical 
concerns, provide guidelines for appropriate use, and encourage 
feedback, they create an ecosystem that maximizes the potential of AI 
tools (Abulibdeh et al., 2024; Adel et al., 2024).

Perceived institutional support is a critical factor that directly 
influences students’ perceptions of AI-supported learning. When 
students perceive strong institutional backing, such as access to 
resources, guidance, and a conducive learning environment, their 
confidence in engaging with technology increases significantly. This 
perceived institutional support nurtures higher technology self-
efficacy, which enables students to interact with AI tools like ChatGPT 
more effectively. Technology self-efficacy, as a core component of 
Social Cognitive Theory (SCT), enhances students’ ability to navigate 
digital platforms, fostering positive perceptions of their utility and 
relevance in academic contexts (Abubakar, 2024; Wang et al., 2022). 
These perceptions of AI-supported learning are pivotal in shaping 
students’ academic outcomes. Research has found that students who 
perceive AI tools as beneficial are more likely to utilize them for 
academic purposes, leading to improved critical thinking and 
enhanced academic performance (Hwang et al., 2020). Thus, the study 
established these objectives (1) To investigate the influence of perceived 
institutional support on students’ perceptions of AI-supported learning 
in higher education. (2) To examine the mediating and moderating roles 
of technology self-efficacy and perceived learning outcomes in the 
relationship between institutional support and students’ perceptions of 
AI-supported learning.

2 Theoretical framework and 
hypotheses

2.1 Social cognitive theory

Social Cognitive Theory is a cognitive formulation of social 
learning theory that explains human behavior as a dynamic interaction 
between personal factors, environmental influences, and behavior 
(Glanz, 2001). It integrates concepts from cognitive, behavioristic, and 
emotional models of behavior change and emphasizes the importance 
of observational learning, reinforcement, self-control, and self-efficacy 
in influencing behavior. Social Cognitive Theory (SCT) is among the 
most commonly utilized frameworks for understanding health 
behavior (Baranowski et  al., 2002). SCT suggests that there is a 
mutually influential relationship between the individual, their 
environment, and behavior. These three components interact 
dynamically with one another, shaping behavior and providing a 
foundation for potential interventions to alter those behaviors 
(Bandura, 2001). Bandura’s SCT emphasizes the importance of the 
environment, personal factors, and behavior in learning and 
technology adoption. Perceived institutional support acts as an 
environmental factor that shapes students’ perceptions and behaviors 
toward AI-supported learning by creating an enabling atmosphere 
that facilitates the effective use of technology. This support, such as 
training and access to resources, boosts students’ confidence in AI 
tools, thus improving their perception of its utility (Bandura, 1986). 
SCT highlights the interaction between personal, behavioral, and 
environmental factors, in the context of this study: personal factors 
(technology self  – efficacy), environmental factor (perceived 
institutional support), Behavioral outcomes (Students’ perceptions of 
AI-supported learning).

2.2 Perceived institutional support and 
students’ perceptions of AI-supported 
learning

Perceived institutional support plays a crucial role in 
undergraduate students’ willingness to use AI tools in their academic 
pursuits. Research indicates that when universities actively endorse 
and facilitate the use of AI, students are more likely to perceive these 
tools as beneficial and easy to use, which enhances their intention to 
adopt them in learning environments. Research indicates that 
perceived organizational support positively influences students’ 
intention to use AI language models through mediating factors like 
perceived usefulness and ease of use (Hoi et  al., 2023). Students 
generally show a favorable perception toward AI tools for autonomous 
learning, recognizing their potential while acknowledging challenges 
(Quinde et al., 2024; Zhou et al., 2024). Students who perceive benefits 
and compatibility with chatbots express stronger intentions to use 
them academically. Interestingly, some studies found no direct 
relationship between perceived usefulness, ease of use, and behavioral 
intention, suggesting other influential factors in AI adoption for 
educational purposes (Ayanwale and Molefi, 2024). The 
implementation of AI chatbots in educational settings has improved 
student support services, providing timely assistance for academic and 
administrative queries (Abdul Razak et  al., 2024). It provides the 
resources, infrastructure, and training required to help students and 
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educators embrace AI technologies. Universities that prioritize 
perceived institutional support create an environment conducive to 
learning innovation, reducing apprehensions about adopting new 
technologies (Hwang et al., 2020). Students generally view AI positively, 
seeing it as a tool to enhance learning experiences and increase access 
to educational resources (Herawati et al., 2024). Perceived usefulness 
and ease of communication are key factors in the adoption of AI 
teaching assistants (Kim et al., 2020). AI applications show promise in 
supporting self-regulated learning, particularly for metacognitive, 
cognitive, and behavioral regulation (Jin et  al., 2023). Students 
appreciate AI’s potential for personalized assistance, adaptive learning, 
and immediate feedback, particularly in programming and writing 
contexts (Sumakul et al., 2022; Keshtkar et al., 2024). Overall, students 
recognize AI’s benefits in education but acknowledge potential 
drawbacks, emphasizing the need for balanced integration to maximize 
advantages while minimizing negative impacts (Maulana et al., 2023). 
Institutional backing not only facilitates the implementation of AI tools 
but also addresses potential resistance, thereby encouraging students 
to explore the benefits of AI-assisted learning systems. However, the 
study proposes that perceived institutional support can enhance 
students’ academic performance with AI – supported learning.

2.3 Perceived institutional support and 
students’ self – efficacy AI technology

Perceived institutional support and technology self-efficacy are 
critical factors influencing the adoption and effectiveness of 
AI-supported learning among students. Recent studies have explored 
the impact of AI tools like ChatGPT on students’ self-efficacy and 
perceived learning outcomes in higher education. Chatbot support has 
been found to significantly enhance college students’ self-efficacy 
(Bation, 2024). ChatGPT aids in writing, research assistance, and idea 
generation, which can bolster students’ academic performance (Wang 
et  al., 2023). A significant majority of students (70.3%) believe 
universities should permit AI use, indicating a desire for support in 
their academic endeavors (Bikanga Ada, 2024). AI tools can improve 
language comprehension and data collection abilities, contributing 
positively to students’ research capabilities (Aithal and Aithal, 2023). 
Critics argue that reliance on AI may diminish critical thinking and 
problem-solving skills, as students might lean on AI for answers rather 
than developing their own ideas (Brorsson, 2024). Students generally 
oppose using ChatGPT for entire assignments but support tools like 
Grammarly (Johnston et al., 2024). Perceived organizational support 
plays a crucial role in influencing students’ intention to use AI 
language models for course learning, mediated by perceived usefulness 
and ease of use (Hoi et al., 2023). These findings suggest that AI tools 
can positively impact students’ self-efficacy and learning experiences 
when integrated thoughtfully into educational practices. Therefore, 
the study posit that perceived institutional support can increase 
students’ self- efficacy of AI technology use.

2.4 Moderating effect of technology self – 
efficacy

Self-efficacy refers to an individual’s belief in their ability to 
succeed in specific situations or accomplish a task (Heslin and Klehe, 

2006; Schunk, 1984). It plays a crucial role in how goals, tasks, and 
challenges are approached. Higher technology self-efficacy can lead to 
improved learning outcomes and better engagement with digital tools 
(Binti Mohd Nasir, 2023). Students’ self-directed learning correlates 
with the frequency of digital tool use for learning, and those in 
technical fields tend to have more favorable attitudes toward digital 
learning (Popa and Topala, 2018). Students’ confidence in their ability 
to utilize AI tools significantly influences their learning experiences 
and outcomes. This self-efficacy is shaped by various factors, including 
perceived usefulness, ease of use, and trust in AI technologies. 
Students with higher technology self-efficacy tend to have better 
technological proficiency and more positive attitudes toward 
technology use (Dahri et al., 2024).

Self-efficacy mediates the relationship between perceived teacher 
autonomy support and students’ deep learning (Zhao and Qin, 2021). 
Technology self-efficacy, in particular, strengthens the positive 
relationship between online learning environment and student 
engagement (Owusu-Agyeman, 2021). In the context of AI-supported 
learning, ICT self-efficacy positively influences students’ perceived 
ease of use of AI chatbots, while self-directed learning with technology 
affects both intention and actual use (Wu et al., 2024). Teacher support 
plays a crucial role in moderating the effects of student expertise on 
needs satisfaction and intrinsic motivation to learn with AI 
technologies, particularly in satisfying the need for relatedness (Chiu 
et al., 2024). Therefore, it’s hypothesized that technology self – efficacy 
moderates the relationship between perceived institutional support 
and students’ perception AI – supported learning.

2.5 Mediating role of perceived learning 
outcome

AI tools, such as ChatGPT, improve student satisfaction and 
perceived learning outcomes by enhancing perceived usefulness and 
ease of use (Boubker, 2024). AI and mobile learning positively 
influence perceived learning outcomes, with self-competence acting 
as a crucial mediator (Priamono et al., 2024). User perceptions of 
AI-enabled e-learning are shaped by personal learning environments, 
which affect perceived ease of use and usefulness (Kashive et al., 2021). 
Intrinsic motivation mediates the relationship between perceived AI 
learning and computational thinking, emphasizing the importance of 
student engagement (Martín-Núñez et al., 2023). Intrinsic motivation 
may also play a significant role in mediating the relationship between 
AI learning and student outcomes, indicating a complex interplay 
between external support and internal motivation Furthermore, AI 
integration in education systems is enhanced through smart learning, 
which acts as a mediator in improving academic outcomes (Akour, 
2024). Hence, learning outcome mediates the relationship between 
perceived institutional support and students’ perception AI  – 
supported learning (Figure 1).

Based on the above discussion, the study tested the 
following hypotheses:

H1: Perceived institutional support significantly impacts students’ 
perceptions of AI-supported learning.

H2: Perceived institutional support significantly impacts 
technology self – efficacy.
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H3: Students’ technology self-efficacy positively moderates the 
relationship between perceived institutional support and 
perceptions of AI-supported learning.

H4: Perceived learning outcome mediates the relationship 
between perceived institutional support and Students’ perceptions 
of AI-supported learning.

3 Method

3.1 Research design, sample technique and 
measure of the items

The study employed a quantitative research design to explore 
student perceptions of AI-supported learning in higher education, 
focusing on the roles of perceived institutional support, technology 
self-efficacy, and perceived learning outcomes. The target population 
of the study are undergraduate students from various institutions in 
Mogadishu – Somalia. Participants were selected using a convenience 
sampling technique based on their availability and willingness to 
participate. Inclusion criteria required participants to have prior 
experience with AI technologies such as ChatGPT in their 
educational activities. The structured questionnaire was adapted from 
previously validated instruments in existing literature. For instance 
students’ perception of AI - supported learning adapted by Davis 
(1989) and Khan et al. (2019), perceived institutional support adapted 
by Lee and Seomun (2016), student technology self – efficacy adapted 
by Compeau and Higgins (1995), perceived learning outcomes 
(OECD, 2013). Appendix A list all questionnaire items that were 
measured with five Likert scale. The survey instrument comprised a 
structured questionnaire based on a Likert scale, enabling 
respondents to express their agreement or disagreement with 
statements related to perceived institutional support, technology self-
efficacy, perceptions of AI-supported learning, and perceived 
learning outcomes. This scale was chosen for its ease of use and 
ability to capture varying levels of agreement across a wide range of 
respondents. The study relies on self-reported data collected through 
participant surveys. While self-reported data is a widely used and 
convenient method for gathering individual perceptions and 
experiences, it has inherent limitations that must be acknowledged 
such as social desirability bias, response consistency pressure and 

generalizability of the results to other populations (Presser and 
Stinson, 1998). To mitigate common biases in Likert scale, the survey 
items were carefully designed to include both positively and 
negatively worded statements to reduce acquiescence bias. Responses 
were collected anonymously to encourage honest feedback and 
reduce social desirability bias (Leong et  al., 2019). Moreover, 
respondents were provided with clear instructions on how to 
interpret the Likert scale, emphasizing that they should answer based 
on their true perceptions rather than choosing neutral or socially 
desirable responses.

3.2 Sample size, pilot study

G*Power was used to determine the minimum sample size. With 
the settings of 0.05 for margin errors, 0.95 for statistical power, 0.15 
for effect size, and 3 predictors, the minimum sample size calculated 
to be 119 responses. Before deployment, the Likert scale items were 
pre-tested for validity and reliability through a pilot study involving 
30 respondents. This process ensured the questions were contextually 
relevant and interpreted consistently by participants. Cronbach’s alpha 
values were computed for internal consistency, with all constructs 
exceeding the acceptable threshold of 0.70, ensuring reliability and 
validity. Data was collected via online kobo toolbox, distributed 
through WhatsApp groups. Written permission was obtained from 
Deans and Heads of Departments (HODs) to ensure ethical 
compliance. The descriptive statistics of the 204 respondents were 
reported in the Table 1.

3.3 Data analysis method

The data were analyzed using Structural Equation Modeling 
(SEM) in SPSS  - AMOS to test hypotheses related to direct, 
moderation, and mediation effects. Descriptive statistics summarized 
participant demographics, while inferential techniques evaluated 
relationships between perceived institutional support, technology self-
efficacy, perceived learning outcomes, and student perceptions. 
Goodness-of-fit indices and bootstrapping sampling of 5,000 were 
applied to validate the SEM model and mediation effects, ensuring a 
comprehensive understanding of the factors influencing student 
perceptions of AI-supported learning.

Perceived Institutional
support 

Students' perceptions of 
AI-supported learning 

Technology self-
efficacy

Perceived learning 
outcomes 

H1

H2 H3

FIGURE 1

Research model.
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3.4 Profile of the respondents

The demographic profile reveals a slightly male-dominated sample, 
with 58.8% of participants being male (120 participants) and 41.2% 
female (84 participants). In terms of age distribution, the majority of 
participants (61.3%) fall within the 18–22 age group, followed by 25.0% 
in the 23–27 age group, 8.3% in the 28–32 age group, and only 5.4% 
aged 33 or older. This indicates that the sample is predominantly 
younger, likely composed of undergraduate students. Regarding the 
fields of study, Economics is the most represented discipline, 
comprising 53.4% of the sample (109 participants). Other notable fields 
include Computer Science (13.7%), Engineering (12.7%), and Public 
Administration (5.4%). Fields such as Education and Humanities 
(3.4%), Sharia and Law (2.5%), and Medicine and Surgery (2.0%) are 
less represented, with the remaining 6.9% categorized as “Other.” This 
distribution highlights the prominence of Economics and technical 
disciplines like Computer Science and Engineering within the sample, 
reflecting the participant recruitment strategy or the general enrollment 
trends in the institution.

4 Results

This section presents the findings of the study, analyzed using 
Structural Equation Modeling (SEM) in SPSS-AMOS. The results are 
organized as common method bias, inspecting the inner structural 
model, measurement model, structure model, bootstrapping analysis 
and evaluation of the model fit.

4.1 Common method bias

Common Method Bias (CMB) refers to systematic errors in 
measurement that arise when data are collected from the same source, 
potentially inflating or deflating observed relationships among 
variables. Given that independent and dependent variables were 
collected at a single point in time and from the same source, Common 
Method Bias (CMB) may be potential risk in the research (Podsakoff 
et al., 2012). Addressing this concern is essential to ensure the validity 
of the findings. Harman’s Single Factor Test was conducted to assess 
the possible risk of common method bias (CMB) (Ooi et al., 2018). 
Therefore, the study asserted that a single component accounted for 
just 43.7% overall variation. Given that the result is below 50% there 
is concern of CMB in the dataset.

4.2 Inspecting the inner structural model

The collinearity statistics for the independent variables were 
evaluated using Tolerance and Variance Inflation Factor (VIF) to 
check for potentail multicollinearity issues. The findings show that all 
variables have Tolerance values greater than 0.1 and VIF values under 
5, indicating that the level of collinearity in the model is acceptable 
(Kim, 2019). Perceived Institutional Support (ISP) (Tolerance = 0.590, 
VIF =1.696), Technology Self-Efficacy (TSF) (Tolerance = 0.319, 
VIF = 3.131), and perceived Learning Outcomes (LO) 
(Tolerance = 0.310, VIF = 3.229) demonstrate no significant 
multicollinearity concerns. Table 2 presented the result.

4.3 Measurement model

The measurement model confirms the reliability and validity 
of the constructs through factor loadings, square multiple 
correlations (SMC), Cronbach’s alpha, composite reliability (CR), 
and average variance extracted (AVE). All factor loadings exceed 
0.6. These values exceed the recommended threshold of 0.6, 
ensuring convergent validity (Gefen and Straub, 2005; Hair et al., 
2019). The items SPA1, SPA5, ISP4 were removed from the analysis 
due to low factor loading. SMC values range between 0.416 and 
0.626. All squared multiple correlations (R-square) must be at least 
0.40 (Bollen, 1989). And Cronbach’s alpha values are above 0.7, 
ensuring internal consistency and convergent validity. Composite 
reliability values (0.760–0.858) exceed the 0.7 threshold (Hair 
et al., 2012), and AVE values (0.514–0.547) meet the minimum 
requirement of 0.5 (Fornell and Larcker, 1981a), demonstrating 
sufficient reliability and validity. Additionally, inter-construct 
correlations are below the square root of AVE, confirming 
discriminant validity (Fornell and Larcker, 1981b). These results 
establish the measurement model’s robustness in supporting the 
constructs (See Tables 3, 4).

4.4 Structural model

The structural model shows the correlations (paths) between 
the constructs on the proposed study model. H1 evaluates whether 

TABLE 1 Demographic profile.

Frequency Percentage 
(%)

Gender Female 84 41.2%

Male 120 58.8%

Age 18–22 125 61.3%

23–27 51 25.0%

28–32 17 8.3%

33+ 11 5.4%

Field Economics 109 53.4%

Computer science 28 13.7%

Public admin 11 5.4%

Education and humanities 7 3.4%

Sharia and law 5 2.5%

Medicine and surgery 4 2.0%

Engineering 26 12.7%

Other 14 6.9%

TABLE 2 Tolerance and VIF.

Construct Collinearity statistics

Tolerance VIF

Perceived Institutional Support (ISP) 0.590 1.696

Technology Self-Efficacy (TSF) 0.319 3.131

Perceived Learning Outcomes (LO) 0.310 3.229
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perceived institutional support significantly impacts students’ 
perceptions of AI-supported learning. The results showed that 
institutional support positively and significantly influences students’ 
perceptions of AI-supported learning (β = 0.200, C.R. = 2.291, p = 
0.022). This indicates that institutional efforts, such as providing 
training and resources, are essential for shaping students’ positive 
perceptions. H2 evaluates whether perceived institutional support 
is positively related to technology self – efficacy. The findings 
revealed that perceived institutional support has significance impact 
on students’ technology self – efficacy (β = 0.492, C.R. = 9.671, p < 
0.001). This suggests that higher levels of perceived institutional 
support associated with increased technology self – efficacy. 
Moreover, students who feel confident in their technological 
abilities are more likely to perceive AI-supported learning positively. 
This finding aligns with previous studies emphasizing the role of 
institutional support in fostering self-efficacy. For example, research 
by (Lent et al., 2000) highlighted that institutional resources, 
guidance, and encouragement contribute positively to individuals’ 
confidence in their technological skills. The result presented in 
Table 5.

4.5 Moderating analysis

The study examined the moderating role of technology self-
efficacy in the relationship between institutional support and 
students’ perceptions of AI-supported learning, revealing a 
negative and significant moderating effect. H3 evaluates whether 
Students’ technology self-efficacy positively moderates the 
relationship between perceived institutional support and perceptions 
of AI-supported learning. The interaction effect between institutional 
support and technology self-efficacy (β = −0.146, C.R. = −2.507, p = 
0.012) revealed a significant negative moderation. This suggests that 
for students with low technology self-efficacy, institutional support 
has a stronger impact on their perceptions, as indicated by the 
steeper slope in the graph (y = 0.692x + 1.507). In contrast, for 
students with high self-efficacy, institutional support has a weaker 
influence, as these students already hold positive perceptions 
irrespective of the level of support (y = 0.108x + 3.293; Figure 2; 
Table 6).

4.6 Mediating analysis

A mediation analysis was conducted to further assess the 
dynamic interactions among constructs. H4 evaluates whether 
Perceived learning outcome mediates the relationship between 
perceived institutional support and Students’ perceptions of 
AI-supported learning. The findings indicate that institutional 
support has both a significant direct effect on perceived 
learning outcomes (β = 0.155, p < 0.001) and a stronger indirect 
effect on students’ perceptions of AI-supported learning 
mediated through perceived learning outcomes [β =0.539, 95% 
CI (0.235, 0.549), p < 0.001]. This result confirms the statistical 
significance of the mediation pathway, showing that institutional 
support significantly enhances students’ perceptions of 
AI-supported learning through its impact on perceived learning 
outcomes. This emphasizes the importance of designing 
institutional support mechanisms that not only promote AI 
integration but also improve tangible perceived learning 
outcomes, thereby fostering positive perceptions among students 
(Tables 7, 8).

4.7 Model fit indices

The structural equation model (SEM) presented in the figure 
demonstrates the relationships between constructs, supported by 
model fit indices indicating an overall good fit. The Chi-Square value 
(χ2 = 196.370, DF = 113, p = 0.000) is significant, which may reflect 

TABLE 4 Discriminant validity.

CR AVE MaxR (H) Efficacy Perception Support Learning

Technology self-efficacy 0.846 0.525 0.849 0.724

Student perception 0.760 0.514 0.765 0.721 0.717

Perceived institutional support 0.812 0.520 0.820 0.674 0.529 0.721

Perceived learning outcome 0.858 0.547 0.859 0.956 0.680 0.694 0.740

CR, Critical ratio; AVE, Average variance extracted. The values represent the square root of AVE, used to establish discriminant validity.

TABLE 3 Measurement model.

Constructors Items Factor 
loading

SMC Alpha

Student Perception of 

AI-Supported 

Learning (SPA)

SPA4 0.682 0.465 0.753

SPA3 0.767 0.588

SPA2 0.699 0.489

Perceived Institutional 

Support (ISP)

ISP5 0.645 0.416 0.81

ISP3 0.737 0.543

ISP2 0.791 0.626

ISP1 0.703 0.494

Technology Self-

Efficacy (TSF)

TSF5 0.717 0.514 0.846

TSF4 0.772 0.596

TSF3 0.740 0.548

TSF2 0.666 0.444

TSF1 0.722 0.521

Perceived Learning 

Outcomes (LO)

LO5 0.712 0.507 0.857

LO4 0.746 0.557

LO3 0.762 0.581

LO2 0.717 0.514

LO1 0.760 0.578

SMC, square multiple correlation.
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sensitivity to sample size rather than poor fit. The relative Chi-Square 
(χ2/DF = 1.738) falls below the acceptable threshold of 3, suggesting 
a good fit between the model and the data (Kline, 2023). The 
Goodness-of-Fit Index (GFI = 0.901) and Comparative Fit Index 
(CFI = 0.950) exceed the recommended cutoff of 0.9, indicating 
excellent fit (Bollen, 1989). Similarly, the Incremental Fit Index 
(IFI = 0.950) and Tucker-Lewis Index (TLI = 0.940) also meet the 
criteria for a good fit. The Adjusted Goodness-of-Fit Index 
(AGFI = 0.866) and Normed Fit Index (NFI = 0.891) are slightly 
below.9 but still suggest an acceptable fit. Lastly, the Root Mean 
Square Error of Approximation (RMSEA = 0.060) is below the 
threshold of.08, further supporting good model fit (Steiger, 1990). 
Taken together, these indices confirm that the model adequately 
represents the observed data, with only minor deviations in AGFI 
and NFI (Figure 3).

5 Discussion of the results

This study aimed to explore student perceptions of AI-supported 
learning in higher education, specifically examining the roles of 
perceived institutional support, technology self-efficacy, and their 
influence on perceived learning outcomes. The findings contribute to 
the growing body of literature on AI integration in educational 
settings by shedding light on key factors that influence student 
engagement and learning.

The study revealed that student perceptions of AI-supported 
learning were positively associated with both perceived institutional 
support and technology self-efficacy. This finding aligns with prior 
research by Hu (2022) and Wang et al. (2024), who highlighted that 
institutional readiness and robust technology infrastructure significantly 
influence how students perceive AI tools in education. Institutions that 

TABLE 5 Hypothesis testing.

Relationship Estimate S.E C.R. P

H1: Students’ 

perceptions of AI-

supported learning

<--- Perceived 

institutional support

0.200 0.087 2.291 0.022

H2: Technology 

Self-Efficacy

<--- Perceived 

institutional support

0.492 0.051 9.671 ***

TABLE 6 Moderating analysis result.

Relationship Estimate S.E. C.R. p

H3: Students’ 

perceptions of AI-

supported learning

<−-- Interaction support x 

self — efficacy

−0.146 0.058 −2.507 0.012

TABLE 7 Mediating analysis.

Relationship Direct effect Indirect effect Confidence interval p – value Conclusion

Lower bound Upper bound

H4: Institutional support 

- > Perceived Learning Outcome 

- > Students’ Perception of AI

0.155 (0.000) 0.539 (0.000) 0.235 0.549 0.000 Partial mediation

y = 0.692x + 1.507

y = 0.108x + 3.293
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FIGURE 3

Model fit indices.

invest in adequate resources, technical support, and AI-related training 
create a conducive environment for technology adoption. Students’ 
positive perceptions were influenced by their belief in the institution’s 
capacity to provide adequate resources and training, consistent with 
Deng and Benckendorff (2022), who emphasized the need for a 
supportive environment for technology adoption in higher education.

Perceived institutional support was found to significantly impact 
perceived learning outcomes. This finding is consistent with the works 
of Chatterjee and Bhattacharjee (2020), Mohd Rahim et al. (2022), and 
Nagy et al. (2024) who demonstrated that institutional efforts such as 
faculty development programs, accessible IT support, and tailored 
student services enhance satisfaction and academic performance. These 

results underscore the importance of institutions addressing barriers to 
technology use, including limited training or technical challenges, as 
part of a broader strategy to integrate AI into higher education curricula.

Technology self-efficacy emerged as a critical factor influencing 
both student perceptions of AI-supported learning and perceived 
learning outcomes. Students with higher self-efficacy demonstrated 
greater confidence in utilizing AI tools, resulting in enhanced learning 
experiences. This aligns with the findings of Luckin and Holmes (2016) 
and Yavuzalp and Bahcivan (2020), who emphasized the predictive 
power of self-efficacy in determining students’ adaptability to emerging 
technologies. Additionally, the current results align with the findings 
of Wang and Li (2024), who reported that self-efficacy positively 

TABLE 8 Summary of hypotheses support.

Hypothesis Findings

H1: Perceived institutional support significantly impacts students’ perceptions of AI-supported learning. Supported

H2: Perceived institutional support significantly impacts technology self – efficacy. Supported

H3: Students’ technology self-efficacy positively moderates the relationship between perceived institutional support and perceptions of AI-

supported learning.

Supported

H4: Perceived learning outcome mediates the relationship between perceived Institutional support and Students’ perceptions of AI-supported 

learning.

Partial mediation
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mediates the relationship between technology adoption and academic 
success. These findings highlight the need for educational institutions 
to foster students’ confidence in leveraging AI tools through 
workshops, hands-on training, and interactive AI-based platforms.

Furthermore, the analysis revealed perceived learning outcomes 
mediates the relationship between perceived institutional support 
and student perceptions of AI-supported learning. This finding is 
consistent with Xu (2024) who identified that integrating AI tools, 
such as adaptive learning systems, enhances students’ engagement, 
problem-solving skills, and overall academic performance. The study 
further confirms the role of institutional and self-efficacy factors in 
facilitating positive perceived learning outcomes, echoing the 
conclusions of Delita et al. (2022), who emphasized the combined 
influence of technological infrastructure and student confidence on 
learning achievements.

6 Research implications

Theoretically, the study contributes to the growing body of literature 
on AI-supported learning in higher education by examining the 
interplay between perceived institutional support, technology self-
efficacy, and students’ perceptions. First, perceived institutional support 
significantly impacts on students’ perceptions of AI-supported learning 
highlights the importance of institutional frameworks in shaping how 
students engage with AI technologies. Second, the significant 
relationship between perceived institutional support and technology 
self-efficacy, enriches self-efficacy theory by demonstrating how 
organizational support can enhance individuals’ confidence in using AI 
tools. Moreover, the moderating role of technology self-efficacy on the 
relationship between perceived institutional support and perceptions of 
AI-supported learning provides insights into the interaction between 
personal and environmental factors, which aligns with the Social 
Cognitive Theory (SCT). Lastly, the mediating role of perceived 
learning outcomes in the relationship between perceived institutional 
support and students’ perceptions adds to the understanding of how 
outcomes act as a conduit for institutional influence in the educational 
technology adoption process. From a practical perspective, this study 
offers actionable insights for higher education institutions aiming to 
enhance the adoption and efficacy of AI-supported learning. First, 
universities should focus on reinforcing perceived institutional support 
mechanisms, such as providing adequate resources, AI-related training, 
and technical support, to positively influence students’ perceptions and 
engagement. This includes creating an enabling environment that 
facilitates access to AI tools and aligns them with the learning goals of 
students. Second, fostering technology self-efficacy among students is 
crucial. Institutions can achieve this through workshops, hands-on 
training, and integration of AI applications into the curriculum, 
ensuring students feel competent and confident in leveraging these 
technologies. Third, the significant moderation by technology self-
efficacy implies that tailored interventions may be required for students 
with varying levels of technological proficiency. Programs designed to 
build self-efficacy among low-tech-experienced students may yield 
greater equity in AI adoption outcomes. Finally, the mediating role of 
learning outcomes highlights the necessity of aligning AI-supported 
learning tools with tangible educational objectives. Institutions should 
assess the impact of AI tools on academic performance and ensure 
these technologies add measurable value to students’ learning journeys. 
These insights collectively provide a roadmap for higher education 

stakeholders to integrate AI technologies effectively while enhancing 
students’ educational experiences.

7 Conclusion

This study highlights the importance of perceived institutional 
support and technology self-efficacy in shaping students’ perceptions 
and outcomes in AI-supported learning environments. The findings 
suggest that higher education institutions should prioritize providing 
adequate resources, training, and guidance to foster positive student 
experiences with AI tools. Additionally, enhancing students’ self-
efficacy can further facilitate the successful adoption of AI 
technologies, leading to improved learning outcomes. These insights 
offer practical implications for institutions seeking to implement AI 
in their educational systems while contributing to the theoretical 
understanding of technology integration in higher education.

8 Limitations and suggestions for 
future research

The study has limitations that provide opportunities for future 
research. The focus on higher education institutions in Somalia may 
limit the generalizability of findings to other contexts, suggesting the 
need for cross-cultural and multi-regional studies. The cross-
sectional design captures perceptions at a single point in time, calling 
for longitudinal studies to understand changes over time. Self  – 
reported data has limitations, future research could complement self-
reported data with objective measures, such as system usage logs, 
academic performance records, or third-party observations, to 
enhance the robustness of findings. While technology self-efficacy 
and learning outcomes were considered as moderating and mediating 
factors, variables such as digital literacy, faculty attitudes, accessibility 
challenges, and ethical concerns remain unaddressed. Addressing 
these gaps can enrich theoretical understanding and inform practical 
applications in AI-supported education.
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Appendix A Questionnaire items

Profile data

Gender: Male [] Female [] Age: 18–22, 23–27, 28–32, 33+; Field: Economics; Computer Science, public Admin, Education and Humanities, 
Sharia and Law, Medicine and Surgery, Engineering and others.

Scale: 1 = Strongly disagree; 2 = Disagree; 3 = Neutral; 4 = Agree; 5 = Strongly Agree 1 2 3 4 5

1. Student Perception of AI-Supported Learning (SPA)

  1) I feel that AI technology enhances my learning experience.

  2) AI-supported learning tools are easy to use and understand.

  3) I believe that AI can provide personalized learning experiences.

2. Perceived Institutional Support (ISP)

  1) My institution provides resources to support AI-based learning.

  2) Training on using AI tools for learning is available at my institution.

  3) The institution encourages the use of AI tools in educational activities.

  4) My institution has clear policies on AI use in education.

3. Student Technology Self – efficacy (TSEF)

  1) I am confident in my ability to learn and use AI tools for learning.

  2) I can troubleshoot minor issues with AI technology on my own.

  3) I feel capable of using AI tools effectively for my studies.

  4) I believe I have the necessary skills to benefit from AI technology in education.

  5) I am able to understand AI tools with minimal assistance.

4. Perceived Learning outcome (LO)

  1) AI-based learning tools have improved my academic performance.

  2) I feel that AI-supported learning helps me retain information better.

  3) I can complete assignments and tasks more efficiently with AI assistance.

  4) AI tools have enhanced my critical thinking and problem-solving skills.

  5) My overall learning experience is enriched with the use of AI technology.
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