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This article examines a project dedicated to comprehensively addressing the 
social impact of digital transformation. The project also emphasizes the effects 
of digital transformation on marginalized populations, especially forced migrants 
and individuals with special needs. The project involves the development of open-
access course materials titled “Digital Life 1–2–3-4,” which are shared as open-
access resources through four MOOCs on the iMooX platform. The primary goal 
is to increase awareness of the effects of digital transformation in daily life, such 
as algorithmic bias, inaccessibility, robots and digital divide, digital inclusion, and 
digital discrimination. By integrating ethical considerations, promoting digital 
literacy, and considering bringing users into the design process, the course 
mitigates the impact of digital transformation and promotes an equitable and 
empowering digital environment for the everyday use of technology, particularly 
for marginalized communities. In this article, we discuss specific course content, 
including digital inclusion, algorithmic bias, and emerging inequalities. The key goals 
are to understand and mitigate the risks of algorithmic bias, inaccessibility, and 
digital discrimination in educational technologies affecting diverse and vulnerable 
populations, and to promote digital literacy, access, and motivational design to 
encourage forced migrants’ active and safe participation in technology-enabled 
education. We conclude that it is essential to prioritize ethical principles in their 
design and application, elevate underrepresented voices, and foster a more equitable 
and inclusive digital landscape.
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Introduction

Digitalization has permeated human existence and transformed our lives. The narrative 
of unstoppable progress and radical innovation shapes our attitudes to technology. This is most 
apparent in its profound impact on marginalized groups and individuals requiring special 
attention. This paper aims to raise awareness of the ethical implications of technology for these 
special groups and for others who interact with them. Discussing these issues is of great 
importance for empowering the marginalized groups in the face of discrimination and racism 
and their use of technology behind the scenes in a critical way, checking the accuracy of the 
information, recognizing possible algorithmic biases and evaluating the outputs of search 
engines and generative artificial intelligence (AI) tools.

Power arguably shapes the content and outcomes of research by influencing and directing 
research processes. Kalluri (2000) argued that instead of asking how AI is fair and good, it is 
time to discuss how AI manipulates power. Particularly in AI research, there are debates on 
the influence and direction of power (Farmer et al., 2024; Lazer et al., 2024). It is often not 
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marginalized groups that shape AI, but powerful segments of society 
and large corporations (REF). This leads to the social dominance of 
the majority’s perspectives and interests. As a result, problems such as 
stereotypes and involuntary discrimination arise (Byrne et al., 2024).

Technology plays a major role in this process. While we have 
powerful tools at our disposal, these tools are often controlled by large 
corporations and influential groups. For example, Algorithms of 
Oppression (Noble, 2018) offers striking examples of how search 
engines reinforce racism. Noble presents evidence that Google’s 
algorithms generate stereotypical and discriminatory results about 
Black women. Following the publication of the book in 2018, Google 
reviewed its algorithms and made some changes in response to 
criticism. While many people assume that Google is an unbiased 
search engine, the book demonstrates its algorithmic bias. However, 
such interventions are not enough. Marginalized groups need to have 
more say in shaping AI and its algorithms. Their views should be heard 
and presented to society. It is important to give them equal rights in 
decision-making processes, rather than merely dismissing them as 
“minorities.”

It is also worrying that powerful technologies, such as facial 
recognition, are in the hands of repressive companies or authoritarian 
law enforcement agencies. When AI is believed to be neutral, biased 
data goes unnoticed, leading to the construction of systems that 
reinforce the status quo and protect the interests of the powerful. 
Therefore, now more than ever, ethical discussions and social impacts 
in the use of technology should be brought to the agenda (Skeem and 
Lowenkamp, 2016).

In light of these issues, while the digital transformation course covers 
the spectrum of digital transformation with the aim of raising awareness 
of the new shapes of democracy ethics and technology, in this article 
we  evaluate the content of the course in terms of empowering 
marginalized groups to develop their critical thinking skills in relation to 
the possibility of algorithmic bias. Therefore this articles aims to 
understand and mitigate the risks of algorithmic bias, inaccessibility, and 
digital discrimination in education technologies for diverse and 
vulnerable forced migrant populations. It also aims to promote digital 
literacy, access, and motivational design to encourage active and safe 
participation of forced migrants in technology-enhanced education. 
Moreover, developing ethical frameworks and secure data-sharing 
policies to protect the privacy of forced migrants’ data and prevent misuse 
of education technologies address the ultimate goal of this article.

Digital transformation course

The digital transformation (DT) course is the first module of the 
extended curriculum “Understanding and shaping digitalization” at 
the University of Vienna. The course offers a critical and 
transdisciplinary examination of digitalization from different 
perspectives; it provides knowledge about the legal, ethical, technical, 
pedagogical, psychosocial and social aspects of digitalization and 
trains students to be digitally competent (Blossfeld et al., 2018; Kayali, 
2023). The course is open to all students at the University of Vienna as 
part of the extended curriculum or on its own as an elective. It is 
particularly aimed at committed students who want to acquire or 
expand both their theoretical knowledge and digital skills in the sense 
of “21st century skills” and a “lifelong learning” perspective in their 
engagement with digitalization. The course contains five MOOCs 

placed in the iMooX platform* and each MOOC presents a series of 
videos created by experts on the effects of digital transformation. The 
topics of the course and the MOOCs cover topics that include 
technical basics, educational perspectives, socially relevant 
perspectives and topics in the philosophy of technology. Concepts 
from computer science, such as computational thinking, are combined 
with ethical questions (e.g., regarding the use of robots) and economic, 
social, historical and legal perspectives in education. The common 
thread is created by the interplay of topics, cross-references within and 
between the MOOCs, the small group sessions, and by discussion and 
reflection tasks that each cover several units (Haselberger et al., 2021; 
Posekany et al., 2023; Yüksel-Arslan et al., 2023).

In the DT course, the AMS (Austrian Public Employment Service) 
algorithm is presented as an example of the algorithmic bias of Austria’s 
immigrant society. The service aims to categorize job seekers into three 
groups based on their employment prospects, using variables such as 
gender, age, health conditions, and citizenship. This process, while 
reflective of labor market inequalities, has been criticized for reinforcing 
discrimination and exacerbating inequalities. Concerns have been 
raised about a lack of transparency, the potential for stigmatization, and 
the systematic disadvantaging of marginalized groups, particularly 
women, individuals with disabilities, and immigrants (Allhutter et al., 
2020; Szigetvari, 2018). Another topic addressed in the course is human-
centered design, which involves users in the technology design process, 
particularly users with special needs, such as people with dyslexia. 
Human-centered design ensures that a technology meets its users’ 
unique requirements, thereby enhancing accessibility and usability for 
marginalized groups (Hagelkruys et al., 2015; Motschnig-Pitrik and 
Hagelkruys, 2017). The Political Dimensions of Technology also 
discussed how technology can reinforce or challenge existing power 
structures, exemplifying how infrastructure and technological decisions 
reflect social and political biases (Amoore, 2017). This can reinforce the 
importance of participatory design techniques to ensure that 
technological developments foster social justice and inclusivity 
(Amoore, 2013; Amoore and Raley, 2017). In the next section we will 
have a closer look at these topics.

Algorithmic bias

Based on a statistical model of jobseekers’ employment prospects, 
the system, known as the AMS algorithm, divides AMS clients into 
three categories: those with a high chance of finding a job within six 
months (Group A), those with mediocre prospects in the labor market 
(Group B) and clients with a poor employment outlook in the next 
two years (Group C). Group A includes clients likely to secure a job 
for at least three months within the next seven months. Group C 
includes those with a low probability of being employed for at least six 
months within the next two years and are directed to external agencies 
for supervision; they receive fewer support measures from the 
AMS. Those who do not fit into either Group A or Group C are placed 
in Group B, which is reported to include a large number of people 
with an immigrant background.

This categorization process strongly influences the lives and 
potential prospects of job seekers (depending on how they are 
classified) and embodies the values and norms inherent in social 
policies. This uncertainty as to how and why specific time periods for 
target variables are chosen has also been criticized by the Austrian 

https://doi.org/10.3389/feduc.2025.1534104
https://www.frontiersin.org/journals/education
https://www.frontiersin.org


Yüksel-Arslan et al. 10.3389/feduc.2025.1534104

Frontiers in Education 03 frontiersin.org

Ombudsman Board (OMB BOARD). The system uses data referring 
to the individual job seeker’s employment history, but also takes into 
account existing inequalities in the labor market based on gender, age, 
citizenship and health conditions to estimate chances of reintegration.

The project, referred to as the “AMS algorithm,” has generated a 
heated public debate since its nationwide announcement in 2020. 
Critics pointed to its lack of transparency, missed opportunities for 
AMS clients to correct mistakes, the use of sensitive information, 
possible unintended consequences such as discrimination, 
misinterpretation and stigmatization, and the potential to reinforce and 
increase inequality in the labor market. In particular, the inclusion of 
gender as a variable has raised public concerns about gender 
discrimination. The explanatory model that is part of the documentation 
lists “female” as detrimental to the chances of labor market integration, 
lowering the overall score for this group (Allhutter et al., 2020 p. 2).

The AMS algorithm has been criticized for potential bias and 
discrimination, particularly against women, people with disabilities, 
and women with care obligations. These concerns arise from the 
prominent inclusion of gender, disability, and other characteristics 
in the algorithm’s models. The justification for using these attributes 
is to reflect the “harsh reality” of structural discrimination in the 
job market. However, this approach may perpetuate existing 
inequalities by classifying marginalized groups, such as long-term 
unemployed job seekers, into categories with less support, 
reinforcing their disadvantage.

Furthermore, the algorithm incorporates cumulative disadvantage 
by using variables like gender, which may lead to marginalized groups 
being classified into less supported categories. The feedback loop in 
the algorithm continuously updates with new data, potentially further 
decreasing employment prospects for marginalized groups over time. 
While case workers may deviate from algorithmic recommendations, 
the effects of the profiling system are complex and influenced by 
various policies (Gandy, 2016). Additionally, the AMS algorithm 
introduces biases through the use of coarse predictors and the 
categorization of job seekers based on sectors like production and 
service. This binary classification may not accurately reflect the diverse 
employment prospects within these sectors, leading to significant bias 
for job seekers based on their assigned occupational group. The 
algorithm’s boundaries and reliance on regional labor market data also 
introduce biases, especially in regions dominated by specific 
industries, impacting job seekers’ access to resources (Lopez, 2019; 
Gandy, 2016).

Another example of algorithmic bias from another country can 
be found in COMPAS software from USA. Judges in several U.S. states 
are provided with recidivism risk assessments for defendants, which 
are generated by the COMPAS algorithm. By relying on these 
algorithmic predictions, judges transfer their normative decision-
making authority to proprietary software, despite the well-
documented inherent age-and race-related biases in such systems 
(Isley, 2022; Engel et al., 2024).

Human-centered design and participation

Human-centered design brings users into the design process. This 
is especially crucial in projects for users with special needs. People 
with special needs may be members of marginalized groups, disabled 
people or immigrants. In the case of computer communication, design 

principles specific to the target audience should be  developed. If 
design principles specific to the needs are not applied, the model may 
not meet the needs of that audience. Motschnig-Pitrik and Hagelkruys 
(2017) investigated the link between inclusive education and 
technology design by emphasizing the adaptation of the Human-
Centered Design (HCD) process to accommodate users with special 
needs, specifically individuals with dyslexia. They explored how 
involving such users from the earliest phases of a project can enhance 
the usability and accessibility of educational technologies. Their study 
highlights that the classical HCD framework, which prioritizes 
end-user inclusion, can be adapted to address cognitive and affective 
needs through specialized methods and tools in LITERACY project. 
The process involved extensive preparatory steps, including context 
and task analysis, persona development, and direct engagement with 
dyslexic users through semi-structured interviews. In the project, the 
special user group includes individuals with dyslexia, a learning 
disability, and testing spans. The process of planning, executing, and 
analyzing testing sessions with this special user group are examined 
and outlined in the tool designed for people with special needs. It 
discusses the considerations for planning the sessions, the special 
preparations needed to create an appropriate testing environment, the 
selection of feedback channels, and the analysis of the data collected 
during the sessions (Motschnig-Pitrik and Hagelkruys, 2017).

Politics and technology

Winner (1980) article “Do artifacts have politics?” discussed the 
political dimensions of technology. There are implicit connections to 
issues of racism and social justice, particularly in how technologies 
can reinforce or challenge existing power structures. The article uses 
the example of urban planning and infrastructure, focusing on the 
design of bridges and parkways in relation to public transportation 
and access. One notable example is the design of New York’s Wantagh 
Parkway, where low bridges were intentionally constructed to keep 
buses off the parkway. This design choice excluded bus passengers, 
who tended to be  lower-income people of color, from accessing 
recreational areas and commuting routes that were primarily used by 
wealthier, predominantly automobile owners.

This example illustrates how infrastructure can embody political 
intentions and reinforce social inequalities. The decision to limit bus 
access to certain parkways reflects a broader pattern of urban planning 
that prioritizes the needs of affluent communities at the expense of 
those who rely on public transportation, often including racially 
marginalized groups. Such design choices can perpetuate systemic 
racism by restricting access to resources and opportunities for these 
communities, thereby maintaining existing power dynamics and 
social hierarchies. Therefore not all of the technological and 
infrastructural decisions can have significant implications for social 
justice and racial equity. Therefore, participatory design techniques 
when designing the technology might be good options to integrate the 
whole community for social justice.

Conclusion

This article highlights the critical need to address the social 
implications of digital transformation, particularly for marginalized 

https://doi.org/10.3389/feduc.2025.1534104
https://www.frontiersin.org/journals/education
https://www.frontiersin.org


Yüksel-Arslan et al. 10.3389/feduc.2025.1534104

Frontiers in Education 04 frontiersin.org

populations such as forced migrants and individuals with special 
needs. By examining the open-access “Digital Life 1–2–3-4” course 
materials and their implementation through MOOCs on the iMooX 
platform, this work underscores the importance of integrating ethical 
frameworks, digital literacy, and participatory design in technology-
enabled education.

The discussed topics including algorithmic bias, digital 
discrimination, and inaccessibility, all of which expose the inherent 
risks in digital systems that often reinforce existing inequalities. The 
AMS algorithm and human-centered design serve as compelling case 
studies, showcasing the potential for technology either to perpetuate 
exclusion or promote inclusion, depending on its development 
and application.

Ultimately, this article argues for a proactive approach to digital 
transformation that prioritizes the empowerment of marginalized 
groups. By fostering critical thinking, advocating for transparency in 
algorithmic processes, and promoting equitable access to digital tools, 
the course and its objectives align with broader goals of social justice 
and inclusion. As digital technologies continue to shape our world, it 
is imperative to ensure their design and use reflect ethical 
considerations, amplify marginalized voices, and contribute to a fairer, 
more inclusive digital future1.
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