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The rise of artificial intelligence (AI), particularly ChatGPT, has transformed educational 
landscapes globally. Moreover, the Beijing Consensus on Artificial Intelligence and 
Education and the ‘Pact for the Future’ propose that AI can support UNESCO in achieving 
development goals, especially focusing on SDG 4, which emphasizes quality education. 
Thus, this study investigates undergraduate students’ familiarity with and attitudes 
toward AI tools, as well as their perceived risks and benefits of using AI tools at a private 
university in China. An explanatory sequential mixed-method design was employed 
with an online survey of 167 students, followed by a qualitative analysis of open-
ended responses. Data were analyzed using the one-sample Wilcoxon signed-rank 
test and thematic analysis, supported by SPSS and ATLAS.ti 25. The findings revealed 
that students demonstrated moderate familiarity with AI tools, particularly ChatGPT and 
willingness to use them in coursework. Positive attitudes toward AI’s value in education 
were evident, although concerns such as dependence and reduced independent 
thinking, algorithmic bias and ethical concerns, accuracy and information quality, data 
security, and privacy concerns were observed among students. Moreover, students 
generally viewed AI positively and perceived AI integration as inevitable and becoming 
common in academic settings. Students were concerned that the misuse of AI by 
their teachers was minimal and trusted their teachers to use AI effectively in teaching. 
Students also perceived AI’s benefits, such as personalized learning, efficiency and 
convenience, career and skill development, and support for independent learning. This 
study contributes to the discourse on AI integration in higher education by highlighting 
students’ nuanced perceptions and balancing their benefits with potential risks. The 
findings of this study were limited by the small sample size and institution. Future 
research should explore diverse contexts to develop comprehensive AI implementation 
frameworks for higher education.
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1 Introduction

The introduction of ChatGPT in 2022 has made Artificial Intelligence 
(AI) popular worldwide. AI makes higher education no exception to 
whether it should be allowed to be used in the classroom. Nearly 40% of 
universities in the United Kingdom (UK) stated that they might ban 
teachers and students from using ChatGPT; otherwise, it would 
be classified as academic misconduct (Housden, 2023). Several challenges 
manifest in various technological, organizational, societal, and ethical 
contexts. A notable challenge is the absence of thorough policies and 
guidelines for AI integration, leading to inconsistent and frequently 
ineffective implementation across institutions (Henadirage and 
Gunarathne, 2024). Moreover, challenges related to technology, including 
inadequate computational resources, scalability concerns, and the 
intricate nature of implementation, present significant difficulties 
(Buinevich et al., 2024). A significant issue is the lack of knowledge among 
educators and administrators regarding AI technologies, which greatly 
hinders their effective adoption and use (Ateeq et al., 2024; Henadirage 
and Gunarathne, 2024). Regarding the exploration and advancement of 
technology, significant deficiencies add complexity to the integration of AI.

Turing’s (1950) famous remark, ‘Can machines think?’ has become a 
reality and has prompted the world to unite in creating a pact for a better 
future (United Nations, 2024). In May 2019, countries convened to reach 
an agreement on the use of AI, also known as the “Beijing Consensus on 
Artificial Intelligence and Education” (UNESCO, 2019). The following 
year, UNESCO envisioned the use of AI to transform education and aid 
in achieving sustainable development goals (SGDs) (UNESCO, 2021b). 
Furthermore, UNESCO acknowledged the possibility of the misuse of AI 
and recommended ethical standards for AI (UNESCO, 2021a). Although 
the possibilities of artificial intelligence within educational contexts have 
been the subject of ongoing investigation in various sectors (Moonsamy 
et al., 2021), generative artificial intelligence has only recently begun to 
move from experimental settings to actual classroom environments and 
has gained popularity in the public eye (Bond et al., 2024). To date, there 
has been no consensus on the appropriate use of generative AI in higher 
education (Barrett and Pack, 2023). Moreover, the dangers associated with 
artificial intelligence cannot be overlooked. Large-scale language models 
may exhibit bias against certain groups because of the training data, which 
may not adequately reflect diverse populations, thereby producing biased 
outputs that exacerbate existing societal prejudices and inequities 
(Farrokhnia et al., 2024). Furthermore, the content—whether text, audio, 
or images—produced by artificial intelligence may contradict authentic 
information, allowing individuals to confuse falsehoods with reality, thus 
creating accountability dilemmas and perpetuating misleading 
information (Pavlik, 2023). Consequently, there is an urgent requirement 
for increased interdisciplinary investigation to tackle complex issues 
related to the incorporation of AI into higher education frameworks 
(Ullrich et al., 2022). Thus, this study aimed to investigate undergraduate 
students’ familiarity with and attitudes toward AI tools, as well as their 
perceived risks and benefits of using these tools in higher education. The 
research was conducted within the context of a private university in China 
and addressed the following research questions:

 1 What is the level of familiarity among undergraduate students 
with artificial intelligence (AI), and what are their attitudes toward 
AI’s role in teaching and learning in higher education?

 2 What do undergraduate students perceive as the risks and 
benefits of using AI tools in higher education?

2 Literature review

2.1 Students’ familiarity with artificial 
intelligence (AI)

A survey indicated that students possess a general familiarity with 
generative artificial intelligence (GenAI) technology, and their 
engagement with GenAI is influenced by various factors, including the 
frequency of use (Chan and Hu, 2023). Another quantitative survey 
conducted in the UK revealed that students extensively utilized 
generative AI. The findings indicate that the majority of students are 
cognizant of generative AI, with approximately half having engaged 
in it or planning to do so for academic purposes (Johnston et al., 
2024). Additionally, a recent survey conducted in Bulgaria indicated 
that local college students were highly familiar with the ChatGPT. The 
increasing prevalence of ChatGPT among college students suggests a 
growing eagerness to use this tool in the pursuit of high academic 
performance (Valova et al., 2024). A study conducted in Germany 
indicated that artificial intelligence tools have become integrated into 
the educational experiences of students across all disciplines, with 
learners discovering diverse applications for these technologies in 
their respective fields. Approximately two-thirds of students 
demonstrate familiarity with and practical experience in utilizing the 
tool, particularly in the fields of engineering, mathematics, and natural 
sciences (Von Garrel and Mayer, 2023). In a study conducted among 
medical students in Jordan, it was observed that while the majority 
were aware of AI tools, a limited number actively utilized these 
resources in their academic research endeavors (Mosleh et al., 2023). 
In a study conducted in Latin America, students from Ecuador, Peru, 
and Mexico recognized the significant contribution of Artificial 
Intelligence in enhancing educational quality and individualized 
learning processes (Ríos Hernández et al., 2024).

2.2 Students’ attitudes toward using AI

A quantitative approach was employed to investigate the attitudes 
of users and students towards the adoption of ChatGPT, with a 
primary focus on Oman’s residents. The investigation revealed that the 
student population exhibited a strong motivation to utilize the 
ChatGPT tool, with participants expressing that they perceived the 
tool as both beneficial and trustworthy within an educational context 
(Tiwari et  al., 2023). An Australian survey indicated that college 
students experienced an increased sense of social support from AI 
with more frequent usage. However, it has also been suggested that 
prolonged exposure to AI can result in dependence, particularly in 
situations where human companionship is lacking (Crawford et al., 
2024). In New Zealand, one study found that non-universal students 
and knowledge seekers were more inclined to utilize ChatGPT to 
accomplish their course requirements without reacting to its content 
(Stojanov et al., 2024). In a separate experiment, the students exhibited 
considerable interest in and enthusiasm for their first interaction with 
generative AI tools. However, when GenAI could not fulfill its 
advanced academic writing requirements, student satisfaction 
decreased considerably (Yang et al., 2024). An interview conducted 
with students from UK business schools revealed their perspectives, 
noting that generative AI tools often fail to capture the complexity and 
nuances inherent to real-world situations. Excessive dependence on 
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AI may overlook the significance of a multidisciplinary approach, 
constraining the scope of critical thinking (Essien et al., 2024).

2.3 Students’ perceived risks and benefits 
of AI

The implementation of AI in education has the potential to 
provide personalized learning experiences according to the unique 
needs of each student, thereby improving both engagement and 
academic performance (Rizvi, 2023; Tyagi et al., 2022). A research 
initiative conducted in South Korea addressed the diverse learning 
needs of students through the customization of various courses for 
educators, simultaneously enhancing student engagement and 
academic performance (Lee and Kim, 2023). AI facilitates the 
innovation and enhancement of educational tools. The integration of 
artificial intelligence facilitates the advancement of intelligent tutoring 
systems, adaptive testing, and educational simulations, thereby 
enhancing the overall quality of education (Negi et al., 2024; Rachovski 
et al., 2024; Rizvi, 2023).

According to Tlili et al. (2023), the implications of AI include 
potential issues related to cheating, integrity of honesty, and 
truthfulness in ChatGPT, concerns regarding privacy, and risk of 
manipulation. Furthermore, the challenges associated with data 
privacy and security, along with the implementation of AI, present 
considerable apprehensions regarding confidentiality and protection 
of student information (Berendt et  al., 2020; Qian, 2021). The 
integration of artificial intelligence within educational contexts raises 
significant ethical considerations, particularly regarding the 
implications for surveillance and the potential erosion of individual 
autonomy (Akgun and Greenhow, 2022; Berendt et al., 2020).

2.4 Theoretical underpinning

This study employed a descriptive mixed-method design, in 
which the theory used in the study serves as a guide for understanding 
the phenomenon. The Technology Acceptance Model (TAM), 
developed by Davis in 1989, serves as a prominent theoretical 
framework for comprehending and forecasting user acceptance and 
utilization of technology (Aljarrah et  al., 2016). This model has 
emerged as a significant force in the field of Information Systems (IS). 
However, TAM theory has been adapted in education research to 
understand learners’ intentions to use technology. The Technology 
Acceptance Model identifies two key factors that play a crucial role in 
an individual’s decision to embrace a technology: Perceived Usefulness 
(PU) and Perceived Ease of Use (PEOU). Perceived Usefulness (PU) 
denotes the degree to which a person believes that utilizing a particular 
system will improve their job performance (Aljarrah et al., 2016). This 
element is crucial to the adoption of AI technology. Studies show that 
when educators and students view AI tools as advantageous for 
enhancing teaching and learning results, their propensity to embrace 
these technologies increases significantly (Al Darayseh, 2023; 
Al-Abdullatif, 2024; Ma and Lei, 2024). Moreover, Perceived Ease of 
Use (PEOU) relates to the extent to which individuals feel that 
utilizing a specific system demands little effort (Malatji et al., 2020). 
The ease of use of AI tools plays a crucial role in their acceptance and 
integration into educational practice. When these tools are 

straightforward and user-friendly, they tend to be  more readily 
adopted by educators and students (Al-Abdullatif, 2024; Supriyanto 
et al., 2024).

2.5 Research context

The private higher education sector in China has experienced 
significant growth and visibility, resulting in a considerable number of 
students enrolling in private institutions both within China and 
globally (Liu et al., 2022, 2023). In 2016, the Chinese government 
enacted a regulation requiring all private organizations to classify 
themselves as either for-profit or not-for-profit (Liu et  al., 2023). 
According to the five-year trend, there were 757 private higher 
education institutions in 2019 (see Figure 1). Nonetheless, there is a 
notable increase in the number of private higher education institutions 
by 2020. In 2021, the government reclassified ordinary undergraduate 
institutions, undergraduate-level vocational schools, private higher 
vocational colleges (junior colleges), and adult education colleges and 
universities as independent entities, resulting in 764 private higher 
education institutions between 2021 and 2022 and a total of 789 
institutions by 2023 (MOE China, 2020, 2022, 2023). Private higher 
education institutions sometimes have difficulty securing government 
funding for their research initiatives. They rely on students’ tuition fees 
to finance their operations. Moreover, Chinese private higher 
education institutions face challenges in terms of educational quality 
and adherence to government laws (Welch, 2024).

With China enrolling the largest number of students in higher 
education, investigations into students’ perceptions of Artificial 
Intelligence add to the discussion surrounding the increasing interest 
in this area, where the majority of AI research tends to emphasize 
nonempirical studies (Shahzad et  al., 2024). A survey conducted 
among third-year interior architecture Chinese students revealed 
limited awareness of artificial intelligence (Cao et al., 2023). Moreover, 
Chinese students showed a moderate understanding of AI 
technologies compared to younger Chinese oncologist students, 
demonstrating a greater level of familiarity (Li et al., 2024). This study 
enhances the discourse on AI applications in private higher education 
from the perspective of undergraduate Chinese students.

3 Methodology

This study employed an explanatory sequential mixed-method 
design (Creswell and Creswell, 2023). The explanatory sequential 
mixed-method design was conducted first in the quantitative method 
using a survey, followed by qualitative data (Creswell et al., 2018). The 
researchers chose an explanatory sequential mixed method design to 
understand the familiarity and attitudes of Artificial, such as the 
Intelligence and their perceptions of the risks and benefits of AI.

3.1 Respondents and locale

The research locale of this study was a private higher education 
institution in eastern China. The institution now enrolls approximately 
17,000 undergraduate students across 11 departments. The selected 
private higher education institution had a faculty of over 90% of 
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instructors holding master’s degrees, with 87% of instructors having 
prior experience working in renowned firms and holding expertise in 
their respective fields. This institution was chosen because of its 
strength in computer science studies and its ranking in China’s private 
institutions, which ranges from 10th to 20th place (Table 1).

This study included 167 respondents (94 males and 73 females). 
The demographic characteristics of the participants are as follows. The 
proportions of male and female respondents were almost equal. In 
addition, 59.3% of the respondents were freshmen, and 26.3% were 
sophomores; the proportions of juniors and seniors were 9 and 6%, 
respectively. Most respondents were between 19 and 21 years old 
(74%). As many as 60.5% of the respondents were computer science 
majors, and 35.9% of the students were engineering majors. The 
remaining students were from the humanities and social sciences. The 
researchers calculated the sample size of the study using the Raosoft 
calculator online with a 95% confidence level and a 5% margin of error 
for the 17,000 target population. The recommended sample size was 
376. However, during data collection, the researcher failed to meet the 
recommended sample size due to the limitations of voluntary 
participation and the randomized sampling technique applied in the 
study. The researchers sent an online survey to various WeChat groups 
on popular social media platforms in China.

3.2 Instruments, procedure, and ethical 
considerations

The instrument used in this study was adopted and modified 
based on Petricini et al. (2023). Originally, the survey instrument was 
designed for faculty and students based on their familiarity with and 
attitudes toward AI. In this study, the researchers used eight items for 
the familiarity domain and 14 for attitudes toward AI. The researchers 
did not include items from the original survey; rather, they added 
more questions regarding the perceived risks and benefits of Artificial 

Intelligence in higher education in an open-ended format. All 
quantitative items were tested for reliability using Cronbach’s alpha, 
and 0.834 using Cronbach’s alpha, which is sufficiently reliable. The 
survey used a Likert scale, where 1 = strongly disagree, and 
5 = strongly agree. Two open-ended questions on the survey 
questionnaire asked the students about the perceived risks and 

FIGURE 1

Chinese private higher education institutions. Source: Ministry of Education of the People’s Republic of China.

TABLE 1 Demographic profile of the respondents.

Demographic profile Frequency

Gender 167

 Male 94

 Female 73

Year level 167

 First year 99

 Sophomore 44

 Junior 15

 Senior 10

Age 167

 16–18 years old 29

 19–21 years old 124

 22–24 years old 13

 25–27 years old 1

Discipline 167

 Engineering 60

 Humanities 4

 Social Sciences 3

 Arts 0

 Computer science 101
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benefits of AI in education. The online survey was designed in both 
English and Chinese. Before its widespread distribution, it was first 
tested with 20 undergraduate students for face validity. Moreover, the 
first author is fluent in both English and Chinese. Responses to the 
open-ended questions were given in both languages; some were in 
English, while others were in Chinese. All responses in Chinese were 
translated into English.

Prior to data collection, the researchers ensured ethical 
considerations while conducting the surveys. The survey asked 
respondents for informed consent to collect their information and 
invite them to participate in the survey. Moreover, researchers do not 
collect identifiable information, such as real names and addresses. The 
questionnaire was published on the Sojump platform, a Chinese data 
collection platform. The survey was distributed through various 
WeChat groups in the selected research locale. The survey was 
conducted over a month during the second semester of the 2023–2024 
academic year.

3.3 Data analysis

The one-sample Wilcoxon rank-sum test was first proposed by 
Wilcoxon in 1945. It is a nonparametric statistical test used to 
determine whether there is a significant difference between the 
median of a sample and its hypothesized population median. Using a 
Statistical Package for the Social Sciences (SPSS), the questionnaire 
data in Tables 2 and 3 can effectively handle small sample sizes, as they 
do not depend on strict sample size requirements. Second, for 
questions in the questionnaire designed as ratings (e.g., strongly agree, 
agree, neutral, disagree, and strongly disagree), the one-sample 
Wilcoxon signed-rank test can handle these ordered rating data and 
test whether there is a significant difference between the median 
familiarity and attitude of the student group and the hypothesized 
median familiarity and attitude of the population. This test focuses on 
comparing the median of the sample rather than the mean, which is 
consistent with the purpose of the attitude survey because the median 

can better reflect the central tendency, especially when the data 
distribution is skewed. By comparing the deviations from the median 
familiarity and attitude, it is possible to test whether students’ 
familiarity and attitude tend toward a certain direction, such as 
whether they are generally positive or negative, which helps 
understand the overall tendency of the student group. The significance 
levels were p < 0.05 and p < 0.01. Based on this, for Tables 2, 3, 
corresponding to research question 1 the one-sample Wilcoxon 
rank-sum test was used to conduct an overall quantitative analysis of 
the data. Moreover, the researchers used ATLAS.ti 25 for word clouds 
and thematic analysis. Microsoft Excel and Power BI were used for 
data visualization.

4 Results

This study employed a mixed method design to explore the 
familiarity and attitudes of undergraduate students with artificial 
intelligence and the perceived risks, as well as the anticipated benefits 
of utilizing artificial intelligence in education. It invited 167 students 
from various disciplines to a private higher education institution.

Table 2 presents the familiarity of Chinese undergraduate students 
with artificial intelligence. The data were analyzed using a single 
sample Wilcoxon test, assuming that the median was 3 and the 
significance levels were 0.01 and 0.05, respectively. The results showed 
that Chinese students were familiar with the concept of artificial 
intelligence (μ = 3.329, p < 0.01) and had experience using ChatGPT 
(μ = 3.168, p < 0.5). The research shows that students are open to using 
ChatGPT and similar tools (μ = 3.521, p < 0.01) for course tasks and 

TABLE 2 Chinese undergraduate students’ familiarity with AI.

No Question Mean

1 I am familiar with the concept of artificial intelligence 

(AI).

3.329**

2 I am familiar with ChatGPT. 2.988

3 I have experience using ChatGPT. 3.168*

4 My instructors have addressed the use of AI (especially 

ChatGPT and other text and image generation tools) in 

my courses.

3.234*

5 My instructors have integrated AI generators like 

ChatGPT into their instruction.

2.928

6 I plan to use ChatGPT or similar tools for my coursework 

in the future.

3.521**

7 I have received instructions about how to use ChatGPT or 

similar tools.

3.132

8 I would be open to receiving instructions on using 

ChatGPT or similar tools.

3.719**

Significance level: *p < 0.05, ∗∗p < 0.01, (1: Strong Disagree-5: Strong agree).

TABLE 3 Chinese undergraduate students’ attitudes toward AI.

No Items Mean

1 Artificial intelligence (in the form of text and image 

generation) could be dangerous for students.

2.671**

2 Students use AI text-generation tools to complete 

coursework, which is prevalent in higher education.

3.240**

3 Students’ use of AI text generation tools to complete 

coursework is inevitable.

3.357**

4 Something must be done to stop students from using AI. 2.545**

5 Artificial Intelligence has value in education. 3.754**

6 Students should not be restricted from using AI for 

coursework.

3.509**

7 The use of AI in education is very prevalent. 3.545**

8 AI is used in education for good and helpful reasons. 3.659**

9 AI is misused in education. 2.737**

10 Instructors misuse AI in academic settings. 2.5150**

11 Instructors use AI well in academic settings. 3.4012**

12 I would feel confident knowing an instructor was using an 

AI-created syllabus.

3.1437**

13 I trust AI to grade my course assignments and assessments 

instead of my instructor.

2.7246**

14 The use of AI text generation tools to complete coursework 

violates the university’s academic integrity policies.

3.0060**

Significance level: *p < 0.05, ∗∗p < 0.01, (1: Strong Disagree-5: Strong agree).
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to receiving guidance from ChatGPT and similar artificial intelligence-
related tools (μ = 3.719, p < 0.01), which is statistically significant. The 
results showed that the instructor talked about artificial intelligence in 
class (especially ChatGPT and other text and image generators) 
(μ = 3.234, p < 0.5). However, the students believed that the instructor 
did not integrate these tools into their teaching (μ = 2.928). Although 
the students knew all about artificial intelligence, they knew little 
about ChatGPT, which can be  seen from the insignificant results 
(μ = 2.988).

Table  3 introduces the attitudes of undergraduate students in 
China towards artificial intelligence. Research shows that students 
generally think that artificial intelligence is valuable in education 
(μ = 3.754, p < 0.01), and the application of artificial intelligence is 
very common (μ  = 3.545, p < 0.01). There were sufficient and 
beneficial reasons for using AI in education (μ = 3.659, p < 0.01). It 
was common (μ = 3.240, p < 0.01) and inevitable (μ = 3.357, p < 0.01) 
to use AI text-generation tools to complete course assignments in 
higher education. Artificial intelligence (in the form of text and image 
generation) could pose a danger to students (μ = 2.671, p < 0.01), and 
measures should be taken to prevent students from using artificial 
intelligence (μ = 2.545, p < 0.01). The students were not restricted 
from using artificial intelligence in their course assignments 
(μ = 3.509, p < 0.01). Students generally held a negative attitude 
towards the view that artificial intelligence is misused (item 9, 
μ = 2.737, p < 0.01), and Item 14 held a neutral attitude (μ = 3.0060, 
p < 0.01) toward the view that using artificial intelligence text 
generation tools to complete course assignments violates the academic 
integrity policy of universities. In addition, students thought that 
teachers could use artificial intelligence in the academic environment 
in a standardized manner (μ = 3.4012, p < 0.01). Moreover, students’ 
concerns about the misuse of AI by instructors were minimal 
(μ = 2.5150, p < 0.01), which is reflected in the significance of the 

analysis results. In addition, students still had a positive attitude 
toward teachers’ use of AI to create teaching syllabi (μ = 3.1437, 
p < 0.01). However, students were neutral in that artificial intelligence 
could replace their teachers in grading course assignments and 
evaluations (μ = 2.7246, p < 0.01).

Figure  2 shows the respondents’ reasons for using Artificial 
Intelligence. Individual learning had the highest frequency among 
respondents. Artificial intelligence, such as ChatGPT, provides 
personalized learning experiences. Asking questions was the second-
most mentioned need. AI has significant advantages in quickly 
providing information, knowledge, and solutions and can significantly 
improve efficiency and convenience, thereby enhancing students’ 
intention to use AI technology. In addition, the use of AI in learning 
helps respondents to save time when searching for information 
quickly. Learning-related courses, translation, coding, generating 
ideas, and getting help with homework are connected to the first factor 
that helps students with their individual learning. Career guidance is 
another interesting reason that appeared among most respondents 
who used AI to search for a job and prepare for the job market, which 
helps students in their future job prospects. Language practice was 
another benefit of using AI among the respondents. Respondents 
perceived that using AI provided them with an alternative to learning 
a new language on the Internet or in their classes. Research support, 
mental health support, and others received the least reason among the 
students to use AI.

In the survey, respondents were asked about the perceived risks and 
potential challenges of using Artificial Intelligence in education. 
According to the respondents, the integration of AI in education presents 
several challenges (see Figure  3), namely dependence and reduced 
independent thinking, algorithmic bias and ethical concerns, accuracy 
and information quality, data security, and privacy concerns. The 
following are the five major themes based on respondents’ responses:

FIGURE 2

Perceived Benefits of Using Artificial Intelligence. Note. This figure is generated by the authors.
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4.1 Dependence and reduced independent 
thinking

Respondents’ concerns about dependency on AI technology may 
result in over-reliance, thus impairing the development of human abilities 
and the capacity for autonomous decision-making. This reliance may 
impede students’ critical thinking and problem-solving skills. Several 
respondents expressed concerns that students might prioritize 
AI-generated answers over their own reasoning. For instance, one 
respondent noted that students often turn to AI for quick solutions 
instead of engaging in their own thought processes, stating, “Sometimes, 
if you encounter a problem in learning, in order to complete the task quickly, 
you will not find the answer through your own thinking for the first time, 
but directly rely on the answer generated by AI.” Another participant 
highlighted that this reliance could lead to a lack of creativity and 
independent thought, mentioning, “If there are any questions, they will first 
ask artificial intelligence without their own thinking, and the final thinking 
will only be limited to the answers given by artificial intelligence, which 
resulted to a lack creativity.”

4.2 Algorithmic bias and ethical concerns

Based on their demographics, many of the respondents were from 
computer science and engineering. According to the respondents, the 
use of AI in education has ethical concerns, especially in relation to 
algorithmic bias and discrimination. These biases may influence 
decision-making processes and result in the inequitable treatment of 
students based on erroneous data or algorithms, thus compromising the 
integrity of educational evaluations. For instance, one respondent noted 
that biases could manifest in AI’s recommendations, which might limit 
students’ freedom of choice and affect their autonomy. One respondent 
mentioned, “AI systems may influence students’ learning decisions by 
recommending learning content and paths, which may limit students’ 

freedom of choice and affect their autonomy and initiative.” This reflects 
a broader ethical concern regarding the role of AI in shaping the 
educational experience.

4.3 Accuracy and information quality

Students noted that using AI to ask questions about their academic 
tasks was disadvantageous in terms of the quality and accuracy of 
information. Students considered apprehensions about the precision of 
the information supplied by AI (i.e., ChatGPT and DeepSeek). The 
respondents were concerned that AI might propagate inaccurate or 
misleading information that is potentially detrimental to their learning 
and decision-making processes. Respondents expressed skepticism about 
the accuracy of AI-generated content, emphasizing that it may not always 
meet professional or academic standards. One respondent noted,’ I do not 
think the authenticity of the generated content of generative artificial 
intelligence such as ChatGPT can be  guaranteed. Its answers to some 
questions are not very professional and accurate.” This reflects a broader 
concern that, while AI can provide quick answers, the quality of those 
answers may be lacking, which can lead to misinformation. Another 
respondent echoed this sentiment, stating,’ The main risk is that I do not 
think the reliability of artificial intelligence is very high. If artificial 
intelligence suddenly breaks down, it will lead to the stagnation of the whole 
project or industry.” This highlights the potential consequences of relying 
on AI for critical tasks, which could have significant implications if 
inaccuracies are not addressed.

4.4 Data security and privacy concerns

Another issue raised by the respondents pertains to concerns 
regarding data security and privacy. Students observed that ChatGPT is 
not readily accessible in China and that access necessitates the use of a 

FIGURE 3

Perceived risks of using AI in education. The authors generated this word cloud using ATLAS.ti 25 software.
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Virtual Private Network (VPN). The integration of artificial intelligence 
into educational settings raises significant concerns regarding data security 
and personal information protection. Students expressed concern 
regarding the processes involved in the collection, storage, and utilization 
of personal data, which may lead to breaches of privacy and deterioration 
of trust in the provider. Respondents expressed apprehension about how 
AI tools require extensive data to function effectively, which raises serious 
privacy concerns. One respondent pointed out, “AI systems usually need 
to collect a large amount of personal data to provide a personalized learning 
experience, which may include information such as students’ grades, study 
habits, and personal interests. The collection and use of such data raises the 
risk of privacy violations.” This highlights the potential for sensitive 
information to be mishandled or exposed, thereby leading to significant 
consequences for individuals. Another respondent echoed these concerns, 
stating,’ Once these data are leaked, it will be a great loss to individuals, 
society, and the country. Therefore, there are serious ethical problems.” This 
underscores the broader implications of data security breaches, not just for 
individuals but also for societal trust in educational institutions 
and technologies.

5 Discussion

This study investigated undergraduate students’ familiarity with 
and attitudes toward AI tools, as well as their perceived risks and 
benefits of using AI tools in higher education. It invited 167 students 
from various disciplines to a private higher education institution.

Regarding the familiarity of students with Artificial Intelligence, 
the findings showed that students were moderately familiar with AI 
tools. Students had some experience in using ChatGPT; however, their 
knowledge of ChatGPT remained limited. Moreover, students showed 
an opening to AI tools such as ChatGPT and similar AI tools for 
completing their course tasks and opened with AI discussions in class. 
Comparing these findings with Petricini et al.'s (2023) study, students 
and faculty have mixed opinions on AI. However, the findings of this 
study demonstrate a level of familiarity with AI. Moreover, in a similar 
study by Horowitz et al. (2024), familiarity with AI comes together 
with trust to fully utilize it. However, there are certain aspects of AI 
that society must explore. In addition, studies have shown similar 
findings about students’ high degree of familiarity with AI in their 
studies (Nikoulina and Caroni, 2024; Sahari, 2024).

Regarding students’ attitudes toward AI, the findings revealed that 
they believe that AI has significant value in education and see it as an 
inevitable integration into higher education. Students support their 
teachers in using AI in teacher instruction but do not believe that AI 
can replace teachers in grading assignments. A systematic review of 
AI research has revealed that cultural factors play a significant role in 
the perception that AI cannot substitute for teachers in education 
(Kelly et al., 2023). This finding corroborates the research conducted 
by Tlili et al. (2023), which indicates a positive outcome and reflects 
the growing enthusiasm for its application in learning environments. 
Furthermore, a study conducted with secondary students in Pune city 
revealed a strong positive attitude towards AI, suggesting an overall 
favorable perception among the participants (Pande et  al., 2023). 
Similarly, students in Spain pursuing studies in economics, business 
management, and education demonstrated awareness of the influence 
of artificial intelligence. They expressed a willingness to enhance their 
educational pursuits in this area, even though their current 
understanding may be somewhat limited (Almaraz-López et al., 2023).

In addition, respondents perceived the benefits of AI in education, 
including personalized learning, efficiency, information retrieval, 
career guidance, research support, and mental health support. AI 
helps students to improve their learning of new languages through 
independent learning. The benefits of AI in education are recognized 
in achieving development goals (UNESCO, 2019, 2021b). 
Furthermore, research indicates that AI facilitates individualized 
learning experiences by adjusting to the specific requirements of each 
student and offering customized material and feedback (Pan et al., 
2023; Rizvi, 2023). However, despite their positive attitudes toward AI 
and its perceived benefits, students are worried about the potential 
dangers of AI. Students recognized substantial concerns concerning 
ethical use, dependence, reduced independent thinking, accuracy, 
data privacy, and security. Thus, it is crucial to address ethical concerns 
such as data privacy and algorithmic fairness to guarantee the 
responsible implementation of AI (Kaswan et al., 2024; Trivedi, 2023).

5.1 Theoretical implication

This study deepens the understanding of Artificial Intelligence in 
education research by examining it through the Technology Acceptance 
Model (TAM). These results underscore the importance of AI literacy for 
both students and educators. Furthermore, the function of AI as a 
substitute for human services, including career guidance and tutoring, 
broadens our understanding of its perceived usefulness. The findings 
indicate that students are more likely to embrace AI tools when they view 
them as easy to use and readily available, aligning with the principle that 
ease of use impacts acceptance. Nonetheless, the absence of complete 
confidence in AI among students highlights the essential importance of 
“trust” in this case. Context-specific adaptations are crucial for a deeper 
understanding of the factors that shape students’ intention to utilize 
AI. Moreover, the results highlight ethical considerations, including 
algorithmic bias and data privacy, within the framework of TAM, 
indicating that these factors could greatly influence users’ perceived trust 
and, in turn, their acceptance of AI.

5.2 Implications for higher education 
institutions

Based on these findings, this study offers recommendations for 
higher education to properly use AI in education.

 1 Inclusion of AI in the student’s curriculum. Higher education 
institutions (HEIs) may consider one course of AI learning to 
help students understand the use and proper utilization of AI 
in their studies. According to Aliabadi et al. (2023), artificial 
Intelligence should be  included across the curriculum, 
transitioning from a topic of personal preference to an 
integrated component across many.

 2 Creating an ethical framework or Guidelines for both students 
and teachers on AI. The implementation of an ethical 
framework for AI in HEIs can guide students and teachers in 
using AI in teaching and learning. HEIs may consider creating 
an inclusive framework grounded in the opinions of students 
and teachers. Utilizing frameworks that prioritize fairness, 
accountability, transparency, and ethics can effectively reduce 
risks (Sjödén, 2020).
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 3 Provide training for teachers on the proper use of AI. According 
to the findings, the students were aware that their teachers utilized 
AI in their teaching. HEIs can provide additional professional 
development every school year to help teachers update the 
development of AI in education, making them more responsive to 
change. Enhancing teacher training enabled teachers to deliver 
effective instruction, as students recognized teachers’ positive 
attitudes toward utilizing AI in their teaching methods. 
Furthermore, allocating resources towards AI literacy and 
professional development for teachers can significantly improve 
their capacity to utilize AI in a manner that is both effective and 
ethical (AbuJarour and AbuJarour, 2023; Velander et al., 2024).

6 Conclusion, limitations, and future 
directions

This study investigated undergraduate students’ familiarity with and 
attitudes toward AI tools, as well as their perceived risks and benefits of 
using these tools in the context of a private university in China. The 
findings revealed that undergraduate students demonstrated moderate 
familiarity with AI, specifically their awareness of using 
ChatGPT. However, students showed openness to using ChatGPT and 
similar tools in coursework and were willing to receive instruction using 
these tools. In terms of their attitude, students generally viewed AI 
positively and perceived AI integration as inevitable and becoming 
common in academic settings. Students were concerned that the misuse 
of AI by their teachers was minimal and trusted their teachers to use AI 
effectively in teaching. The perceived benefits can be summarized as 
personalized learning, efficiency and convenience, career and skill 
development, and support for independent learning. In terms of perceived 
risk, students are worried about being dependent and reducing their 
independent thinking, algorithmic bias and ethical concerns, accuracy 
and information quality, data security, and privacy concerns. Although 
this study used a mixed survey method to explore the situation of artificial 
intelligence in a private university, it has many limitations. Moreover, 
future researchers should consider studying a more comprehensive and 
extensive analysis of private universities, and data from multiple private 
universities should be combined for comparative analysis. Furthermore, 
this study recommends the integration of ethical AI into curricula, 
training teachers to guide students, and adopting the ethical 
framework suggested.
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