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There is an intense concern in various fields, in order to quantify in the most 
complete and explicit way the impact that the accelerated development of the 
technology that is the basis of AI has on education. A very special issue in this 
context is represented by the impact AI has on the teaching methods and techniques 
used by teachers. Still, in order to develop and refine new methods and techniques 
based on AI technology is necessary that perceptions and attitudes toward this 
technology in general and its application in education in special to become positive 
and people to be open to new experiences in using it. The present research 
explores how different variables like perception towards inclusion of Generative 
AI tools within teaching materials development, degree of familiarity, challenges 
of AI implementation in education, importance of AI within the teaching process, 
resilience to change can influence the perceived utility of AI in education fostering 
positive attitude towards it and usage intention among teachers. The results are 
showing that the influence exerted by the above variables can be assessed within 
an empirical model that can explain the intention of teachers to use effectively 
AI based tools at different levels of the didactic activity. Implications at the level 
of human resources management in education are also discussed.
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1 Introduction

The technology that gave birth to AI has been present in early forms since the 50s, after 
Alan Turing published the paper “Computing machinery and intelligence” (Pires et al., 2025). 
This technology subsequently experienced sustained development, passing through a series of 
well-defined stages such as: the foundation of the main specific AI algorithms in the 50s, the 
introduction of symbolic algorithms and expert systems in the 70s, machine learning in the 
90s and deep learning algorithms in the 2010s (Samoili et al., 2020). Over time, AI technology 
has been incorporated into a variety of fields, with its particular applicability also evident in 
the field of education.

The integration and application of artificial intelligence (AI) technologies in education aim 
to enhance, automate, and personalize different facets of the educational process, encompassing 
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a diverse array of tools, techniques, and applications utilizing machine 
learning, natural language processing, data analytics, and other 
AI-related technologies capable of revolutionizing conventional 
teaching and learning approaches. In this context, is important to 
analyze how artificial intelligence and machine learning algorithms 
shape personalized learning experiences, adjusting content and 
assessments according to individual needs. In addition to analyzing 
the impact of AI technologies in the field of education, is equally 
important to explore the necessary changes in the teaching approaches 
of teachers to successfully integrate these innovations into the teaching 
and learning process.

AI’s ability to analyze extensive datasets, discern patterns, and 
make informed decisions in real-time has ushered in new possibilities 
in the field of education (Iqbal, 2023). One of the defining applicability 
of AI in the field of education refers to the tools available to adapt and 
customize in detail the learning experience to the individual needs 
that people show at a given moment. Thus, different forms of adaptive 
learning platforms, which implement complex algorithms, are able to 
analyze in real time the strengths and weaknesses of each user, 
adapting the content delivered to him and creating a specific rhythm 
for the transfer of information – everything to optimize the process of 
learning and its results (Abulibdeh et al., 2024).

Specific AI technology can provide each consumer of educational 
services with fully personalized experiences, based on the 
interpretation of algorithms related to student data, performance 
measured over time, time required for testing, domains and areas of 
interest. Following these processes related to the interpretation of 
complex algorithms, AI systems are able to recommend the creation 
of personalized learning materials, dynamically adjust the level of 
difficulty of the tests to which the individuals are subjected and 
provide access to additional learning resources, all of which are 
perfectly adapted to the individual level of knowledge and their own 
educational objectives.

The interaction between teachers and students or pupils is in turn 
personalized, the use of AI-based systems and applications offering 
not only a wider range of options to create personalized content but 
also allocating a greater amount of time for these interactions as a 
result of the increased degree of automation of routine 
administrative tasks.

The extensive usage of AI based technology provides more and 
more evidence that intelligent tutoring system and platforms are 
capable to enhance the engagement of students in interactive learning 
experiences, throughout real-time feedback and support. The 
extensive usage of AI based applications by the students rise some 
legitimate questions regarding the potential danger referring to the 
diminishment of their ability to use critical thinking and a new habit 
to use automated texts in the process of learning tasks fulfillment. 
Nevertheless, scholars think that actually a well-designed tutoring 
system has the potential to positively contribute to the stimulation of 
problem-solving skills and critical thinking among students. If 
teachers are willing to use in a responsible manner these tools within 
the process of tutoring, they can easily connect to the students’ own 
motivations of actually develop critical thinking skills and not to rely 
on AI generated outputs. In fact, it is possible that by incorporating 
Generative AI into the writing process, the inherently social nature of 
writing can be  preserved, largely eliminating students’ subjective 
perceptions of the excessive effort or pressure that is usually associated 
with this endeavor (Barrett and Pack, 2023).

In other words, the correct guidance provided by teachers to 
highlight the true nature of AI technology  - that of a simple 
collaborative tool and not a substitute for human intelligence and 
creativity, can provide students with the framework to naturally 
develop their critical thinking, in the context of developing original 
materials, essential for appreciating the quality of their 
learning process.

Within the process of adopting AI based systems within 
educational framework, a special attention is given to the possibility 
of enhancing the cross-cultural communication and collaboration 
through the usage of real-time translation capabilities that some AI 
based application can have. Using such features, the connection 
between different cultural and linguistic individuals’ backgrounds can 
be easily optimized, thus developing new outcomes for the teaching 
and learning processes that are involving educational actors.

All these particular trends highlighted above outline a very 
complex landscape that is already evolving with a pronounced 
dynamic. Besides the technological advancements that have been 
amazing in the last years, we may consider that this dynamic is heavily 
influenced by the perceptions and attitudes of those who are actually 
responsible for using and promoting this technology in the educational 
environment—teachers at all levels of instruction. The degree of 
technology acceptance, the willingness to learn new methods for 
implementing didactic activities, the desire, and, importantly, the 
actual capability to use these tools effectively are factors that shape 
both the diffusion process of new technology in the educational 
environment and its adaptation to the specific needs of the 
users—pupils.

Starting from these considerations, our research has as a primary 
objective to identify the complex relationships between specific 
variables capable of measuring perceptions of teachers about using AI 
based applications and technology within their didactic activity and 
their influence on attitudes. Our research contributes to the 
development of the scientific literature in the field, proposing an 
original approach, using variables very similar to the ones used within 
consecrated models capable to measure the acceptance of technology 
like TAM (Technology Acceptance Model) or UTAUT (Unified 
Theory of Acceptance and Use of Technology) – perceived utility, 
usage intention, positive attitude, degree of familiarity with the use of 
technology (respectively AI based technology).

The roots of our proposed hypotheses are based also on certain 
ideas that can be found within various approaches regarding behavior 
and technology intention to use theories like Theory of Motivated 
Action (TRA) developed by Ajzen and Fishbein and Theory of 
Planned Behavior (TPB) model proposed by Azjen. The first one 
advanced the idea that a certain intention determines a certain 
behavior, meanwhile the attitude can influence the intention and then 
the behavior. The second one proposed the idea that the degree of 
acceptance for technology is influenced by beliefs that have behavioral, 
normative and control dimensions, the adoption process taking the 
form of a certain behavior (Ajzen and Fishbein, 1977; Ajzen, 1991; 
Gârdan et al., 2021). The originality of our approach stems from the 
fact that we address to a specific issue, that does not have so much 
research developed around – the attitude of teachers regarding usage 
of AI application or technology within their classroom or didactic 
current activities. This implies that they have developed a certain” 
acceptance,” for the idea that AI can be used within educational field, 
and they have overcome the pressure stem by challenges related to AI 
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usage and their own capacity of resilience related with change. 
We propose an exploratory research in the form of a field survey, 
which explores the perceptions and attitudes of teachers regarding the 
adoption of AI and its implementation in education in general, with 
a particular focus on the development of teaching materials in the 
context of the use of AI. More precisely, we  have proposed a 
theoretical model that implies the influence of five variables 
(perception towards the inclusion of Generative AI in the process of 
developing school materials, degree of familiarity with AI technology, 
perception of the challenges posed by the use of AI in the didactic 
activity, perception of the importance of using AI in teaching 
processes and resilience to change) over perceived utility of AI usage. 
The perceived utility will influence the positive attitude over AI usage 
and this one leads to the effective intention to use. The results of the 
analyses, carried out using IBM SPSS and AMOS 26.0 software, 
confirm the practical validation of the proposed theoretical model. 
The article also presents a discussion section that highlights the 
impact of each validated hypothesis and the corresponding 
implications, particularly concerning the management of human 
resources in education.

The article will conclude with a series of conclusions that 
supplement the discussions and clarify the limitations of the 
conducted research, as well as potential future research directions.

2 Literature review—hypotheses 
development

2.1 The role of generative AI within the 
development of learning content process 
and the utility of AI integration within 
education field

The scientific literature concerning perceptions and interaction 
between teachers, students and other actors in the field of education 
in general and different AI based applications, instruments, platforms 
etc. is becoming more and more diverse and explicit.

There is already a growing body of research showing certain 
benefits and challenges that the integration of AI into education 
framework can have. Thus, diverse benefits like the facilitation of 
personalized learning, the adaptation to individual needs, the 
reduction of administrative time used for didactic activity, the 
possibility to better assess the level of students understanding have 
been highlighted within a meta-research regarding the evolution of AI 
within education, along with the lack of ethical considerations in case 
of majority of the AI applications. Authors have been emphasizing in 
the same time the need to compute more data from various 
educational settings, with more actors from the field implied into 
research (educators, teachers, students, regulatory institutions etc.) 
(Bond et al., 2024).

As future trends considered relevant for the usage and integration 
of AI within educational field we may consider personalized learning, 
predictive analytics, intelligent tutoring systems, content creation 
systems, Virtual Reality, automated administrative tasks, and chatbots 
usage as being some of the relevant ones (Ivanashko et al., 2024) as 
well as a kind of ” paradigm shift” in terms of transforming the 
curriculum towards a personalized approach for every student 
(Judijanto et al., 2024).

Perceptions of teachers regarding the ways in which AI based 
tools can be used within the education field are influenced by the 
background of teachers in terms of their pedagogical beliefs, teaching 
experiences, prior experience with educational technology, and the 
effectiveness and necessity of a specific technology (Wardat et al., 
2024). Teachers acknowledge AI potential to enhance educational 
outcomes and streamline teaching processes, considering important 
to be addressed in the same time their concerns about data privacy 
and the ethical implications of AI use (Bezjak, 2024).

Benefits related with AI utilization in education are developed 
around the idea that AI based applications are seeing as possible 
solutions to reduce instructors’ administrative workload by taking 
over easy and repetitive duties and effective tools capable to be adapted 
to the students’ needs despite the size of the classes (Jarrah et al., 
2023). Also, besides the capacity to be supportive for the administrative 
tasks, AI applications can retrieve and adapt learning materials, 
simplify and enhance the content creation process (Chounta et al., 
2022; Acurio et al., 2022).

In the context of research regarding the degree of AI utility within 
education field there are also studies that have employed TAM 
(Technology Acceptance Model). From this perspective, studies have 
shown that there are positive correlations for TAM variables like self-
efficacy, ease of use, expected benefits, attitudes, and behavioral 
intentions (Al Darayseh, 2023), with more than 70% of the future 
behavioral changes related to using AI applications in science teaching, 
being predicted by the teachers’ attitude toward the AI applications. 
Other research based on TAM variables revealed a strong positive 
correlation between the perceived usefulness of GenAI tools and their 
acceptance, underscoring the importance of demonstrating tangible 
benefits to educators. Acceptance is influenced by the perceived ease 
of use, with levels that are not uniform at the level of different teachers’ 
subgroups (Ghimire and Edwards, 2024). TAM specific variables like 
perceived usefulness, perceived ease of use, and perceived trust in 
EAITs (Educational Artificial Intelligence Tool) are also emphasized 
when we talk about the degree of acceptance for EAITs (Choi et al., 
2023), with the intention to integrate educational AI tools more clear 
for teachers with constructivist approach than the ones showing 
transmissive orientations.

An interesting observation can be made about the link between 
the positive attitude towards AI and capacity of individuals to integrate 
AI based tools into their teaching practices. Thus, teachers that can 
develop a positive attitude towards AI are successfully using these 
tools on a regular basis (Baker et al., 2019). Actually, teachers who 
viewed AI as beneficial were more inclined to use adaptive learning 
systems and content creation tools to enhance their instructional 
methods (Luckin et al., 2016). In such situations, teachers report that 
AI tools not only make the content creation process more efficient but 
also enhance the quality of the educational materials they produce. 
Teachers who recognize the broader benefits of AI in education are 
more likely to explore and utilize AI tools for developing teaching 
materials. They view these tools as integral to improving educational 
outcomes and are therefore more willing to integrate them into their 
teaching practices (Mayer, 2002). Conversely, teachers who are 
skeptical about AI’s role in education may be less inclined to use AI 
tools, potentially missing the benefits these tools can offer.

The perceived utility of AI integration within education field is 
positively sustained by the ongoing support and available resources 
that can be used in order to ensure a sustaining teachers’ use of AI 
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tools. Ongoing support and resources are essential for sustaining 
teachers’ use of AI tools. This includes technical support, access to 
up-to-date resources, and a community of practice where teachers 
can share their experiences and learn from each other (Kim, 2024). 
Also, even if teachers are capable to recognize the potential benefits 
of AI in enhancing personalized learning, automating administrative 
tasks, and providing real-time feedback, they perceive like a real 
challenge the lack of training and resources in using AI applications 
along with the need for ethical guidelines (Alwaqdani, 2024). There 
is a need for professional development programs to enhance teachers’ 
AI literacy and confidence in using AI tools (Ayanwale et al., 2022). 
Thereby, within a research focused on the impact of professional 
development on teachers’ ability to integrate AI in their teaching, the 
results showed that case-based learning and practical training 
significantly improve teachers’ perceptions of AI’s utility and their 
confidence in using AI tools effectively (Ding et al., 2024).

When we talk about perceived utility of AI in education, there is 
equally important to address the use Large Language Models 
applications. From this point of view, the usage of such applications 
within educational field is diversified, nowadays being available a 
wide range of instruments like Chat GPT-4, Claude, LaMDA, Falcon, 
Llama, PaLM etc. Chat GPT is one of the most well-known tool based 
on Large Language Models, being capable of a vast range of functions 
with direct applicability within the education field—provision of 
valuable insights and suggestions capable to offer the possibility to 
refine research questions and methodologies, adjust teaching 
strategies and materials depending on the students feedback and 
performance, provision of suggestions that can improve or develop 
new ideas and approaches of teaching methods and contents, 
possibility to align curriculum with the latest standards and best 
practices etc. Despite these possibilities, the majority of specialists 
suggest that AI powered tools are better in assisting teachers in the 
process of developing didactic materials or assessment tasks but not 
to replace completely their efforts. The human factor has to manifest 
his own creativity and capacity to build assessment instruments 
adapted to the learning objectives and student’s needs (Al-Worafi 
et al., 2023). Actually, despite all the positive perceptions related with 
AI potential, there are studies that emphasize also the necessity that 
teachers and education specialists alike to examine in a critical way 
the educational transformation based on Generative AI and not to 
blindly accept the proofs regarding the efficacy (Su and Yang, 2023).

Putting together all the above considerations, becomes evident 
that teachers seems to be ready to integrate AI into their teaching 
practices, those who perceive AI as beneficial and easy to use being 
more likely to adopt these technologies. Many educators recognize 
the potential of AI to enhance educational outcomes by providing 
personalized learning experiences, improving administrative 
efficiency and implementing better students’ assessment modalities. 
Naturally, we can advance the first hypothesis of our research, which 
highlights the possible link between perceptions regarding the degree 
of usefulness of integrating generative AI in the development of 
teaching materials and the usefulness of integrating AI in education 
in general:

H1: There is a positive and direct influence of perception towards 
inclusion of Generative AI in the process of developing school 
materials on perceived utility of AI integration in education.

2.2 The role of degree of familiarity with AI 
software and technology for the perceived 
utility of AI integration in education

The body of literature concerning the AI perceptions and 
attitudes among teachers shows also interesting research results 
regarding the degree of familiarity towards AI software and/or AI 
based technology that teachers can elicit in a particular setting. 
We can highlight a research made on 211 primary and secondary 
school teachers that shows a positive significant relation between 
trust in AI, knowledge about AI and digital competencies, with 
knowledge being a robust predictor for trust (Lucas et al., 2024). An 
interesting fact presented by authors was the lack of influence exerted 
by descriptive variables like age, sex, teaching experience, ISCED 
level and different levels of digital competencies upon teachers’ 
attitude towards AI. Still, other research highlights that teachers with 
good digital competencies generally have positive attitudes towards 
AI, recognizing its benefits for education (Nazaretsky et al., 2022a; 
Nazaretsky et  al., 2022b). Although, the relationship between 
teachers’ trust in AI and their digital competence was a positive one, 
the study also points out concerns related to the need for significant 
pedagogical changes and the lack of transparency in AI decision-
making. Teachers’ familiarity with AI varied, but many expressed the 
need for more professional development to increase their theoretical 
and practical knowledge of AI. The varying degrees of familiarity 
among professors, with some having a strong understanding of AI 
and others being less knowledgeable is a normal phenomenon, 
research revealing that despite these differences most professors see 
AI as a valuable educational tool, that comes also with some 
challenges given by the difficulty to understand AI algorithms, 
financial implications, and concerns about data privacy and the 
dehumanization of pedagogy (Abdelaal and Al Sawi, 2024). Readiness 
to use and implement AI related applications in the current didactic 
activities can be  measured through the level of AI-enhanced 
innovation as a predictor of teachers’ job satisfaction. Thus, in a 
research made on 3,164 primary school teachers, Wang et al. (2023) 
have been used partial least square structural equation modelling and 
cluster analysis and found that cognition, ability, and vision in the 
educational use of AI were positively associated with ethical 
considerations. In addition, the cluster analysis showed three different 
groups of teachers, based on their AI readiness level, with teachers 
having a high level of AI readiness and a low level of perceived 
threats, high level of AI innovation and high job satisfaction (Wang 
et al., 2023).

The discussion around the role that the degree of teachers’ 
familiarity with AI software and AI based technology can have for 
the perceived utility of AI adoption in education can go towards 
clarifying the link that may exist between the effort to improve 
digital skills and the abilities to use AI in education and the 
willingness of teachers to effectively use AI applications in their 
current teaching activity. If we  start from the premise that any 
solution that contributes to achieving a higher level of student 
satisfaction and better results is welcome from the perspective of 
teachers, it becomes obvious that such a solution can have a direct 
link to improving their digital skills. Supporting teachers in 
developing the essential digital competencies and skills to use AI in 
Education (AIED) applications and tools ethically and 
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knowledgeably is crucial for improving the student learning 
experience and achieving educational outcomes. To assist teachers 
in this endeavor, human-centered and learning-focused AIED 
competency frameworks are necessary. These frameworks should 
guide teachers in planning, self-assessing, and reflecting on their 
current and new skills, thus facilitating their evolving role. This 
evolution aims to help students cultivate creative mindsets, develop 
empathy, and apply their learning to various contexts by engaging 
with content that resonates with them. Lameras and Arnab (2021) 
came with an interesting exploratory review that highlights a series 
of basic ideas - “AIED is employed to support teachers to design and 
orchestrate adaptive learning content and individualized learning 
activities aligned to a student’s knowledge levels and skills.,”—“AIED 
is employed to support teachers to design and orchestrate adaptive 
collaborative learning support that situates teachers and AI agents as 
collaborators in offering cognitive feedback as well as in stipulating 
feedback on collaboration and interaction dynamics.” Authors are 
proposing also that AEID can be seen as a part of a broader ecology 
of learning that involves adaptive representations and models that 
describe the associated pedagogy, the ways in which students are 
learning, embedded their experiences, misconceptions and 
particular styles (Lameras and Arnab, 2021). Teachers with superior 
levels of digital competencies and enhanced AI literacy can connect 
themselves easier to such an environment, being able to effectively 
integrate AI into their teaching. Ding et al. (2024) highlight the need 
for various types of professional development to enhance teachers’ 
AI literacy. The study shows that case-based learning and practical 
training significantly improve teachers’ familiarity with AI and their 
confidence in using AI tools in educational settings. It suggests that 
hands-on experience with AI applications is crucial for teachers to 
effectively integrate AI into their teaching (Wang et al., 2023).

The perceived utility of AI in education for teachers is also related 
with their intention to use AI. Research made on 452 pre-service 
teachers revealed that perceived usefulness (PU) and perceived ease 
of use (PEU) are primary factors that influence pre-service teachers’ 
behavioral intentions to use AI. Specifically, perceived usefulness was 
found to be the strongest predictor, indicating that teachers are more 
likely to adopt AI tools if they believe these tools will enhance their 
teaching effectiveness (Zhang et al., 2023). Authors also found that 
AI anxiety and perceived enjoyment of AI significantly differ between 
male and female pre-service teachers. Female pre-service teachers 
reported higher levels of AI anxiety, which negatively influenced their 
perceived ease of use and subsequent acceptance of AI technologies. 
The study also employs TAM3 model in order to identify various 
determinants of AI acceptance among pre-service teachers, including 
AI self-efficacy, perceived enjoyment, AI anxiety, perceived ease of 
use, and perceived usefulness.

As a conclusion, the above studies shows that the degree of 
familiarity of the AI based instruments in education, expressed by the 
AI integration, AI level of trust and AI usage readiness is correlated 
with the utility of AI within educational field that teachers are capable 
to be aware of and their willingness to give credit and recognition to 
the potential of AI tools. Taking account of all of the above, we can 
issue our second hypothesis:

H2: There is a positive and direct influence of the degree of 
familiarity with AI software and technology on the perceived utility 
of AI integration in education.

2.3 The importance of the perceived 
challenges posed by the use of AI in the 
didactic activity for the utility of AI 
integration in education

The perception of teachers regarding potential challenges posed 
by the AI integration in education field is nuanced. From this point of 
view we can take into consideration various papers from the literature 
that address this issue and test teachers’ perceptions.

Thus, the study made by Holmes et  al. (2019), explored the 
promises and implications of AI in education and found that teachers 
are aware of the potential challenges, such as the complexity of AI 
tools and the need for substantial training, but in the same time they 
can recognize the significant benefits these technologies can bring to 
the educational process (Holmes et  al., 2019). While the positive 
influence of AI in teaching on perceived utility may be evident, several 
challenges must be addressed. These include ethical considerations, 
data privacy concerns, and the need for teacher training. Ensuring that 
AI systems are transparent, fair, and unbiased is crucial for 
maintaining trust and maximizing their perceived utility (Aoun, 
2017). Otherwise, the pressure exerted by these challenges may affect 
in a direct and clear manner the degree of perceived utility of AI 
integration within the education field. Understanding and assessing 
challenges such ethical considerations and data privacy issues, seems 
crucial in shaping teachers’ perceptions of AI utility (Gardner 
et al., 2021).

The research proposed by Viberg et al. (2023) investigated teachers’ 
trust and perceptions of AI across different cultural contexts and found 
that teachers who were aware of and engaged with the challenges of AI 
integration, such as data security and algorithm transparency, also 
recognized the utility of AI in enhancing educational processes. If their 
perceptions about the challenges evolve into the direction of finding 
proper ways to mitigate with the pressure of these challenges, a positive 
perception about the utility of AI may be higher as well, otherwise the 
perceived utility may decrease substantially. Thus, the study highlights 
the importance of addressing challenges to foster a positive perception 
of AI’s utility, but emphasize in the same time the danger that the 
perceived utility may become lower (Viberg et al., 2023). The research 
made by Alwaqdani on 1,101 Saudi teachers, shows that many teachers 
recognize AIED’s potential to save time, assist in designing engaging 
activities, and personalize learning experiences. However, they also 
expressed concerns about the effort required for training, potential job 
displacement, a lack of creativity and critical thinking, unintended 
consequences, and trust in AI’s error-free performance. While teachers 
are generally optimistic about the benefits of AIED, they adopt a 
cautious stance due to concerns about its impact on educational 
quality, the human touch, and potential risks (Alwaqdani, 2024). This 
means a lower utility level perceived for the full integration of AI 
technology within educational activities and field.

Another factor that is affecting challenges perception about AI 
impact is referring to the potential excessive dependence on generative 
AI empowered software like ChatGPT and others similar applications. 
This dependence may impede creativity and long-term cognitive 
development, negatively impacting academic, social, and career 
performance (Rudolph et  al., 2023). A literature review made by 
Almasri (2024) shows AI’s limited ability to understand particular 
subject matter, its inability to adjust to various educational contexts, 
and the variation in performance between various AI models. The 
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same review shows that majorities of studies are indicating ethical 
considerations regarding responsible use appearing to be an important 
concern. Conclusions of the author implies the fact that addressing 
these challenges demands an approach that considers a careful 
thorough evaluation and adaptation to diverse contexts (Almasri, 
2024). These results underscore the need for targeted professional 
development, collaboration between educators and policymakers, and 
ethical considerations to ensure responsible and effective AIED 
integration. Understanding teachers’ perspectives is vital for informed 
decision-making and fostering a balanced approach that maximizes 
AIED’s contributions while upholding the principles of effective and 
inclusive education within the rapidly evolving educational landscape.

As we can see, the literature consistently shows that recognizing 
and understanding the challenges posed by AI in educational settings 
can negatively influence the perceived utility of AI technologies. Thus, 
the study made by Howard et  al. (2016) explores factors affecting 
teachers’ attitudes toward technology integration and highlights that 
perceived difficulties, such as lack of training or support, can reduce 
perceived usefulness and hinder adoption (Howard et al., 2016). In the 
same line of thoughts, Ertmer (1999) discusses the role of “first-order” 
and “second-order” barriers in technology integration in education. 
First-order barriers include external obstacles such as lack of resources, 
while second-order barriers are internal, such as beliefs about the 
technology’s complexity and utility. Both types of barriers can negatively 
affect educators’ perceptions of new technologies like AI (Ertmer, 1999).

The research made by Aldosemani et al. (2024), focuses on the 
factors influencing the adoption of AI in educational contexts and 
finds that perceived barriers, including technological complexity and 
lack of support, significantly reduce the perceived utility of AI among 
teachers (Aldosemani et al., 2024). In turn, Zawacki-Richter et al. 
(2019) made a review of AI utilization in education, highlighting that 
perceived risks and challenges, including ethical concerns, data 
privacy, and the potential disruption of traditional teaching roles, can 
negatively influence educators’ acceptance and perceived utility of AI 
technologies (Zawacki-Richter et  al., 2019). Finally, we  can also 
remember the study made by Mogavi et  al. (2024) that explores 
teachers’ perceptions of AI and identifies perceived challenges, such 
as technical difficulties and lack of training, as significant barriers to 
the perceived usefulness of AI in education (Mogavi et al., 2024).

All these studies highlight, from several perspectives, the fact that 
the teachers’ perception of the possible challenges that the use of AI 
in education can have directly influences the perception of the 
usefulness that AI can have at this moment. As teachers are becoming 
more aware by the threat imposed by the above challenges, the level 
of utility associated with AI integration in education decreases. Taking 
account of all of the above, we may issue our third hypothesis:

H3: There is a negative and direct influence of the perception of the 
challenges posed by the use of AI in the didactic activity on the 
perceived utility of AI integration in education.

2.4 The usage of AI in teaching processes 
and the impact upon the perceived utility 
of AI integration in education

Several studies underscore the importance of AI in enhancing 
teaching processes. AI-driven tools can provide personalized learning 

experiences, adapt to individual student needs, and offer real-time 
feedback. For instance, intelligent tutoring systems have demonstrated 
efficacy in improving student-learning outcomes by providing tailored 
instruction (Woolf, 2010).

Additionally, AI can assist teachers by automating routine tasks, 
allowing them to focus on more critical aspects of teaching, such as 
student engagement and mentoring (Luckin et al., 2016).

Perceived utility refers to the extent to which users believe that 
using a particular technology will enhance their performance. In the 
context of education, the perceived utility of AI integration is 
influenced by various factors, including the effectiveness of AI tools, 
ease of use, and the extent to which these tools meet educational 
objectives. Research indicates that when educators recognize the 
importance of AI in enhancing teaching processes, their perception of 
AI’s utility in education increases (Hwang et al., 2020). Similarly, a 
study by Chen L. et al. (2020) found that teachers who valued the role 
of AI in personalized learning perceived higher utility in integrating 
AI into their teaching practices (Chen L. et al. 2020), and a research 
made by Almasri (2024) demonstrated that the perceived importance 
of AI in facilitating administrative tasks positively influenced the 
perceived utility of AI in educational settings (Almasri, 2024).

In a study conducted in a high school, the introduction of an 
AI-driven tutoring system led to significant improvements in student 
performance and teacher satisfaction. Teachers reported that the 
system’s ability to provide personalized feedback and automate 
grading tasks was highly valuable, enhancing their perception of AI’s 
utility in the classroom (Holmes et al., 2019). AI’s capability to analyze 
large datasets and provide insights into student performance and 
learning patterns is increasingly important in modern education. 
Holmes et  al. (2022) found that data-driven decision-making 
supported by AI tools leads to more informed instructional strategies. 
Educators who value the importance of data analytics in improving 
teaching processes are likely to perceive AI’s utility positively, as it 
directly enhances their ability to tailor instruction to student needs 
(Holmes et al., 2022).

AI integrated in education field encompasses a wide range of 
applications, including intelligent tutoring systems, automated 
grading, personalized learning, and administrative task automation. 
These applications are designed to enhance the efficiency and 
effectiveness of educational processes. The importance of AI in 
teaching is driven by the teachers’ need to address diverse student 
needs, streamline administrative tasks, and improve overall 
educational outcomes (Zawacki-Richter et al., 2019). We all agree that 
the ultimate goal of AI integration is to improve educational outcomes. 
Onesi-Ozigagun et al. (2024) emphasize that AI tools designed to 
enhance academic achievement and student success are crucial in 
education. Teachers who witness the direct impact of AI on student 
performance and learning outcomes are more likely to value its utility. 
The perceived importance of AI in achieving these outcomes 
reinforces its perceived utility (Onesi-Ozigagun et al., 2024). Results 
and ideas presented so far make clear the importance that different 
practical modalities to use AI within the teaching process have an 
important role in augmenting the perceived utility of AI integration 
in education. As educators increasingly recognize the benefits of AI in 
enhancing teaching and learning, their perception of AI’s utility in 
education is likely to improve. Future research should continue to 
explore this relationship, considering the evolving nature of AI 
technologies and their applications in education.
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Considering all of the above, we  may advance our 
fourth hypothesis:

H4: There is a positive and direct influence of the importance of 
using AI in teaching processes on the perceived utility of AI 
integration in education.

2.5 Importance of educators’ resilience 
regarding the perceived utility of AI 
integration in education

In relation to change and innovation, resilience is not seen as a 
merely” resistance” but as a kind of one’s capacity to cope with change 
(Parish, 2013) and also the expression of a particular set of knowledge, 
skills, and action competencies to cope with change (Makrakis, 2024). 
Resilience is a multidimensional, socially constructed concept that is 
relative, dynamic and developmental in nature (Gu and Day, 2007). 
Taking into consideration such a variable in the context of technology 
adoption is justified by diverse studies that are showing the importance 
of it in adopting a certain attitude toward novelty and innovation 
(Mehta, 2021; Shahid et al., 2024; Oliveira et al., 2021). A “resilient” 
teacher is an individual capable to exert control over difficult 
situations, with the strength and determination to fulfil his 
professional role by adapting to new challenges and thrive in difficult 
circumstances (Li, 2023; Mansfield et al., 2016).

If we define educators’ resilience to change being their ability to 
adapt to new circumstances and embrace innovation (Kangas-Dick 
and O’Shaughnessy, 2020), we can assume that this ability significantly 
influences their perception of the utility of AI integration in 
educational settings (Chen L. et al. 2020). This relationship is 
grounded in the broader literature on technology acceptance and 
change management, where resilience has been identified as a critical 
factor in the successful adoption of new technologies (Davis et al., 
1989; Venkatesh et al., 2003).

On the other hand, different existing research suggests that 
individuals who are more resilient are better equipped to navigate the 
complexities of integrating new technologies into their professional 
practices (Aburn et al., 2016; Rafferty and Griffin, 2006). The resilience 
of educators appears to play a crucial role in shaping their perceptions 
of AI’s benefits, particularly in environments where technological 
change is rapid and often met with resistance. Educators who exhibit 
high resilience are more likely to see the potential advantages of AI, 
such as enhanced teaching efficiency, personalized learning 
opportunities, and improved student engagement. This positive 
perception, in turn, increases the likelihood of AI being perceived as 
a valuable tool in educational contexts (Luckin et al., 2016). A possible 
strong positive relationship between resilience to change and 
perceived utility suggests that fostering resilience among educators 
could be a key strategy in promoting the successful integration of AI 
technologies in education (Ng et  al., 2023). Research is showing 
different types of behavior that teachers can have in relationship with 
their attitude to change and adoption of innovation. Teachers can 
be grouped in three different groups taking account their behavior 
regarding the adoption of innovation and attitude to change: 
“provocative innovators” who pro-actively change the teaching 
content of their own accord in compliance with new trends and come 
up with new ideas, “reactive innovators” who carry out changes only 

on the basis of certain regulations, new syllabi and “opponents to 
change” that actually enjoy being stuck in the present (Dostál et al., 
2017). Professional development programs designed to enhance 
educators’ adaptability and openness to innovation are likely to have 
a significant impact on their perceptions of AI’s utility. By equipping 
educators with the skills and mindset needed to embrace change, 
educational institutions can facilitate a smoother transition towards 
the adoption of AI-driven tools and methodologies. It becomes clear 
that individuals more resilient in front of changings with a greater 
willingness to try and adopt new instruments, methods, behaviors will 
perceive a greater utility of any advanced technology that promotes 
innovation—including AI applications. Therefore, we may advance 
our fifth hypothesis:

H5: There is a positive and direct influence of the resilience to change 
on the perceived utility of AI integration in education.

2.6 The perceived utility of AI integration in 
education—a prerequisite for positive 
attitude regarding AI usage in didactic 
activity

In the following we will assume that a perceived utility for the AI 
integration can lead to a positive attitude toward the AI usage within 
the current activity of teachers. In a study that was employing a 
quantitative and qualitative approach in the same time, Egara and 
Mosimege (2024) found out that teachers of mathematics who 
integrate ChatGPT into their daily activities report positive outcomes, 
including improved teaching effectiveness, heightened student 
engagement, and enhanced comprehension of complex concepts. The 
research highlights also some challenges regarding technical 
adaptability, curriculum alignment, and the need for customization to 
accommodate diverse learning styles. In the same time, the study 
shows that teachers who perceive AI as highly useful in streamlining 
educational tasks and enhancing student learning outcomes develop 
more favorable attitudes towards its use. The perceived efficiency and 
effectiveness of AI tools directly contribute to a positive attitude 
among educators (Egara and Mosimege, 2024). Another research 
made by Ellikkal and Rajamohan (2024), highlights that AI’s ability to 
personalize learning experiences based on individual student needs 
significantly influences teachers’ positive attitudes. The perceived 
utility in improving student engagement and performance through 
personalized learning fosters a supportive attitude towards AI 
integration (Ellikkal and Rajamohan, 2024), AI’s utility in automating 
administrative tasks such as grading and attendance tracking is found 
to significantly improve teachers’ attitudes towards AI. The reduced 
administrative burden allows teachers to focus more on instructional 
activities, which enhances their perception of AI as a beneficial tool 
(Wang, 2021).

Previous research found also evidence that the perceived utility of 
AI in achieving better student outcomes leads to positive attitudes 
among teachers. When educators see tangible improvements in 
student performance and engagement due to AI tools, their attitude 
towards AI usage becomes more favorable (Kim et al., 2022).

Other research in the field also sustains the idea that AI tools that 
provide professional development and support for teachers are 
perceived as highly useful, contributing to positive attitudes towards 
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AI. The perceived benefit of continuous professional growth through 
AI-driven insights and resources strengthens teachers’ willingness to 
adopt AI in their teaching practices (Copur-Gencturk et al., 2024a; 
Copur-Gencturk et al., 2024b).

Another argument for the positive influence on teacher’s attitude 
regarding AI, is constructed taking account the capacity of AI to offer 
support in the decision-making processes. Teachers’ attitudes towards 
AI are positively influenced by its utility in data-driven decision-
making. The ability to use AI to analyze student performance data and 
inform instructional strategies is seen as highly beneficial, leading to 
a more positive attitude towards AI usage (Teng et al., 2023; Alsbou, 
2024). AI’s perceived utility in addressing diverse learning needs and 
providing equitable education opportunities fosters positive attitudes 
among teachers. When educators see AI as a tool that can support 
inclusive education, their attitude towards its use becomes more 
positive (Harry and Sayudin, 2023; Yao and Wang, 2024).

The recognition of AI’s role in enhancing creativity and innovation 
in the classroom leads to a stronger endorsement of AI usage 
(Nugraheni et al., 2024; Duan et al., 2024). While the adoption of AI 
technologies in education is growing, the true impact on teaching 
effectiveness depends on more than just ease of use. The integration 
of these tools must go hand in hand with enhancing instructional 
quality to drive meaningful change. In other words, even if some AI 
technologies are easy to use and apply, without improving the quality 
of teachers’ instruction, it would not significantly change teachers’ 
behavior when adopting these technologies in their teaching activities 
(Wang et al., 2021).

So, it becomes clear that the perceived utility of AI adoption 
within the education field translates in a natural manner towards a 
positive attitude regarding the effective usage of AI based applications. 
Therefore, we can issue our sixth hypothesis:

H6: There is a positive and direct influence of the perceived utility of 
AI integration in education on the positive attitude regarding AI 
usage in didactic activity.

2.7 The role of positive attitude regarding 
AI usage in didactic activity in fostering 
usage intention of AI based applications 
and technology

If we  assume that a positive attitude towards AI usage and 
integration may emerge, we can develop further the idea that the attitude 
becomes a proper background for the intention to use and furthermore 
the actual use. In a very broad view, The Technology Acceptance Model 
(TAM) and other technology acceptance related frameworks of analysis 
suggests that positive attitudes towards a technology significantly 
influence the intention to use that technology (Liu et al., 2010) From this 
perspective, according to Hopcan et al. (2024), teachers who have a 
favorable attitude towards AI are more likely to integrate it into their 
teaching practices. This positive attitude stems from the belief that AI 
can enhance their teaching effectiveness and student learning outcomes, 
leading to a stronger intention to use AI in didactic activities (Hopcan 
et al., 2024). Positive attitudes towards AI are often shaped by perceptions 
of its usefulness and ease of use. A study by Wang et al. (2024) found that 
teachers who perceive AI as a beneficial and user-friendly tool are more 
inclined to adopt it in their instructional practices. When educators 

believe that AI can simplify their tasks and improve educational 
outcomes, their intention to use AI increases, reflecting a direct link 
between positive attitudes and usage intention (Wang et al., 2024).

The paper of Nazaretsky et  al. (2022b), propose a survey 
instrument that aims to capture various dimensions of teachers’ trust 
in AI-EdTech, including perceived benefits, concerns, and overall 
trust. The study identifies several key factors that influence teachers’ 
trust in AI-EdTech. These include the functionality and helpfulness of 
AI tools, their reliability, and the transparency of AI algorithms. 
Teachers’ perceived benefits and concerns about AI-EdTech play a 
crucial role in shaping their trust (Nazaretsky et al., 2022a; Nazaretsky 
et  al., 2022b). So, if such a new technology gains enough trust it 
becomes easy to adopt as an effective behavior—the implementation 
in the current didactic tasks and activities becoming a living reality.

From another line of discussion, effective professional 
development programs that promote positive attitudes towards AI can 
significantly influence teachers’ intentions to use AI. Chen L. et al. 
(2020) highlight that teachers who undergo comprehensive AI 
training are more likely to develop positive attitudes towards its use. 
These positive attitudes, in turn, lead to a higher intention to integrate 
AI into their teaching activities, as they feel more confident and 
competent in using AI technologies (Chen L. et al., 2020). Teachers 
who have a positive attitude towards AI often observe its impact on 
student engagement and learning outcomes. Chiu et al. (2023) found 
that educators who see the benefits of AI in fostering interactive and 
adaptive learning environments are more likely to use AI in their 
teaching. The recognition of AI’s potential to enhance student 
motivation and achievement strengthens their intention to incorporate 
AI into their didactic activities (Chiu et al., 2023). AI’s ability to reduce 
teachers’ workload by automating routine tasks contributes to positive 
attitudes towards its use. A research conducted by Hashem et  al. 
(2024) revealed that integrating AI tools optimizes teacher planning, 
enhances instructional support, and refines resource allocation, 
contributing to a potential positive perception about the AI’s academic 
potential while stressing burnout mitigation’s importance for 
educational advancement (Hashem et al., 2024).

According to Holmes et al. (2019) teachers who appreciate the 
efficiency AI brings to administrative tasks, such as grading and 
attendance tracking, develop positive attitudes towards AI. This 
appreciation translates into a greater intention to use AI, as it allows 
teachers to focus more on instructional and student-centered activities 
(Holmes et al., 2019). Positive attitudes towards AI are often linked to a 
willingness to innovate and adopt new teaching practices. A research 
made on 329 respondents applying UTAUT (Unified Theory of 
Acceptance and Use of Technology) model shows that performance 
expectancy related with AI usage in education has positively impacted 
attitude towards AI usage. Along with perceived risk and effort 
expectancy, the adoption of AI is influenced also by the facilitating 
conditions  – meaning here the implication of authorities and policy 
makers in the human resources development programs and AI based 
logistics investments. In the same time, willingness to adopt AI within 
respondents’ current activity was linked to their attitude toward 
innovation and change (Chatterjee and Bhattacharjee, 2020). Luckin et al. 
(2016) found that teachers who are open to incorporating AI into their 
classrooms tend to have a more positive attitude towards its use. This 
openness to innovation fosters a stronger intention to use AI, as teachers 
are motivated to explore new methods that can enhance their teaching 
effectiveness (Luckin et al., 2016). Teachers who recognize AI’s potential 
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to address diverse learning needs are more likely to have a positive attitude 
towards its use. Chen L. et al. (2020) emphasize that AI’s ability to provide 
personalized learning experiences for students with different abilities and 
learning styles leads to positive attitudes among educators. These positive 
attitudes enhance teachers’ intention to use AI, as they see its value in 
promoting inclusive education (Chen X. et al., 2020).

In the context of AI adoption, we can discuss also the impact that 
a supportive school culture can have from this perspective. In general, 
different authors shows that a technology-oriented school culture 
represents a positive important factor that can help teachers from the 
perspective of integration and adoption of that technology (Porto, 
2020; Huang and Teo, 2020). A supportive school culture that 
encourages the use of AI can influence teachers’ attitudes and 
intentions (Al Darayseh, 2023).

Zhang et al. (2023) found that schools with a positive culture 
towards technology adoption foster positive attitudes among teachers. 
When the school environment is conducive to AI integration, teachers 
are more likely to develop a positive attitude towards AI and express 
a stronger intention to use it in their teaching activities (Zhang et al., 
2023). Collaboration and peer influence play a significant role in 
shaping teachers’ attitudes towards AI (Kim, 2024). Hwang et  al. 
(2020) highlight that teachers who collaborate with peers who have a 
positive attitude towards AI are more likely to adopt a similar attitude. 
This peer influence contributes to a greater intention to use AI, as 
teachers are encouraged by their colleagues’ positive experiences and 
successes with AI integration (Hwang et al., 2020).

Exposure to successful AI applications in education can enhance 
teachers’ attitudes and intentions. Holmes et al. (2019) found that 
teachers who witness the positive impact of AI on student learning 
and classroom management are more likely to develop a favorable 
attitude towards its use. This exposure increases their intention to use 
AI, as they are motivated by the success stories and proven benefits of 
AI in education (Holmes et al., 2019).

By integrating these arguments, we can substantiate the hypothesis 
that a positive attitude towards AI usage in didactic activities positively 
influences the intention to use AI in these activities. Each argument is 
supported by recent studies, demonstrating the direct relationship 
between positive attitudes and the intention to integrate AI 
technologies in educational settings. Therefore, we  can issue our 
seventh and last hypothesis:

H7: There is a positive and direct influence of the positive attitude 
regarding AI usage in didactic activity on the usage intention 
regarding AI in didactic activity.

The above literature review helps us to highlight the 
interdependencies between the following variables taken into 
consideration: “Degree of familiarity with AI technology (FAI),” “The 
perception of the challenges posed by the use of AI in the didactic 
activity (PCAI),” “The perception of the importance of using AI in 
teaching processes (PIAI),” “Perception towards the inclusion of 
Generative AI in the process of developing school materials (PAIDM),” 
“Resilience to change (RC),” “Perceived utility (PUT),” “Positive 
attitude (PAT),” “Usage intention (UI).”

Based on these hypotheses, we can conceptualize a model that 
illustrates the interplay between these factors. The model would show 
how familiarity with AI technology, perception of AI’s importance and 
challenges, and resilience to change directly influence the perceived 

utility of AI. In turn, this perceived utility shapes educators’ attitudes 
and intentions regarding AI usage in didactic activities. Such a model 
provides a structured framework for understanding the dynamics of 
AI adoption in education from the point of view of the teachers. It 
highlights the importance of addressing both technological and 
human factors to foster a positive environment for AI integration. This 
comprehensive approach can guide policymakers, educators, and 
researchers in designing effective strategies to enhance AI adoption 
and maximize its benefits in educational settings.

3 Methodology of research

In order to grasp teachers’ perceptions and attitudes toward AI 
integration we have employed a quantitative research based on online 
survey approach.

3.1 Participants (sampling and data 
collection)

The statistical population from which we  have extracted the 
sample is comprising mainly teachers from major cities and cultural 
centers of Romania—Bucharest, Alba-Iulia, Constanța, selected taking 
account by variables that are prevailing in the scientific literature 
concerning research regarding perceptions and attitudes in the 
education field—gender, age, seniority in education, the level of 
teaching program, the teaching field, the rural or urban area for the 
education institution of the teacher, the monthly income (Köksal, 
2013; Bentea and Anghelache, 2012; Mills, 2007).

The instrument used to collect data was the online questionnaire 
comprising items defined for every variable from the proposed model 
and descriptive variables considered (Table 1).

Thus, after the selection of the proper profile of the statistical 
population, questionnaires has been sent over the Google Forms 
online platform for completion within May–June 2024. The number 
of valid completed questionnaires that could be considered for the 
further analysis has been of 367.

The structure of the final sample is comprising a preponderance of 
female teachers with 78.5% from the total sample, with teachers that 
have more than 20 years of seniority (49.9%) and an income between 
6,000–8,000 lei (approx. 1,205–1,607 euro) for 34.9% of the respondents. 
This structure is reliable, in the context in which the official statistical 
data available in Romania’s National Institute of Statistics in reports 
regarding educational system of Romania, shows a preponderance of 
people aged between 40 and 44 years (17.9%) and 30–34 years (14.1%) 
at the level of teaching staff in pre-school education by age group, both 
in primary and secondary education; 40–44 years old (20.6%), followed 
by teaching staff aged between 45 and 49 years, who represented 17.8% 
of the number of people with a didactic norm employed in primary and 
secondary education. Female teachers were holding the highest share 
(92.6% for primary education and 74.0% for secondary education) in 
the national total and 72.7% for high school education (Andrei, 2023). 
As regarding the representativeness from the point of view of work 
environment, due to the fact that more urban related teachers have the 
possibility to be  digital literate than teachers from rural areas, the 
proportion of teachers from urban area was consistent in comparison 
with the one from rural areas.
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3.2 Measures

The variables used to measure perceptions corresponding to 
the hypotheses substantiated within the literature review of the 
paper have been defined adapting constructs and items used in 
different research settings as it can be seen in the Annex Table 1—
Variables from the tested model. Thus, the construct referring to 
“Degree of familiarity with AI technology (FAI)” that was 
measuring the degree of familiarity of the teachers with AI 
applications and related technology was measured with the help 
of two items scale adapted from Wardat et  al. (2024). “The 
perception of the challenges posed by the use of AI in the didactic 
activity (PCAI)” – referring to the perceptions about challenges 
determined by the use of AI within the didactic activity was 
measured with eight items adapted from Wardat et al. (2024). 
“The perception of the importance of using AI in teaching processes 
(PIAI)” was measured with six items adapted from Wardat et al. 
(2024), while “Perception towards the inclusion of Generative AI 

in the process of developing school materials (PAIDM)” was 
measured with a total of five items, two of them adapted from 
Swargiary and Roy (2023), and the other three adapted from 
Wardat et al. (2024) and Swargiary and Roy (2023). Resilience to 
change (RC)—meaning a construct that was measuring the degree 
in which the teaching staff is resilient with respect to innovation 
and change was measured with the help of five items, the first one 
being adapted from Swargiary and Roy, 2023, the rest of four 
items being adapted from Nov and Ye (2009). Perceived utility 
(PUT)—meaning a construct that was measuring the perceived 
utility of AI integration in didactic activity and education was 
measured with the help of four items adapted from Venkatesh 
and Davis (2000). Positive attitude (PAT)—meaning the attitude 
towards AI integration within didactic current activity was 
measured with five items - the first three adapted from Venkatesh 
et al. (2012), and the last two from Barrett and Pack (2023).

“Usage intention (UI)”—meaning the effective intention of 
teachers to use AI applications and technology in everyday use within 

TABLE 1 Sample profile (N = 367).

Variable Items N %

Gender Female 288 78.5%

Male 79 21.5%

The field of the didactic 

activity

Primary education (disciplines specific to primary classes) 120 32.7%

Social Sciences (Business, Economics, Tourism and Hospitality, Psychology, Law, etc.) 79 21.5%

Technology (Engineering, Robotics, Computer Science, Mechanics, etc.) 54 14.7%

Arts and Humanities (Foreign Languages, Architecture, History, Literature, Music, Philosophy, etc.) 86 23.4%

Life Sciences and Biomedicine (Biology, Medicine, Agriculture, etc.) 11 3.0%

The exact sciences (Astronomy, Chemistry, Physics, Mathematics, etc.) 17 4.6%

Seniority in education Less than 2 years 31 8.4%

Between 2 and 10 years 47 12.8%

Between 11 and 20 years 106 28.9%

More than 20 years 183 49.9%

The level of education at which 

you carry out teaching 

activities

kindergarten and primary school 120 32.7%

secondary education 61 16.6%

high school education 92 25.1%

university education 94 25.6%

Monthly Income of the 

respondent *

under 2,500 lei 20 5.4%

2,500–4,500 lei 65 17.7%

4,501–6,000 lei 114 31.1%

6,000–8,000 lei 128 34.9%

Above 8,000 lei 40 10.9%

Age less than 25 years of age 20 5.4%

26–35 years of age 49 13.4%

36–45 years of age 112 30.5%

46–55 years of age 118 32.2%

56–65 years of age 68 18.5%

The environment in which the 

educational unit where 

you work is located

rural 50 13.6%

urban
317 86.4%

* The income groups expressed in euro are: under approx. 502 Euro; approx. 502–904 Euro; approx. 904–1,205 Euro; approx. 1,205–1,607 Euro; 1,607 Euro and over (https://www.cursbnr.ro/).
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didactic activity was measured with six items that have been created 
by the authors, designed for this research, using as a started point 
similar construct from Venkatesh et al. (2012).

The survey instrument contains mainly 5-point (strongly disagree 
corresponding to 1—strongly agree corresponding with 5) Likert scale 
questions. Data was analyzed using version 26.0 of IBM SPSS software 
with the corresponding extension Amos 26.0, used for the structural 
equations part. For underlying the relation between different latent 
variable showed within the conceptual model proposed in Figure 1, 
we have used structural equation model.

To assess the viability of the proposed model, the Cronbach’s 
Alpha coefficient was computed. This measure determines the 
model’s reliability and its capacity to accurately gauge the intended 
latent construct. In our study, the model achieved internal 
reliability, evidenced by a Cronbach’s Alpha coefficient of 0.935, 
calculated using SPSS, which exceeds the acceptable threshold of 
0.7 (Arof et  al., 2018). Following this, we  conducted the 
confirmatory factor analysis with Amos 26.0, in order to evaluate 
the significance of each relationship within the tested model. The 
results, displayed in Table 2, confirm strong relationships between 
variables. Additionally, we  provided the appropriate theoretical 
statistical values to ensure a thorough assessment of the model’s 
goodness of fit.

4 Results

The proposed theoretical framework underwent a validity 
assessment. The model’s components were examined using 
exploratory factor analysis (EFA), a method that enhances 
precision and aids in accurately defining the model. EFA also 
helps in identifying variables that could be  excluded from the 
analysis to streamline the data without compromising the accuracy 
of the final outcomes. To evaluate the reliability of the scales, the 
Cronbach’s Alpha test was employed. This involved calculating 
Cronbach’s alpha coefficient for each factor to gauge internal 
consistency. This coefficient assesses the total of observed 
variables in relation to the overarching variable, enabling the 
elimination of those with low correlation coefficients. In 
exploratory analysis, testing the scale’s reliability using Cronbach’s 
Alpha is crucial. While a definitive value for Cronbach’s alpha to 
ensure high measurement fidelity is not established, many scholars 
suggest that coefficients of 0.90 or higher indicate excellent 
reliability, those of 0.80 or above suggest good reliability, and 
those of 0.70 or higher are deemed acceptable (Arof et al., 2018). 
According to the results, Cronbach’s alpha coefficient values are 
above 0.70, for each component measurement (a value of 0.775 for 
FAI, a value of 0.880 for PIAI, a value of 0.897 for PCAI, a value 

H6

H2 H3
H4

H5
H1

Degree of 
familiarity with AI 

technology
FAI

The perception of the 
challenges posed by the use of 

AI in the didactic activity
PCAI

The perception of the 
importance of using AI in 

teaching processes
PIAI

Perception towards the 
inclusion of Generative AI 

in the process of developing 
school materials

PAIDM

Resilience to change
RC

H7

Usage intention 
UI

Positive attitude
PAT

Perceived utility
PUT

FIGURE 1

The theoretical model proposed. PAIDM—PUT, refers to a direct relationship between perception toward inclusion of generative AI into the 
development of class materials and support for current didactic activity and the perceived utility for the AI integration in the educational setting; FAI—
PUT, refers to a direct relationship between the variable referring to the degree of familiarity with AI technology and the perceived utility for the AI 
integration in the educational setting; PCAI—PUT, refers to a reverse relationship between perception of the challenges brought by the use of AI 
technology in the current didactic activity and the perceived utility for the AI integration in the educational setting; PIAI—PUT, refers to a direct 
relationship between the perception related with the AI usage within current teaching activities and the perceived utility for the AI integration in the 
educational setting; RC—PUT, refers to the direct relationship between teachers’ resilience to change regarding usage of new technology and 
especially AI related ones and the perceived utility for the AI integration in the educational setting; PUT—PAT, refers to the direct relationship between 
the perceived utility for the AI integration in the educational setting and the positive attitude of teachers toward AI integration; PAT—UI, refers to the 
direct relationship between the positive attitude of teachers toward AI integration within the educational setting and the intention to effectively use the 
AI related technology in the current didactic activity.
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of 0.896 for PAIDM, a value of 0.945 for RC, a value of 0.835 for 
PUT, a value of 0.899 for PAT, a value of 0.948 for UI) which 
means that the fidelity (consistency) of the scales in case of latent 
variables is confirmed (Field, 2013; Tavakol and Dennick, 2011).

It can be seen from the table above that for all constructs the 
conditions are met as Cronbach’s Alpha >0.7 (Zhao et al., 2022) and 
AVE > 0.5 (Byrne, 2016), therefore they can be considered reliable 
(because high internal consistency) and valid (the items explain 

TABLE 2 Factor loading, Cronbach’s alpha and AVE of construct.

Variable Item Factor loading Cronbach’s alpha AVE (Average 
variance extracted)

PAIDM (perception towards inclusion of AI into 

didactic activity)

PAIDM1 0.816 0.896 0.709

PAIDM2 0.876

PAIDM3 0.865

PAIDM4 0.846

PAIDM5 0.804

FAI (degree of familiarity with AI technology) FAI1 0.895 0.775 0.791

FAI2 0.883

PCAI (perception of the challenges brought by the use 

of AI technology in the current didactic activity)

PCAI1 0.738 0.897 0.623

PCAI2 0.783

PCAI3 0.829

PCAI4 0.850

PCAI5 0.850

PCAI6 0.734

PCAI7 0.754

PCAI8 0.760

PIAI (perception related with the AI usage within 

current teaching activities)

PIAI1 0.768 0.880 0.626

PIAI2 0.843

PIAI3 0.785

PIAI4 0.778

PIAI5 0.817

PIAI6 0.752

RC (teachers’ resilience to change regarding usage of 

new technology)

RC1 0.901 0.945 0.820

RC2 0.919

RC3 0.898

RC4 0.912

RC5 0.897

PUT (perceived utility for the AI integration in the 

educational setting)

PUT1 0.827 0.835 0.675

PUT2 0.849

PUT3 0.855

PUT4 0.751

PAT (positive attitude of teachers toward AI 

integration within the educational setting)

PAT1 0.864 0,899 0.768

PAT2 0.907

PAT3 0.869

PAT4 0.865

UI (the intention to effectively use the AI related 

technology in the current didactic activity)

UI1 0.900 0.948 0.794

UI2 0.876

UI3 0.887

UI4 0.896

UI5 0.869

UI6 0.919
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enough of the latent construct). Also, In terms of convergence validity, 
the factor loading of each variable is greater than 0.7, and the average 
variance of each variable is also greater than 0.5 (Hair et al., 2014; 
Zhao et al., 2022).

In calculating the factor scores, orthogonal extraction was applied 
using the PCA (Principal Component Analysis) method with Varimax 
rotation. The VIF and Tolerance values for the relationships between 
factor scores are presented in Table 3 below. Tolerance is a measure of 
how much of the variability in a variable is explained by other 
predictors. Tolerance values less than 0.1 suggest severe 
multicollinearity. Tolerance values above 0.2 are usually considered 
acceptable for most statistical analysis, and a value of 0.7 is usually 
considered excellent (Menard, 2002). All Tolerance values are above 
0.7, indicating a low degree of collinearity among the predictors. This 
suggests that each predictor has a minimal relationship with the 
others, ensuring that there is no problematic correlation between the 
analyzed variables. The VIF (Variance Inflation Factor) values range 
from 1.063 to 1.280, which indicates minimal multicollinearity among 
the predictors. A VIF greater than 10 indicates problematic 
collinearity, but in many contexts VIF values below 5 are considered 
acceptable to avoid significant multicollinearity (Kutner et al., 2005). 
The above values, obtained in the context of our research, can 
be considered excellent, confirming that the predictors are sufficiently 
independent to be included together in the same model.

The results obtained for the advanced model, using the KMO 
and Bartlett’s Test, demonstrate that the data are highly suitable for 
factor analysis. The Kaiser-Meyer-Olkin (KMO) Measure of 
Sampling Adequacy, with a value of 0.945, suggests a high proportion 
of variance in the model’s variables that could be  attributed to 
underlying latent factors. In other words, the variables exhibit 
sufficient correlation to justify proceeding with factor analysis. 
According to Kaiser (1974), KMO values above 0.9 are considered 
‘excellent,’ confirming that the sample is highly adequate for factor 
analysis (Kaiser, 1974). Bartlett’s Test of Sphericity, with an 
Approximate Chi-Square of 10,894.455 and degrees of freedom (df) 
of 780, at a significance level (p-value) of 0.000, further supports this 
conclusion. The large Chi-Square value and the p-value of 0.000 
indicate that the correlation matrix significantly deviates from an 
identity matrix (where no correlations between variables would 
exist). This finding confirms that the observed variables exhibit 
sufficient inter-correlations, a prerequisite for identifying meaningful 
factors. These results collectively suggest that the latent constructs 
derived from the factor analysis will likely provide an accurate and 
valid representation of the observed data. Moreover, the KMO value 
of 0.945 indicates an excellent sampling adequacy for factor analysis, 

and Bartlett’s Test, with a significant Chi-Square value and a p-value 
of 0.000, suggests that the model’s variables are sufficiently 
correlated, allowing for a seamless continuation of factor analysis 
(Bartlett, 1954).

The confirmatory factor analysis conducted with Amos 26.0 
indicated whether each relationship within the tested model exhibits 
sufficient relevance. In our evaluation, we applied several criteria to 
assess model suitability, including CMIN/DF, RMR, IFI, TLI, CFI, and 
RMSEA. The values derived for these indicators, when compared 
against theoretical benchmarks from the literature, suggest a good 
model fit. This strong alignment supports our capacity to validate all 
the proposed hypotheses within this study. The results, detailed in 
Table  4, affirm that we  achieved favorable values, indicating 
meaningful relationships between the variables. To enhance the 
relevance of the obtained data, we also present the corresponding 
theoretical statistical values, which are crucial for accurately assessing 
the model’s goodness of fit.

The analyzed model demonstrates a good fit with the observed 
data, as indicated by IFI, TLI, and CFI values of 0.934 and 0.930, 
which exceed the acceptable threshold of 0.90. An RMSEA value of 
0.05, coupled with a PCLOSE of 0.356, further suggests that the model 
fits well without significant errors. Additionally, Hoelter values of 205 
for p < 0.05 and 212 for p < 0.01 indicate that the model would remain 
stable even with smaller sample sizes, thereby confirming 
its robustness.

In the preliminary analysis, we  conducted both a descriptive 
analysis of the variables and an evaluation of the correlations among 
them. These analyses are crucial for understanding the characteristics 
of the data and identifying preliminary relationships before 
proceeding with factor analysis. The descriptive analysis provides key 
information about each variable, including the mean, standard 
deviation, coefficient of variation, skewness, and kurtosis. Table 5 
presents the descriptive statistics for the variables under study.

Table 5 provides an overview of the variability and distribution 
of each variable, enabling the identification of potential issues 
related to normality or variability. According to the table, most 
variables exhibit coefficients of variation within the acceptable 
range of 15 to 35%, indicating moderate variability that is suitable 
for factor analysis. Additionally, the skewness and kurtosis values 
suggest that the data distribution is relatively close to normality, 
which is favorable for applying advanced statistical techniques. 
The correlation among variables helps us understand their 
relationships and identify possible associations relevant to our 
model. Table  4 presents the correlation coefficients among the 
analyzed variables.

Table  6 reveals that most correlations between variables are 
significant at the 0.01 level. Variables such as PAIDM, FAI, PCAI, 
PIAI, and RC have significant impacts on PUT, while PUT exerts a 
considerable influence on PAT, which, in turn, strongly affects 
UI. These findings suggest that the formulated hypotheses are 
generally supported by the data. The general analysis of the model 
shows that perceived utility of the AI integration within didactic 
activity is influenced positively by Degree of familiarity with AI 
technology, The perception of the challenges posed by the use of AI in 
the didactic activity, The perception of the importance of using AI in 
teaching processes, The Perception towards the inclusion of Generative 
AI in the process of developing school materials and negatively by The 
resilience to change.

TABLE 3 VIF and tolerance for factor scores.

Relations Tolerance VIF

PAIDM → PUT 0.882 1.134

FAI → PUT 0.941 1.063

PCAI → PUT 0.866 1.155

PIAI → PUT 0.781 1.280

RC → PUT 0.845 1.184

PUT → PAT 1.000 1.000

PAT → UI 1.000 1.000
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TABLE 6 Correlations between variables.

Variable 1 2 3 4 5 6 7 8

PAIDM 1.000

FAI 0.144** 1.000

PCAI 0.031 0.196** 1.000

PIAI 0.259** 0.147** 0.304** 1.000

RC 0.284** 0.163** 0.016 0.307** 1.000

PUT 0.491** 0.245** −0.122** 0.361** 0.597** 1.000

PAT 0.464** 0.236** −0.015 0.353** 0.657** 0.773** 1.000

UI 0.524** 0.228** −0.023 0.347** 0.631** 0.799** 0.910** 1.000

The hypothesis H1 stated that “there is a positive and direct 
influence of perception towards inclusion of Generative AI in the 
process of developing school materials on perceived utility of AI 
integration in education.” Results are showing a significant relationship 
(CR test = 7.193, p < 0.01), meaning that the hypothesis H1 is 
validated. From the perspective of β = 0.254, we have a positive effect 
of the perception towards inclusion of Generative AI influence on the 
perceived utility of AI integration in education.

The hypothesis H2 stated that” there is a positive and direct 
influence of the degree of familiarity with AI software and technology 
on the perceived utility of AI integration in education.” Values are 
showing a significant relationship (CR test = 2.424, p < 0.05), meaning 
that also hypothesis H2 is validated. From the perspective of β 
coefficient that has the value of 3.038, we have a positive effect of the 
degree of familiarity on the perceived utility of AI integration in 
education. The value of β shows that the influence of familiarity with 
AI software and technology is the strongest among all the other 
influences within our model, as we know that β coefficient gives us 
the” magnitude” of the relationship between two specific variables.

Hypothesis H3 proposed that” is a negative and direct influence 
of the perception of the challenges posed by the use of AI in the 
didactic activity on the perceived utility of AI integration in 

education.” The results indicate a significant relationship (CR 
test = −2.688, p < 0.01), therefore the hypothesis H3 is also validated. 
From the perspective of the β coefficient value (β = −0.095), we can 
observe that we  have a negative effect of the perception of the 
challenges posed by the use of AI in the didactic activity on the 
perceived utility of AI integration in education. Therefore, the 
hypothesis that tells us that, as the degree of awareness of the 
challenges that AI brings increases, the degree in which AI is perceived 
as useful in the current teaching activity decreases, is validating.

The next two hypotheses—H4 and H5, referring to other two 
variables that can positively influence the perceived utility of AI 
integration are also validating with values that are showing a 
significant relationship between analyzed variables for both of them, 
respectively (CR test = 3.504, p < 0.01) and a β coefficient value of 
0.116 in case of H4 and (CR test = 9.299, p < 0.01,) and a β coefficient 
value of 0.386 in case of H5. The values of β coefficient for both the 
hypotheses shows us a positive effect of perception of the importance 
of using AI in teaching processes and resilience to change on the 
perceived utility of AI integration in education (Table 7).

Hypothesis H6 stated that” there is a positive and direct influence 
of the perceived utility of AI integration in education on the positive 
attitude regarding AI usage in didactic activity.” The results are also 

TABLE 4 Model Fit Statistics.

CMIN/ 
DF*

IFI** TLI** CFI** RMSEA*** PCLOSE**** HOELTER
0.05

HOELTER
0.01

Default model 1.946 0.934 0.930 0.934 0.051 0.356 205 212

Theoretical statistical values * < 3 (Kline, 2018; Kline, 1998); ** > 0.90 (Xia and Yang, 2019; Bentler and Bonett, 1980); *** that an RMSEA value of < 0.05 indicates a “close fit,” and that < 0.08 
suggests a reasonable model–data fit (Xia and Yang, 2019; Jöreskog and Sörbom, 1993); **** PCLOSE > 0.05 (James et al., 2009).

TABLE 5 Descriptive statistics of variables.

Variable Mean Std. deviation Coefficient of variation (%) Skewness Kurtosis

PAIDM 3.488 0.875 25.08% −0.833 1.043

FAI 3.623 0.801 22.12% −0.465 0.168

PCAI 3.390 0.841 24.81% −0.332 −0.351

PIAI 3.428 0.835 24.34% −0.637 0.218

RC 3.708 0.881 23.76% −0.605 0.303

PUT 3.710 0.774 20.87% −0.395 0.788

PAT 3.744 0.852 22.76% −0.677 0.745

UI 3.803 0.855 22.49% −0.714 0.729
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confirming a significant relationship (CR test = 11.012, p < 0.01,) 
meaning that the hypothesis H6 is validating. From the perspective of 
the β coefficient (β = 1.239), we may see that there is a positive effect 
of the perceived utility of AI integration in education on the positive 
attitude regarding AI usage in didactic activity.

Hypothesis H7 presumes that” there is a positive and direct 
influence of the positive attitude regarding AI usage in didactic 
activity on the usage intention regarding AI in didactic activity.” The 
obtained values of (CR test = 19.480, p < 0.01,) are showing a 
significant relationship between the two variables, meaning the 
validation of H7 hypothesis. From the perspective of β coefficient 
value (β = 1.129), we acknowledge a positive effect of the positive 
attitude regarding AI usage in didactic activity on the usage intention 
regarding AI in didactic activity.

5 Discussion

The validation of the first hypothesis “There is a positive and 
direct influence of perception towards the inclusion of Generative AI 
in the process of developing school materials on the perceived utility 
of AI integration in education” reveals significant insights into 
educators’ attitudes towards AI in educational contexts. The results, 
with a β value of 0.254, p < 0.01, and a CR test score of 7.193, indicate 
a strong and statistically significant relationship between the variables. 
This suggests that teachers who perceive the integration of Generative 
AI in material development positively are more likely to recognize the 
overall utility of AI in educational settings.

The findings of this study align with existing literature, which 
suggests that positive perceptions towards innovative technologies, 
particularly those that enhance productivity and creativity, often lead 
to a higher perceived utility of such technologies in broader 
educational contexts. The high C.R. value (7.193) observed in this 
study underscores the robustness of this relationship, implying that as 
teachers become more familiar with and appreciative of Generative AI 
tools in developing instructional materials, their belief in the broader 
applicability and usefulness of AI in education strengthens.

This relationship can be  understood through the lens of 
technology acceptance models, where perceived ease of use and 
perceived usefulness are critical factors in the adoption of new 
technologies. Generative AI, by streamlining the creation of 
educational content, not only reduces the workload for educators but 
also enhances the quality and diversity of materials available for 
teaching. As educators engage with these AI-driven tools and 

experience their benefits firsthand, their confidence in AI’s potential 
in other areas of education likely increases.

Moreover, the significance of the p-value (p < 0.01) confirms that 
this relationship is not due to chance, reinforcing the reliability of the 
findings. The CR test value of 7.193 further supports the hypothesis, 
indicating a strong model fit and the consistency of the observed 
relationships. These results also reflect broader trends in the adoption 
of AI in education, where acceptance is often predicated on direct 
experience with the technology. Teachers who actively use Generative 
AI for material development likely develop a more nuanced 
understanding of its capabilities and limitations, leading to a more 
informed and positive assessment of AI’s role in education. Our 
findings found a direct support in other previous research, from the 
point of view of the perceptions that Generative AI tools can 
be valuable aids in enhancing pedagogical practices, being capable to 
reduce the workload associated with lesson planning and allowing 
teachers to focus more on student engagement and personalized 
instruction (Ghimire and Edwards, 2024). However, while the findings 
are promising, they also raise important considerations for 
implementation. The strong influence of perception on perceived 
utility suggests that successful AI integration in education may depend 
heavily on how these tools are introduced and supported in schools. 
Professional development, ongoing support, and clear communication 
about the benefits and limitations of AI are crucial for fostering 
positive perceptions among educators. Furthermore, the study 
highlights the need for a supportive infrastructure that allows 
educators to experiment with and adopt Generative AI tools without 
significant barriers. Access to resources, time for experimentation, and 
peer support can all contribute to building the positive perceptions 
necessary for broader AI integration in education. In conclusion, the 
validation of the hypothesis emphasizes the critical role of perception 
in the adoption of AI in educational contexts. By fostering positive 
attitudes towards Generative AI, particularly in the development of 
educational materials, stakeholders can enhance the perceived utility 
of AI, paving the way for more comprehensive integration of AI 
technologies in schools. Future research should continue to explore 
the factors that influence educators’ perceptions and how these can 
be leveraged to support successful AI integration in education. In case 
of the second hypothesis –” there is a positive and direct influence of 
the degree of familiarity with AI software and technology on the 
perceived utility of AI integration in education,” the observed β value 
of 3.038, suggests that as educators become more familiar with AI 
software and technology, their perception of the benefits and utility of 
AI in education significantly improves. The β coefficient has the 

TABLE 7 The structural model results.

Hypotheses Correlations β S.E. C.R. P Decision

H1 PAIDM → PUT 0.254 0.035 7.193 0.000* Supported

H2 FAI → PUT 3.038 1.253 2.424 0.015** Supported

H3 PCAI → PUT −0.095 0.036 −2.688 0.007* Supported

H4 PIAI → PUT 0.116 0.033 3.504 0.000* Supported

H5 RC → PUT 0.386 0.041 9.299 0.000* Supported

H6 PUT → PAT 1.239 0.113 11.012 0.000* Supported

H7 PAT → UI 1.129 0.058 19.480 0.000* Supported

Statistical significance of parameter estimates test of the statistic critical ratio (C.R.) needs to be > 1.96, and *p < 0.01 or **p < 0.05 (Iacobucci, 2010).
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highest value among all the relationships from our model, showing a 
very strong intensity of the relationship between the two variables. 
This relationship is in line with theories of technology adoption, where 
users’ confidence and positive attitudes towards technology are 
strongly linked to their level of familiarity and experience with the 
tools. The statistical significance of the p-value (p < 0.01) ensures that 
this relationship is not due to random chance, lending credence to the 
hypothesis. Moreover, the CR test score of 2.424 sustains the statistical 
validity of the influence of the degree of familiarity over the perceived 
utility, underscoring the consistency of these findings. These results 
highlight an important aspect of AI integration in education: the 
necessity of building educators’ familiarity with AI technologies. The 
influence of familiarity on perceived utility implies that without 
adequate exposure and training, teachers may not fully appreciate the 
potential of AI, thereby hindering its adoption. This underscores the 
importance of professional development programs that focus not just 
on the technical aspects of AI tools, but also on building a deeper 
understanding and comfort with these technologies among educators. 
Furthermore, this relationship suggests that familiarity can mitigate 
some of the concerns and apprehensions that educators might have 
regarding AI. As teachers become more adept at using AI software, 
they are likely to develop a more realistic and positive perception of 
its applications, recognizing both its strengths and limitations in 
enhancing educational outcomes. The findings also point to the need 
for a supportive environment where educators can explore and 
experiment with AI technologies. Access to resources, peer support, 
and opportunities for hands-on learning are crucial for increasing 
familiarity and, consequently, the perceived utility of AI in education. 
In conclusion, the validation of this hypothesis underscores the critical 
role of familiarity in the successful integration of AI in educational 
settings. As educators become more comfortable with AI software and 
technology, their perception of its utility improves, leading to a greater 
likelihood of adoption and integration. Future research should explore 
strategies for increasing familiarity with AI among educators, as this 
appears to be a key factor in the broader acceptance and utilization of 
AI in education. In case of the third hypothesis –” there is a negative 
and direct influence of the perception of the challenges posed by the 
use of AI in the didactic activity on the perceived utility of AI 
integration in education,” the results indicate a strong, statistically 
significant inverse relationship between the perception of challenges 
associated with AI and the perceived utility of AI in education. The 
results demonstrate that educators’ perceptions of the challenges 
posed by AI in teaching - such as concerns about technical complexity, 
the potential to disrupt traditional teaching methods, and fears of 
diminishing teacher-student interactions - significantly reduce their 
perception of AI’s overall utility in educational contexts. The β value 
(−0.095) confirms the significance of this negative relationship, 
suggesting that as these challenges are perceived more acutely, the 
perceived benefits of AI integration decrease correspondingly. This 
relationship is consistent with the broader literature on technology 
adoption, which frequently identifies perceived barriers as a critical 
factor hindering the acceptance and utilization of new technologies 
(Menzli et  al., 2022; Karahanna et  al., 1999). When educators 
encounter challenges in using AI, these difficulties can overshadow 
the potential benefits, leading to a more skeptical or resistant attitude 
towards AI integration. The statistical significance of the p-value 
(p < 0.05) further reinforces the validity of this relationship, ensuring 
that the observed effect is not due to random chance. Additionally, the 

CR test score of—2.688 indicates that the model fits well with the data, 
providing confidence in the consistency of these findings. These 
findings highlight the importance of addressing the perceived 
challenges associated with AI use in education.

These challenges have different implications at the level of the 
educational policy at a global level. Governments and institutions 
should prioritize the development and dissemination of user-friendly 
AI tools. Simplification of interfaces and functionalities can help 
reduce technical complexity, particularly in countries where digital 
literacy among educators may be  low. In the same time, Funding 
initiatives to design AI tools tailored to specific educational needs, 
while minimizing operational complexity, can enhance adoption 
across diverse contexts. In terms of AI training incorporation in 
professional development of teachers, policies should mandate and 
support continuous professional development programs focused on 
AI literacy. These programs must address not only technical skills but 
also practical applications and pedagogical integration. Also, peer-led 
and mentorship-based approaches can be  emphasized to build 
educators’ confidence and reduce apprehension toward AI usage. 
Challenges brought by AI adoption imply also the need to preserve 
traditional pedagogical values. Therefore, educational policies must 
be  able to promote AI rather as a complementary tool and not a 
replacement for traditional teaching methods. AI has to be promoted 
as an enhancer of teachers’ autonomy and students’ engagement and 
not as a disruptor. Educational policies must be  able to address 
educators concerns about ethical implications of AI, proposing and 
promoting clear regulations on data usage and transparency in AI 
algorithms. At a global level, it should exist a coordinated effort for 
international collaborations in order to set global standards for ethical 
AI education capable to ensure consistency and equity across different 
national educational systems. In the effort of implementing AI within 
educational systems, one of the challenges is represented by adaptation 
of AI to different cultural and contextual backgrounds. There are 
substantial cultural, social and economic differences between 
countries, meaning that AI strategies implementation within different 
educational systems has to adapt to different modalities of traditional 
interaction models between students and teachers, different 
assessment systems and social integration of educational outcomes 
(employment competencies, diffusion of recent graduates on the jobs 
market, etc.). Another implication of AI adoption related challenges 
at a global educational policies level may refer to the need to reduce 
perceived adoption barriers through incentives. Such incentives (like 
grants or awards for institutions and individuals alike) can motivate 
educators and contribute to the development of true success stories 
that can further shift perceptions and encourage broader acceptance 
for AI technology in education.

If educators perceive AI tools as difficult to implement, overly 
complex, or potentially disruptive, their overall assessment of AI’s 
value will likely be negatively impacted. This underscores the need for 
comprehensive support systems, including targeted professional 
development, technical assistance, and clear communication about the 
practical benefits of AI, to mitigate these perceived challenges. 
Moreover, the study suggests that addressing these challenges 
directly—such as by simplifying AI tools, providing more intuitive 
interfaces, and ensuring that AI enhances rather than detracts from 
teacher-student interactions—can significantly improve the perceived 
utility of AI in education. This approach is crucial for fostering a 
positive environment where AI can be seen as a valuable addition to 
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the educational toolkit rather than a burdensome or threatening 
innovation. In conclusion, the validation of this hypothesis highlights 
the crucial role that perceived challenges play in shaping educators’ 
attitudes towards AI. By acknowledging and addressing these 
challenges, educational institutions can enhance the perceived utility 
of AI, making it more likely that these technologies will be successfully 
integrated into educational practices. Future research should focus on 
identifying specific challenges that educators face with AI and 
developing targeted strategies to overcome these barriers, thereby 
facilitating a more positive and widespread adoption of AI in 
education. The implications of these findings are significant for 
educational policymakers and institutions aiming to promote AI 
integration. Addressing these perceived challenges through 
comprehensive support systems—such as providing adequate training, 
simplifying AI tools, and ensuring that AI complements rather than 
complicates traditional teaching methods—can help mitigate negative 
perceptions and foster a more favorable view of AI’s utility in 
education. The validation of the fourth hypothesis underscores the 
crucial role that perceived importance plays in shaping educators’ 
attitudes toward AI integration in educational settings. The β value of 
0.116 suggests that educators who recognize the significance of AI in 
enhancing teaching processes are more likely to view AI integration 
as beneficial overall. This positive correlation aligns with existing 
research on technology adoption, where the perceived importance of 
a technology often directly influences its perceived utility and, 
consequently, its adoption. The p-value (p < 0.01) confirms that this 
relationship is statistically significant, ensuring that the observed effect 
is not due to random variation. Moreover, the CR test score of 3.504 
indicates that the model fits well with the data, supporting the 
reliability of these findings across different educational contexts. These 
findings highlight that when educators understand and value the role 
of AI in improving teaching processes—such as through personalized 
learning, automation of administrative tasks, and enhancing student 
engagement—they are more likely to perceive AI as a valuable tool in 
education. This perception is crucial for the successful integration of 
AI technologies, as it fosters a positive attitude toward their adoption 
and use. Moreover, the study suggests that efforts to increase the 
perceived importance of AI in teaching, such as through professional 
development and showcasing successful AI-driven educational 
initiatives, can significantly enhance the perceived utility of AI. By 
emphasizing how AI can address key challenges in teaching, such as 
differentiating instruction and managing large class sizes, educators 
may be more inclined to integrate AI into their practices. However, 
the study also implies that merely introducing AI technologies without 
addressing the underlying perceptions of their importance may lead 
to suboptimal outcomes. Educators need to see clear, practical benefits 
of AI in their teaching processes to fully appreciate its utility. 
Therefore, it is essential to provide concrete emphasis on the practical 
benefits of AI in teaching, tailored to educators’ specific needs and 
challenges, is essential for fostering a positive perception of its utility. 
Furthermore, these findings suggest that the success of AI integration 
in education is closely tied to how well its importance is communicated 
and understood by educators. When teachers are convinced of AI’s 
role in addressing pedagogical challenges and enhancing instructional 
quality, they are more likely to embrace its use, leading to more 
effective and widespread adoption. In conclusion, the validation of 
this hypothesis underscores the importance of effectively 
communicating the value of AI in teaching processes to enhance its 

perceived utility. By fostering a deeper understanding of AI’s potential 
benefits among educators, educational institutions can facilitate more 
successful and meaningful integration of AI technologies in the 
classroom. Future research should explore strategies for increasing 
awareness of the importance of AI in teaching and its impact on 
perceived utility, ensuring that AI is seen not just as a tool, but as an 
integral part of modern educational practices. The validation of the 
relationship between resilience to change and perceived utility of AI 
integration in education, suggest that resilience to change plays a 
crucial role in how educators perceive the utility of AI integration in 
education. The β value of 0.386 indicates a significantly positive 
relationship, meaning that educators who exhibit higher levels of 
resilience—characterized by their ability to adapt to new 
circumstances, embrace innovation, and remain open to changes—are 
more likely to perceive AI as beneficial and useful within educational 
contexts. The statistical significance of the p-value (p < 0.01) ensures 
that this relationship is robust and not due to random chance. 
Additionally, the CR test score of 9.299 supports the model’s validity, 
confirming that the observed relationships are consistent across 
different samples and contexts. These findings align with existing 
literature on change management and technology adoption, where an 
individual’s or organization’s resilience is often linked to successful 
adoption of new technologies (Roberts et al., 2015).

Resilience to change has been considered a major antecedent for 
the acceptance of technology models in different settings that are 
implying technology evolution and impact of it over individuals 
(Molino et al., 2020; Al-Emran et al., 2018). Also, in terms of teacher 
resilience we may find important relationship with self-efficacity and 
capacity to cope with new technological tasks (Abid et al., 2024), as 
well as with “digital wellbeing” (Yu et al., 2022). An important issue in 
the context of how teachers are reacting in front of new technological 
requirements within their activity is the one that also demonstrate a 
direct relationship between teachers’ resilience and their Technological 
Pedagogical Content Knowledge. Different sets of skills that mixed up 
technological knowledge and pedagogic skills used within new 
technologies implementation are determinant for the level of teachers’ 
resilience related to change promoted by the new technologies 
(Sadaf, 2019).

In educational settings, resilience to change might involve the 
willingness to experiment with AI tools, to overcome initial 
challenges, and to adapt teaching practices to incorporate new 
technological innovations. The study suggests that educators who are 
more resilient are better equipped to navigate the uncertainties and 
challenges that often accompany the introduction of new technologies 
like AI. This resilience allows them to see beyond the initial hurdles 
and recognize the long-term benefits of AI integration, such as 
enhanced teaching efficiency, personalized learning opportunities, 
and improved student outcomes. Moreover, these findings underscore 
the importance of fostering resilience among educators as a strategy 
for promoting the successful integration of AI in education. 
Professional development programs that build resilience—by 
enhancing teachers’ confidence in managing change, providing 
support networks, and offering practical tools for adapting to new 
technologies—can play a vital role in improving the perceived utility 
of AI. In conclusion, the validation of this hypothesis highlights 
resilience to change as a critical factor influencing educators’ 
perceptions of AI’s utility in education. By promoting and supporting 
resilience, educational institutions can enhance the likelihood that AI 
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technologies will be perceived positively and integrated effectively 
into teaching practices.

Future research should explore specific strategies to build 
resilience among educators, as this appears to be a key determinant 
of successful AI adoption in educational environments. According 
to our results there is a strong correlation also between the 
perceived utility of AI integration within education and the positive 
attitude regarding AI usage in didactic activity. Our findings suggest 
that the more educators perceive AI as useful in enhancing 
educational processes, the more likely they are to develop a positive 
attitude toward incorporating AI into their didactic activities. The 
β value of 1.239 demonstrates a strong positive relationship, 
indicating that when educators see clear benefits from AI—such as 
increased efficiency, personalized learning opportunities, and 
enhanced student engagement—they are more inclined to adopt 
and positively engage with AI technologies in their teaching 
practices. The p-value (p < 0.01) confirms the statistical significance 
of this relationship, ensuring that the observed effect is not due to 
random chance. The CR test score of 11.012 supports the model’s 
reliability, indicating that these findings are consistent across 
various educational contexts. These results are consistent with 
theories of technology acceptance, where perceived usefulness is a 
key predictor of users’ attitudes and intentions to use a new 
technology (Hart and Laher, 2015; Polančič et al., 2010). In the 
context of education, when teachers recognize the practical 
advantages of AI, they are more likely to embrace its use in their 
teaching strategies. This positive attitude is crucial for the successful 
integration of AI in educational settings, as it drives teachers to 
explore and utilize AI tools effectively. Our research also highlights 
the importance of demonstrating AI’s utility to educators to foster 
a positive attitude toward its use. Educational institutions should 
focus on providing clear evidence of AI’s benefits in real-world 
teaching scenarios, offering professional development opportunities 
that showcase AI’s potential, and creating supportive environments 
where teachers can experiment with AI tools without fear of failure. 
In conclusion, the validation of this hypothesis underscores the 
pivotal role that perceived utility plays in shaping positive attitudes 
toward AI in education. By emphasizing the practical benefits of AI 
and ensuring that these benefits are clearly communicated and 
experienced by educators, institutions can foster more positive 
attitudes and encourage the widespread adoption of AI in teaching 
activities. Future research should explore specific strategies to 
enhance the perceived utility of AI among educators, as this appears 
to be a key factor in promoting positive attitudes and successful AI 
integration in education. Our last hypothesis stated that there is a 
positive and direct correlation between teachers’ positive attitude 
regarding AI usage in didactic activity and effective usage intention 
of it. The results of this study highlight the crucial role that positive 
attitudes toward AI play in determining educators’ intentions to 
incorporate AI into their teaching activities. The β value of 1.129 
indicates a strong positive relationship, suggesting that educators 
who hold favorable views of AI’s role in the classroom are much 
more likely to express intentions to use these technologies in their 
didactic activities. This correlation aligns with established theories 
in behavioral science, particularly the Theory of Planned Behavior, 
which posits that positive attitudes towards a behavior significantly 
influence the intention to engage in that behavior (Conner and 
Armitage, 1998). The statistical significance of the p-value (p < 0.01) 

confirms the robustness of this relationship, ensuring that the 
observed effect is not attributable to chance. Furthermore, the CR 
test score of 19.480 supports the model’s validity, indicating enough 
consistency. This finding underscores the importance of fostering 
positive attitudes towards AI among educators to drive the actual 
usage of AI tools in the classroom. When teachers perceive AI as 
beneficial and align these perceptions with their teaching goals, 
they are more likely to intend to use AI, leading to increased 
adoption and integration of these technologies in educational 
practices. Moreover, these results suggest that interventions aimed 
at improving attitudes towards AI, such as targeted professional 
development programs, success stories, and peer-led initiatives, can 
be effective in enhancing usage intentions. By demonstrating the 
practical benefits and ease of use of AI in teaching, educators’ 
positive attitudes can be cultivated, which in turn strengthens their 
intention to incorporate AI into their daily instructional activities. 
In conclusion, the validation of this hypothesis highlights the 
critical link between positive attitudes toward AI and the intention 
to use AI in education. By focusing on strategies that improve 
educators’ The results of this study highlight the crucial role that 
positive attitudes toward AI play in determining educators’ 
intentions to incorporate AI into their teaching activities. Future 
research should explore how specific attitude-shaping interventions 
can be designed and implemented to maximize the positive impact 
on AI usage intentions, ultimately leading to more effective and 
widespread use of AI in educational settings.

Starting from our research results, the implications of AI 
adoption and usage within the education field at the level of human 
resources management can be  summarize on six different 
directions: the role of attitude in technology adoption, professional 
development and continuous learning, change management and 
organizational support, alignment of AI with educational goals, 
practical and ethical concerns, long-term implications. Our 
research indicates a strong positive correlation (β = 1.129) between 
teachers’ positive attitudes toward AI and their intention to use AI 
tools in their teaching. This finding aligns with the Theory of 
Planned Behavior, which suggests that individuals’ intentions to 
engage in a particular behavior are significantly influenced by their 
attitudes towards that behavior (Conner and Armitage, 1998). In 
the context of education, this means that when teachers view AI as 
beneficial and aligned with their instructional goals, they are more 
likely to incorporate AI tools into their classrooms. From a human 
resources management perspective, this insight emphasizes the 
importance of fostering a positive organizational culture around 
AI adoption. HR departments and school administrators should 
prioritize initiatives that cultivate positive attitudes towards AI 
among educators. This can be  achieved through targeted 
professional development programs, which focus not only on the 
technical skills required to use AI tools but also on showcasing the 
potential benefits these technologies can bring to 
educational practices.

The study’s results suggest that effective interventions aimed at 
improving attitudes towards AI, such as targeted professional 
development programs and peer-led initiatives, can significantly 
enhance teachers’ intentions to use AI tools. For HR managers in 
education, this highlights the need to design and implement 
continuous learning opportunities that focus on AI literacy. This 
includes workshops, seminars, and hands-on training sessions that 
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provide educators with practical experience in using AI tools (Iqbal 
et  al., 2022). Adopting new technologies like AI often requires 
significant changes to existing workflows and teaching practices. The 
study’s findings imply that educators’ willingness to adopt AI is 
contingent upon their perception of the technology’s value and ease 
of use. Therefore, HR managers and school leaders must provide 
robust organizational support to facilitate this transition. This 
support can take several forms:

Mentorship and Peer Support Networks: Creating opportunities 
for collaboration among teachers can help foster a supportive 
environment where educators can share experiences, challenges, and 
best practices related to AI adoption.

Technical and Emotional Support: Offering both technical 
support (such as troubleshooting and IT assistance) and emotional 
support (such as counseling and stress management workshops) can 
help alleviate concerns and reduce resistance to change.

Incentives for Early Adoption: Incentivizing early adopters with 
recognition, awards, or additional professional development credits 
can encourage more teachers to experiment with AI tools and 
integrate them into their teaching practices (Iqbal et al., 2022). Our 
study underscores the importance of aligning AI adoption with the 
overarching educational goals of the institution. Teachers are more 
likely to adopt AI tools if they perceive these technologies as 
directly contributing to their instructional objectives, such as 
enhancing student engagement, improving learning outcomes, or 
simplifying administrative tasks. HR managers can play a crucial 
role in facilitating this alignment by ensuring that AI tools and 
initiatives are clearly connected to the institution’s strategic goals 
and by providing educators with the necessary resources to achieve 
these goals.

The study also suggests that addressing educators’ concerns about 
AI is essential for fostering positive attitudes and increasing adoption 
rates. Common concerns include the ethical implications of AI, such 
as privacy issues, data security, and potential biases in AI algorithms. 
Human resources management should address these concerns 
proactively by:

 - Developing Clear Guidelines and Policies: Establishing clear 
guidelines on the ethical use

 - Providing Transparency and Open Communication: Ensuring 
transparent communication about how AI tools are developed, 
implemented, and used within the educational context. This 
helps build trust and reduces fear or skepticism among educators 
(Barrett and Pack, 2023).

 - Engaging Teachers in the Development Process: Involving 
teachers in the selection, evaluation, and implementation 
processes of AI tools can help ensure that their needs and 
concerns are considered, leading to greater buy-in and support 
(Iqbal et al., 2022).

In the long term, the adoption of AI in education will likely 
require a strategic shift in human resources management, 
focusing on building digital competencies among educators and 
fostering a culture of innovation. HR managers will need to 
anticipate the evolving demands of AI in education and develop 
talent management strategies that attract and retain educators 
with the skills and attitudes necessary for effectively integrating 
AI into their teaching practices.

6 Conclusion

This study offers valuable insights into the integration of 
Generative AI in education, specifically in the Romanian context, 
spanning all levels of teaching from kindergarten to higher education. 
The validation of our hypotheses highlights key factors that influence 
educators’ perceptions, attitudes, and intentions regarding AI usage in 
didactic activities. The results confirm that educators’ perceptions 
towards the inclusion of Generative AI in the development of 
educational materials have a significant impact on their perceived 
utility of AI in education. Positive perceptions and especially the 
increased familiarity with AI software strongly correlate with higher 
perceived utility and a greater likelihood of AI adoption in teaching 
practices. These findings underscore the importance of fostering 
positive attitudes and familiarity with AI among educators to facilitate 
its successful integration.

However, the study also highlights critical challenges that may 
impede AI adoption. The inverse relationship between the perception 
of AI-related challenges and the perceived utility of AI points to the 
necessity of addressing these concerns through comprehensive 
support systems. Overcoming resistance to change, simplifying AI 
tools, and ensuring they enhance rather than disrupt traditional 
teaching methods are essential steps towards broader AI acceptance. 
By fostering positive perceptions, increasing familiarity, addressing 
perceived challenges, and building resilience among educators, 
institutions can enhance the perceived utility of AI and encourage its 
integration into educational practices.

6.1 Limitations and future research 
directions

While this study provides important insights, it also has 
limitations that warrant consideration. The research was conducted 
within a specific cultural and educational context—Romania—which 
may limit the generalizability of the findings to other regions or 
countries. Perceptions and attitudes toward AI integration in 
education and especially regarding the current usage of AI based 
application within didactic activity may be shaped in a peculiar way 
by the socio-cultural background of teachers. In the context in which 
the integration of AI in education does not refer to just a technological 
change, but to a very complex and long-term socio-technological 
process that involves changes on several levels - ethical, pedagogical, 
as well as policies related to education and learning, contextual factors 
like the educational system at the level of a certain country, social 
perceptions, school institution policies, professional development 
opportunities become very important for specific outcomes regarding 
teachers future attitudes toward AI inclusion (Bezjak, 2024).

Additionally, the study’s reliance on self-reported data through 
online questionnaires could introduce response biases, as participants 
may have different interpretations of AI’s impact based on their 
experiences and exposure. In addition, from the point of view of the 
sampling process, a larger sample would have been more appropriate, 
with a better distribution at the national level, which would properly 
reflect the real structure of the statistical population of teachers, both 
from urban and rural areas.

Future research should aim to address these limitations by 
exploring the integration of AI in education across diverse cultural 
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contexts and using mixed-method approaches to complement 
quantitative findings with qualitative insights. Longitudinal studies 
could also provide a deeper understanding of how educators’ 
perceptions and attitudes towards AI evolve over time, particularly as 
they gain more experience with AI technologies.

Moreover, future studies should investigate specific interventions 
that can effectively enhance educators’ familiarity with AI and reduce 
perceived challenges. Research could explore the impact of targeted 
professional development programs, peer-led initiatives, and hands-on 
experiences in fostering positive attitudes towards AI. Identifying and 
mitigating barriers to AI adoption, such as limited access to resources 
or inadequate training, will be crucial for promoting widespread and 
effective AI integration in educational settings.

6.2 Managerial and policy implications

The results of this study have significant implications for 
educational institutions and policymakers. To facilitate the successful 
integration of AI in education, institutions must prioritize professional 
development that enhances educators’ familiarity with AI technologies. 
Training programs should focus not only on the technical aspects of AI 
but also on demonstrating its practical benefits in the classroom. By 
doing so, institutions can cultivate positive attitudes towards AI, which 
are essential for driving adoption and usage.

The results of the research, presented in detail in the discussion part, 
helps us to understand better the context in which AI gradual integration 
in the global educational environment could become possible with a 
particular emphasis put on the acceptance and effective use of AI based 
applications and technology within the teaching process, on regularly 
basis. Based on previous discussed accepted hypothesis of our research 
we may propose a series of practical steps that can be implemented at the 
level of educational systems in order to facilitate AI integration. From the 
beginning we should stress the fact that like any global improvement of 
the educational paradigm, the acceptance and integration of AI has to 
be  done through a complex of measures and activities that are 
encompassing specific roles for every actor within the educational 
systems: education policy makers, educators, educational institutions, 
students or pupils and parents alike, and local communities also 
(employers, NGO” s etc). This, because AI adoption cannot be reduced 
only at the level of teachers or students’ usage but has to rely also on good 
practices mechanisms that are implying the interaction of every actor 
from the educational system with this technology and a true integration 
of these practices as a whole.

In the following we will stress out some practical proposals that 
can be considered specific steps for educators and, respectively, for 
policy makers to foster AI integration in teaching.

From the perspective of educators, the integration of AI in 
teaching and at the level of educational systems can rely on:

 • Boosting professional development, through attendance in 
workshops and training sessions on AI tools relevant to teaching 
and engagement in online courses and certifications meant to 
enhance AI literacy.

 • Pilot AI applications thorough experimentation with AI tools in 
different small-scale projects like personalized learning platforms 
or automated grading systems. Collect feedback from students to 
assess effectiveness and ease of use.

 • Enhance collaboration regarding AI usage through joining 
educator communities focused on technology integration and 
share experiences and best practices. Also partner with tech 
experts to learn how to effectively implement AI tools.

 • Integrate AI into School Curriculum through the identification 
of areas in which AI can add value (like adaptive learning tools 
for differentiated instruction). The AI applications should 
be  gradually introduced in order to ensure sufficient level of 
comfort and acceptance among students/pupils.

 • Develop critical thinking about AI through students teaching 
about the ethical implications and limitations of AI and 
encouraging students to critically evaluate AI-generated content.

From the perspective of policy makers, we can propose:

 • Develop infrastructure that can offer the necessary background 
for AI integration through allocation of hardware, software and 
internet connectivity to support AI tools for schools and other 
educational institutions; provide technical support systems 
for teachers.

 • Establish educational policy frameworks through developing 
clear guidelines for the ethical use of AI in education, addressing 
issues of data privacy and bias and creating standards for 
evaluating and certifying AI tools for educational use. Monitor 
and adjust strategies based on the needs and suggestions of 
teachers and students.

 • Drive adoption of AI- based teaching methods by offering grants 
or rewards to schools and educators who successfully implement 
innovative AI-based teaching methods; Support research projects 
focused on integrating AI into education.

 • Monitor and evaluate the process of AI integration in educational 
field through regularly evaluate the impact of AI tools on learning 
outcomes and gather feedback from educators and students to 
refine strategies and tools.

 • Foster partnerships dedicated to the promotion and integration 
of AI within the educational field through stimulating public-
private partnerships for the development and implementation of 
AI solutions in education, supporting national research that 
assesses the impact of AI in education and identifies 
best practices.

 • Communicate constantly the benefits of AI for education through 
organizing diverse socio-cultural events about the progress that 
AI based technology is achieving and creative ways in which AI 
complements traditional teaching methods; Involving teachers in 
the selection and implementation processes of AI solutions to 
increase growth and engagement.

Policymakers should consider the need for a supportive 
infrastructure that enables educators to experiment with AI tools 
without significant barriers. This includes ensuring access to necessary 
resources, time for exploration, and peer support networks. 
Addressing the perceived challenges associated with AI, such as 
technical complexity and potential disruptions to traditional teaching 
methods, is also critical. Simplifying AI tools and providing intuitive 
interfaces can mitigate these challenges and enhance the perceived 
utility of AI.

Finally, to maximize the potential benefits of AI in education, 
policymakers should focus on communicating the importance of AI 
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in addressing key educational challenges, such as personalized 
learning and managing diverse student needs. By fostering a positive 
environment where AI is seen as a valuable addition rather than a 
disruptive force, both educators and students can benefit from the 
transformative potential of AI technologies in education.

The positive relationship between teachers’ attitudes toward AI and 
their intention to use AI tools in the classroom has significant implications 
for human resources management in education. By fostering a positive 
culture around AI, providing continuous professional development, 
supporting change management, and aligning AI adoption with 
educational goals, HR managers can play a pivotal role in facilitating the 
effective integration of AI technologies in education. Future research 
should continue to explore how these strategies can be optimized to 
maximize the benefits of AI adoption in educational settings. By 
understanding and leveraging these dynamics, educational institutions 
can better manage the human aspects of technological change, ensuring 
that AI adoption contributes to enhanced educational outcomes and a 
more innovative and responsive teaching environment.

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

Ethics statement

Ethical review and approval was not required for the study on 
human participants in accordance with the local legislation and 
institutional requirements as the study does not involve sensitive 
topics such as health, religion, politics, or personal data that could 
cause harm or discomfort to the participants. There are no privacy 
risks, as all data were collected and processed according to ethical 
standards, respecting the anonymity and confidentiality of personal 
information. All respondents (teachers) gave their informed consent 
before participating in the study. This consent indicates that they were 
informed in detail about the purpose of the research, the methods 
used, the use of the collected data, and their rights (including the right 
to withdraw at any time).

Author contributions

IG: Conceptualization, Data curation, Formal analysis, 
Investigation, Methodology, Software, Supervision, Validation, 

Writing  – original draft, Writing  – review & editing. MM: 
Conceptualization, Data curation, Investigation, Methodology, 
Writing  – original draft, Writing  – review & editing. DG: 
Conceptualization, Data curation, Formal Analysis, Investigation, 
Methodology, Software, Supervision, Validation, Writing – original 
draft, Writing  – review & editing. LN: Conceptualization, Data 
curation, Investigation, Methodology, Writing  – original draft, 
Writing – review & editing. CP: Conceptualization, Data curation, 
Formal Analysis, Funding acquisition, Software, Validation, Writing – 
original draft, Writing – review & editing. EG: Conceptualization, 
Data curation, Formal Analysis, Investigation, Writing  – original 
draft, Writing  – review & editing. AZ: Conceptualization, Data 
curation, Formal Analysis, Investigation, Writing  – original draft, 
Writing – review & editing.

Funding

The author(s) declare that financial support was received for the 
research, authorship, and/or publication of this article. The paper was 
financed from the scientific research fund of the 1 December 1918 
University of Alba Iulia.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors 
and do not necessarily represent those of their affiliated 
organizations, or those of the publisher, the editors and the 
reviewers. Any product that may be evaluated in this article, or 
claim that may be made by its manufacturer, is not guaranteed or 
endorsed by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/feduc.2025.1488147/
full#supplementary-material

References
Abdelaal, N. M., and Al Sawi, I. (2024). Perceptions, challenges, and prospects: 

university Professors' use of artificial intelligence in education. Aust. J. Appl. Linguist. 7, 
1–24. doi: 10.29140/ajal.v7n1.1309

Abid, M. N., Latif, W., and Ghaffar, A. (2024). Effect of digital transformation on 
students’ learning outcomes: a mediating role of teacher resilience. J. High. Educ. Dev. 
Stud. 4, 235–251. doi: 10.59219/jheds.04.01.63

Abulibdeh, A., Zaidan, E., and Abulibdeh, R. (2024). Navigating the confluence of 
artificial intelligence and education for sustainable development in the era of industry 
4.0: challenges, opportunities, and ethical dimensions. J. Clean. Prod. 437:140527. doi: 
10.1016/j.jclepro.2023.140527

Aburn, G., Gott, M., and Hoare, K. (2016). What is resilience? An integrative review 
of the empirical literature. J. Adv. Nurs. 72, 980–1000. doi: 10.1111/jan.12888

Acurio, W. P. P., Cuchipe, W. C. C., Castro, D. J. N., and Zamora, L. E. M. (2022). 
Implementación de la Inteligencia Artificial (IA) como recurso educativo. Recimundo 6, 
402–413. doi: 10.26820/recimundo/6.(2).abr.2022.402-413

Ajzen, I. (1991). The theory of planned behaviour. Organ. Behav. Hum. Decis. Process. 
50, 179–211. doi: 10.1016/0749-5978(91)90020-T

Ajzen, I., and Fishbein, M. (1977). Attitude-behaviour relations: a theoretical analysis 
and review of empirical research. Psychol. Bull. 84, 888–918. doi: 
10.1037/0033-2909.84.5.888

https://doi.org/10.3389/feduc.2025.1488147
https://www.frontiersin.org/journals/education
https://www.frontiersin.org
https://www.frontiersin.org/articles/10.3389/feduc.2025.1488147/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/feduc.2025.1488147/full#supplementary-material
https://doi.org/10.29140/ajal.v7n1.1309
https://doi.org/10.59219/jheds.04.01.63
https://doi.org/10.1016/j.jclepro.2023.140527
https://doi.org/10.1111/jan.12888
https://doi.org/10.26820/recimundo/6.(2).abr.2022.402-413
https://doi.org/10.1016/0749-5978(91)90020-T
https://doi.org/10.1037/0033-2909.84.5.888


Gârdan et al. 10.3389/feduc.2025.1488147

Frontiers in Education 22 frontiersin.org

Al Darayseh, A. (2023). Acceptance of artificial intelligence in teaching science: 
science teachers' perspective. Comput. Educ.: Artif. Intell. 4:100132. doi: 10.1016/j.
caeai.2023.100132

Aldosemani, T. I., Shepherd, C. E., and Bolliger, D. U. (2024). Saudi female students’ 
perceptions of the Community of Inquiry in online learning environments. 
Humanit. Soc. Sci. Commun. 11, 1–13. doi: 10.1057/s41599-024- 
03197-w

Al-Emran, M., Mezhuyev, V., and Kamaludin, A. (2018). Technology acceptance 
model in M-learning context: a systematic review. Comput. Educ. 125, 389–412. doi: 
10.1016/j.compedu.2018.06.008

Almasri, F. (2024). Exploring the impact of artificial intelligence in teaching and 
learning of science: a systematic review of empirical research. Res. Sci. Educ. 54, 
977–997. doi: 10.1007/s11165-024-10176-3

Alsbou, M. K. K. (2024). Data-driven decision-making in education: leveraging AI for 
school improvement. In 2024 International Conference on Knowledge Engineering and 
Communication Systems (ICKECS) (Vol. 1, pp. 1–6). IEEE

Alwaqdani, M. (2024). Investigating teachers’ perceptions of artificial intelligence tools 
in education: potential and difficulties. Educ. Inf. Technol., 1–19. doi: 10.1007/
s10639-024-12903-9

Al-Worafi, Y. M., Hermansyah, A., Goh, K. W., and Ming, L. C. (2023). Artificial 
intelligence use in university: should we ban ChatGPT? Med. Pharmacol. doi: 10.20944/
preprints202302.0400.v1

Andrei, T. (2023). Sistemul educațional în România – date sintetice – Anul Școlar/
Universitar 2021–2022. București: Institutul Național de Statistică. Available at: https://
insse.ro/cms/sites/default/files/field/publicatii/sistemul_educational_in_
romania_2021_2022

Aoun, J. E. (2017). Robot-proof: Higher education in the age of artificial intelligence. 
Cambridge: MIT Press.

Arof, K. Z. M., Ismail, S., and Saleh, A. L. (2018). Contractor’s performance appraisal 
system in the Malaysian construction industry: current practice, perception and 
understanding. Int. J. Eng. Technol. 7, 46–51. doi: 10.14419/ijet.v7i3.9.15272

Ayanwale, M. A., Sanusi, I. T., Adelana, O. P., Aruleba, K. D., and Oyelere, S. S. (2022). 
Teachers’ readiness and intention to teach artificial intelligence in schools. Comput. 
Educ.: Artif. Intell. 3:100099. doi: 10.1016/j.caeai.2022.100099

Baker, T., Smith, L., and Anissa, N. (2019). Education rebooted? Exploring the future 
of artificial intelligence in schools and colleges, A Nesta Report. Available at: https://
media.nesta.org.uk/documents/Future_of_AI_and_education_v5_WEB.pdf (Accessed 
April 28, 2024).

Barrett, A., and Pack, A. (2023). Not quite eye to a.I.: student and teacher perspectives 
on the use of generative artificial intelligence in the writing process. Int. J. Educ. Technol. 
High. Educ. 20:59. doi: 10.1186/s41239-023-00427-0

Bartlett, M. S. (1954). A note on the multiplying factors for various chi-squared 
approximations. J. R. Statistic. Soc. 16, 296–298. doi: 10.1111/j.2517-6161.1954.
tb00174.x

Bentea, C. C., and Anghelache, V. (2012). Teachers’ perceptions and attitudes towards 
professional activity. Procedia-Soc. Behav. Sci. 51, 167–171. doi: 10.1016/j.
sbspro.2012.08.139

Bentler, P. M., and Bonett, D. G. (1980). Significance tests and goodness of fit in the analysis 
of covariance structures. Psychol. Bull. 88, 588–606. doi: 10.1037/0033-2909.88.3.588

Bezjak, S. (2024). “Perceptions and perspectives: understanding Teachers' attitudes 
towards AI in education” in Artificial intelligence for human-technologies economy 
sustainable development. Celje, Slovenia: International school for social and business 
studies. 23–25 may 2024 (Lublin, Poland), 399–406.

Bond, M., Khosravi, H., De Laat, M., Bergdahl, N., Negrea, V., Oxley, E., et al. (2024). 
A meta systematic review of artificial intelligence in higher education: a call for increased 
ethics, collaboration, and rigour. Int. J. Educ. Technol. High. Educ. 21:4. doi: 10.1186/
s41239-023-00436-z

Byrne, B. M. (2016). Structural equation modeling with AMOS: Basic concepts, 
applications, and programming. 3rd Edn. London: Routledge.

Chatterjee, S., and Bhattacharjee, K. K. (2020). Adoption of artificial intelligence in 
higher education: a quantitative analysis using structural equation modelling. Educ. Inf. 
Technol. 25, 3443–3463. doi: 10.1007/s10639-020-10159-7

Chen, L., Chen, P., and Lin, Z. (2020). Artificial intelligence in education: a review. 
IEEE Access 8, 75264–75278. doi: 10.1109/ACCESS.2020.2988510

Chen, X., Xie, H., Zou, D., and Hwang, G. J. (2020). Application and theory gaps 
during the rise of artificial intelligence in education. Comput. Educ.: Artif. Intell. 
1:100002. doi: 10.1016/j.caeai.2020.100002

Chiu, T. K., Moorhouse, B. L., Chai, C. S., and Ismailov, M. (2023). Teacher support 
and student motivation to learn with artificial intelligence (AI) based chatbot. Interact. 
Learn. Environ. 1-17, 1–17. doi: 10.1080/10494820.2023.2172044

Choi, S., Jang, Y., and Kim, H. (2023). Influence of pedagogical beliefs and perceived 
trust on teachers’ acceptance of educational artificial intelligence tools. Int. J. Hum.-
Comput. Interact. 39, 910–922. doi: 10.1080/10447318.2022.2049145

Chounta, I. A., Bardone, E., Raudsep, A., and Pedaste, M. (2022). Exploring 
teachers’ perceptions of artificial intelligence as a tool to support their practice in 

Estonian K-12 education. Int. J. Artif. Intell. Educ. 32, 725–755. doi: 10.1007/
s40593-021-00243-5

Conner, M., and Armitage, C. J. (1998). Extending the theory of planned behavior: a 
review and avenues for further research. J. Appl. Soc. Psychol. 28, 1429–1464. doi: 
10.1111/j.1559-1816.1998.tb01685.x

Copur-Gencturk, Y., Li, J., and Atabas, S. (2024a). Improving teaching at scale: 
can AI be  incorporated into professional development to create interactive, 
personalized learning for teachers? Am. Educ. Res. J. 61, 767–802. doi: 
10.3102/00028312241248514

Copur-Gencturk, Y., Li, J., Cohen, A. S., and Orrill, C. H. (2024b). The impact of an 
interactive, personalized computer-based teacher professional development program on 
student performance: a randomized controlled trial. Comput. Educ. 210:104963. doi: 
10.1016/j.compedu.2023.104963

Davis, F. D., Bagozzi, R. P., and Warshaw, P. R. (1989). Technology acceptance model. 
J. Manag. Sci. 35, 982–1003. doi: 10.1007/978-3-030-45274-2

Ding, A. C. E., Shi, L., Yang, H., and Choi, I. (2024). Enhancing teacher AI literacy and 
integration through different types of cases in teacher professional development. 
Comput. Educ. Open. 6:100178. doi: 10.1016/j.caeo.2024.100178

Dostál, J., Wang, X., Nuangchalerm, P., Brosch, A., and Steingartner, W. (2017). 
“Researching computing teachers' attitudes towards changes in the curriculum 
content—an innovative approach or resistance?” in 2017 second international 
conference on informatics and computing (ICIC) (IEEE), 1–6.

Duan, S., Zong, Y., Wang, C., Li, L., and Ji, H. (2024). “The innovative model of 
artificial intelligence computer education under the background of educational 
innovation” in The 2nd International scientific and practical conference “Innovations in 
education: prospects and challenges of today” (Sofia, Bulgaria: International Science 
Group), 325–332.

Egara, F. O., and Mosimege, M. (2024). Exploring the integration of artificial 
intelligence-based ChatGPT into mathematics instruction: perceptions, challenges, and 
implications for educators. Educ. Sci. 14:742. doi: 10.3390/educsci14070742

Ellikkal, A., and Rajamohan, S. (2024). AI-enabled personalized learning: empowering 
management students for improving engagement and academic performance Vilakshan 
- XIMB J. Manag.  doi: 10.1108/XJM-02-2024-0023

Ertmer, P. A. (1999). Addressing first-and second-order barriers to change: strategies 
for technology integration. Educ. Technol. Res. Dev. 47, 47–61. doi: 10.1007/BF02299597

Field, A. (2013). Discovering statistics using IBM SPSS statistics. 4th Edn. London: 
SAGE Publications Ltd.

Gârdan, D. A., Epuran, G., Paștiu, C. A., Gârdan, I. P., Jiroveanu, D. C., Tecău, A. S., 
et al. (2021). Enhancing consumer experience through development of implicit attitudes 
using food delivery applications. J. Theor. Appl. El. Comm. Res. 16, 2858–2882. doi: 
10.3390/jtaer16070157

Gardner, J., O'Leary, M., and Yuan, L. (2021). Artificial intelligence in educational 
assessment: ‘breakthrough? Or buncombe and ballyhoo?’. J. Comput. Assist. Learn. 37, 
1207–1216. doi: 10.1111/jcal.12577

Ghimire, A., and Edwards, J. (2024). Generative AI adoption in the classroom: a 
contextual exploration using the technology acceptance model (TAM) and the innovation 
diffusion theory (IDT). IETC 2151, 129–134. doi: 10.1109/IETC61393.2024.10564292

Gu, Q., and Day, C. (2007). Teachers resilience: a necessary condition for effectiveness. 
Teach. Teach. Educ. 23, 1302–1316. doi: 10.1016/j.tate.2006.06.006

Hair, F. Jr., Sarstedt, M., Hopkins, L., and Kuppelwieser, V. G. (2014). Partial least 
squares structural equation modeling (PLS-SEM). Eur. Bus. Rev. 26, 106–121. doi: 
10.1108/EBR-10-2013-0128

Harry, A., and Sayudin, S. (2023). Role of AI in education. Interdisc. J. Human. 2, 
260–268. doi: 10.58631/injurity.v2i3.52

Hart, S. A., and Laher, S. (2015). Perceived usefulness and culture as predictors of 
teachers attitudes towards educational technology in South Africa. S. Afr. J. Educ. 35, 
1–13. doi: 10.15700/saje.v35n4a1180

Hashem, R., Ali, N., El Zein, F., Fidalgo, P., and Khurma, O. A. (2024). AI to the 
rescue: exploring the potential of ChatGPT as a teacher ally for workload relief and 
burnout prevention. Res. Pract. Technol. Enhanc. Learn. 19:23. doi: 10.58459/
rptel.2024.19023

Holmes, W., Bialik, M., and Fadel, C. (2019). Artificial intelligence in education: 
promises and implications for teaching and learning. Boston, MA: Center for 
Curriculum Redesign.

Holmes, W., Persson, J., Chounta, I. A., Wasson, B., and Dimitrova, V. (2022). Artificial 
intelligence and education: A critical view through the lens of human rights, democracy 
and the rule of law. Paris: Council of Europe.

Hopcan, S., Türkmen, G., and Polat, E. (2024). Exploring the artificial intelligence 
anxiety and machine learning attitudes of teacher candidates. Educ. Inf. Technol. 29, 
7281–7301. doi: 10.1007/s10639-023-12086-9

Howard, S. K., Ma, J., and Yang, J. (2016). Student rules: exploring patterns of students’ 
computer-efficacy and engagement with digital technologies in learning. Comput. Educ. 
101, 29–42. doi: 10.1016/j.compedu.2016.05.008

Huang, F., and Teo, T. (2020). Influence of teacher-perceived organisational culture 
and school policy on Chinese teachers’ intention to use technology: an extension of 

https://doi.org/10.3389/feduc.2025.1488147
https://www.frontiersin.org/journals/education
https://www.frontiersin.org
https://doi.org/10.1016/j.caeai.2023.100132
https://doi.org/10.1016/j.caeai.2023.100132
https://doi.org/10.1057/s41599-024-03197-w
https://doi.org/10.1057/s41599-024-03197-w
https://doi.org/10.1016/j.compedu.2018.06.008
https://doi.org/10.1007/s11165-024-10176-3
https://doi.org/10.1007/s10639-024-12903-9
https://doi.org/10.1007/s10639-024-12903-9
https://doi.org/10.20944/preprints202302.0400.v1
https://doi.org/10.20944/preprints202302.0400.v1
https://insse.ro/cms/sites/default/files/field/publicatii/sistemul_educational_in_romania_2021_2022
https://insse.ro/cms/sites/default/files/field/publicatii/sistemul_educational_in_romania_2021_2022
https://insse.ro/cms/sites/default/files/field/publicatii/sistemul_educational_in_romania_2021_2022
https://doi.org/10.14419/ijet.v7i3.9.15272
https://doi.org/10.1016/j.caeai.2022.100099
https://media.nesta.org.uk/documents/Future_of_AI_and_education_v5_WEB.pdf
https://media.nesta.org.uk/documents/Future_of_AI_and_education_v5_WEB.pdf
https://doi.org/10.1186/s41239-023-00427-0
https://doi.org/10.1111/j.2517-6161.1954.tb00174.x
https://doi.org/10.1111/j.2517-6161.1954.tb00174.x
https://doi.org/10.1016/j.sbspro.2012.08.139
https://doi.org/10.1016/j.sbspro.2012.08.139
https://doi.org/10.1037/0033-2909.88.3.588
https://doi.org/10.1186/s41239-023-00436-z
https://doi.org/10.1186/s41239-023-00436-z
https://doi.org/10.1007/s10639-020-10159-7
https://doi.org/10.1109/ACCESS.2020.2988510
https://doi.org/10.1016/j.caeai.2020.100002
https://doi.org/10.1080/10494820.2023.2172044
https://doi.org/10.1080/10447318.2022.2049145
https://doi.org/10.1007/s40593-021-00243-5
https://doi.org/10.1007/s40593-021-00243-5
https://doi.org/10.1111/j.1559-1816.1998.tb01685.x
https://doi.org/10.3102/00028312241248514
https://doi.org/10.1016/j.compedu.2023.104963
https://doi.org/10.1007/978-3-030-45274-2
https://doi.org/10.1016/j.caeo.2024.100178
https://doi.org/10.3390/educsci14070742
https://doi.org/10.1108/XJM-02-2024-0023
https://doi.org/10.1007/BF02299597
https://doi.org/10.3390/jtaer16070157
https://doi.org/10.1111/jcal.12577
https://doi.org/10.1109/IETC61393.2024.10564292
https://doi.org/10.1016/j.tate.2006.06.006
https://doi.org/10.1108/EBR-10-2013-0128
https://doi.org/10.58631/injurity.v2i3.52
https://doi.org/10.15700/saje.v35n4a1180
https://doi.org/10.58459/rptel.2024.19023
https://doi.org/10.58459/rptel.2024.19023
https://doi.org/10.1007/s10639-023-12086-9
https://doi.org/10.1016/j.compedu.2016.05.008


Gârdan et al. 10.3389/feduc.2025.1488147

Frontiers in Education 23 frontiersin.org

technology acceptance model. Educ. Tech. Research. Dev. 68, 1547–1567. doi: 10.1007/
s11423-019-09722-y

Hwang, G. J., Xie, H., Wah, B. W., and Gašević, D. (2020). Vision, challenges, roles and 
research issues of artificial intelligence in education. Comput. Educ.: Artif. Intell. 
1:100001. doi: 10.1016/j.caeai.2020.100001

Iacobucci, D. (2010). Structural equations modeling: fit indices, sample size, and 
advanced topics. J. Consum. Psychol. 20, 90–98. doi: 10.1016/j.jcps.2009.09.003

Iqbal, M. (2023). AI in education: personalized learning and adaptive assessment. 
Cosmic Bull. Bus. Manag. 2, 280–297.

Iqbal, N., Ahmed, H., and Azhar, K. A. (2022). Exploring teachers’ attitudes towards 
using ChatGPT. Glob. J. Manag. Adm. Sci. 3, 97–111. doi: 10.46568/gjmas.v3i4.163

Ivanashko, O., Kozak, A., Knysh, T., and Honchar, K. (2024). The role of artificial 
intelligence in shaping the future of education: opportunities and challenges. Fut. Educ. 
4, 126–146. doi: 10.57125/FED.2024.03.25.08

James, G. A., Kelley, M. E., Craddock, R. C., Holtzheimer, P. E., Dunlop, B. W., 
Nemeroff, C. B., et al. (2009). Exploratory structural equation modeling of resting-state 
fMRI: applicability of group models to individual subjects. NeuroImage 45, 778–787. doi: 
10.1016/j.neuroimage.2008.12.049

Jarrah, A. M., Wardat, Y., and Fidalgo, P. (2023). Using ChatGPT in academic writing 
is (not) a form of plagiarism: what does the literature say? Online J. Commun. Media 
Technol. 13:e202346. doi: 10.30935/ojcmt/13572

Jöreskog, K. G., and Sörbom, D. (1993). LISREL 8: Structural equation modeling 
with the SIMPLIS command language. Chicago, IL: Scientific Software 
International.

Judijanto, L., Atsani, M. R., and Chadijah, S. (2024). Trends in the development of 
artificial intelligence-based technology in education. Int. J. Teach. Learn. 2, 
1722–1723.

Kaiser, H. F. (1974). An index of factorial simplicity. Psychometrika 39, 31–36. doi: 
10.1007/BF02291575

Kangas-Dick, K., and O’Shaughnessy, E. (2020). Interventions that promote resilience 
among teachers: a systematic review of the literature. Int. J. Sch. Educ. Psychol. 8, 
131–146. doi: 10.1080/21683603.2020.1734125

Karahanna, E., Straub, D. W., and Chervany, N. L. (1999). Information technology 
adoption across time: a cross-sectional comparison of pre-adoption and post-adoption 
beliefs. MIS Q. 23, 183–213. doi: 10.2307/249751

Kim, J. (2024). Leading teachers' perspective on teacher-AI collaboration in education. 
Educ. Inf. Technol. 29, 8693–8724. doi: 10.1007/s10639-023-12109-5

Kim, J., Lee, H., and Cho, Y. H. (2022). Learning design to support student-AI 
collaboration: perspectives of leading teachers for AI in education. Educ. Inf. Technol. 
27, 6069–6104. doi: 10.1007/s10639-021-10831-6

Kline, R. B. (1998). Principles and practice of structural equation modeling. New York: 
Guilford.

Kline, R. B. (2018). “Assessing statistical aspects of test fairness with structural 
equation modelling” in Fairness issues in educational assessment. ed. H. Karami 
(London: Routledge), 116–134.

Köksal, N. (2013). Competencies in teacher education: preservice teachers' perceptions 
about competencies and their attitudes. Educ. Res. Rev. 8, 270–276.

Kutner, M. H., Nachtsheim, C. J., Neter, J., and Li, W. (2005). Applied linear statistical 
models. 5th Edn. New York: McGraw-Hill.

Lameras, P., and Arnab, S. (2021). Power to the teachers: an exploratory review on 
artificial intelligence in education. Information 13:14. doi: 10.3390/info13010014

Li, S. (2023). The effect of teacher self-efficacy, teacher resilience, and emotion 
regulation on teacher burnout: a mediation model. Front. Psychol. 14:1185079. doi: 
10.3389/fpsyg.2023.1185079

Liu, I. F., Chen, M. C., Sun, Y. S., Wible, D., and Kuo, C. H. (2010). Extending the TAM 
model to explore the factors that affect intention to use an online learning community. 
Comput. Educ. 54, 600–610. doi: 10.1016/j.compedu.2009.09.009

Lucas, M., Zhang, Y., Bem-haja, P., and Vicente, P. N. (2024). The interplay between 
teachers’ trust in artificial intelligence and digital competence. Educ. Inf. Technol. 29, 
22991–23010. doi: 10.1007/s10639-024-12772-2

Luckin, R., Holmes, W., Griffiths, M., and Forcier, L. B. (2016). Intelligence unleashed. 
An argument for AI in education. London: Pearson.

Makrakis, V. (2024). Teachers’ resilience scale for sustainability enabled by ICT/
Metaverse learning technologies: factorial structure, reliability, and validation. Sustain. 
For. 16:7679. doi: 10.3390/su16177679

Mansfield, C. F., Beltman, S., Broadley, T., and Weatherby-Fell, N. (2016). Building 
resilience in teacher education: an evidenced informed framework. Teach. Teach. Educ. 
54, 77–87. doi: 10.1016/j.tate.2015.11.016

Mayer, R. E. (2002). Multimedia learning. Psychol. Learn. Motiv. 41, 85–139. doi: 
10.1016/S0079-7421(02)80005-6

Mehta, P. (2021). Teachers’ readiness to adopt online teaching amid COVID-19 
lockdown and perceived stress: pain or panacea? Corp. Gov. Int. J. Bus. Soc. 21, 
1229–1249. doi: 10.1108/cg-09-2020-0385

Menard, S. (2002). Applied logistic regression analysis. 2nd Edn. California: Sage 
Publications.

Menzli, L. J., Smirani, L. K., Boulahia, J. A., and Hadjouni, M. (2022). Investigation of 
open educational resources adoption in higher education using Rogers’ diffusion of 
innovation theory. Heliyon 8:e09885. doi: 10.1016/j.heliyon.2022.e09885

Mills, J. D. (2007). Teacher perceptions and attitudes about teaching statistics in P-12 
education. Educ. Res. Q. 30, 15–33.

Mogavi, R. H., Deng, C., Kim, J. J., Zhou, P., Kwon, Y. D., Metwally, A. H. S., et al. 
(2024). ChatGPT in education: a blessing or a curse? A qualitative study exploring early 
adopters’ utilization and perceptions. Comput. Hum. Behav.: Artif. Hum. 2:100027. doi: 
10.1016/j.chbah.2023.100027

Molino, M., Cortese, C. G., and Ghislieri, C. (2020). The promotion of technology 
acceptance and work engagement in industry 4.0: from personal resources to 
information and training. Int. J. Environ. Res. Public Health 17:2438. doi: 10.3390/
ijerph17072438

Nazaretsky, T., Ariely, M., Cukurova, M., and Alexandron, G. (2022a). Teachers' trust 
in AI-powered educational technology and a professional development program to 
improve it. Br. J. Educ. Technol. 53, 914–931. doi: 10.1111/bjet.13232

Nazaretsky, T., Cukurova, M., and Alexandron, G. (2022b). “An instrument for 
measuring teachers’ trust in AI-based educational technology” in LAK22: 12th 
international learning analytics and knowledge conference (New York: Association for 
Computing Machinery), 56–66. doi: 10.1145/3506860.3506866

Ng, D. T. K., Leung, J. K. L., Su, J., Ng, R. C. W., and Chu, S. K. W. (2023). Teachers’ AI 
digital competencies and twenty-first century skills in the post-pandemic world. Educ. 
Tech Res. Dev. 71, 137–161. doi: 10.1007/s11423-023-10203-6

Nov, O., and Ye, C. (2009). Resistance to change and the adoption of digital libraries: 
an integrative model. J. Am. Soc. Inf. Sci. Technol. 60, 1702–1708. doi: 10.1002/asi.21068

Nugraheni, A. S. C., Widono, S., Saddhono, K., Yamtinah, S., Nurhasanah, F., and 
Murwaningsih, T. (2024). Innovations in education: a deep dive into the application of 
artificial intelligence in higher learning. In 4th International Conference on Advance 
Computing and Innovative Technologies in Engineering (pp. 785–789)

Oliveira, G., Grenha Teixeira, J., Torres, A., and Morais, C. (2021). An exploratory 
study on the emergency remote education experience of higher education students and 
teachers during the COVID-19 pandemic. Br. J. Educ. Technol. 52, 1357–1376. doi: 
10.1111/bjet.13112

Onesi-Ozigagun, O., Ololade, Y. J., Eyo-Udo, N. L., and Ogundipe, D. O. (2024). 
Revolutionizing education through AI: a comprehensive review of enhancing learning 
experiences. Int. J. Appl. Res. Soc. Sci. 6, 589–607. doi: 10.51594/ijarss.v6i4.1011

Parish, A. (2013). “Developing teachers ‘resilience with using digital technologies in 
the classroom” in ICERI2013 proceedings. 6th international conference of education, 
research and innovation (Seville, Spain), 2435–2445.

Pires, P. B., Santos, J. D., and Pereira, I. V. (2025). “Artificial neural networks: history 
and state of the art” in Encyclopedia of information science and technology. 6th Edn. 
Khosrow-pour, M. (Pennsylvania, Statele Unite: IGI Global) 1–25.

Polančič, G., Heričko, M., and Rozman, I. (2010). An empirical examination of 
application frameworks success based on technology acceptance model. J. Syst. Softw. 
83, 574–584. doi: 10.1016/j.jss.2009.10.036

Porto, A. E. (2020). Adopting e-learning technologies in higher educational 
institutions: the role of organizational culture, technology acceptance and attitude. Rev. 
Soc. Sci. 5, 1–11. doi: 10.18533/rss.v5i1.143

Rafferty, A. E., and Griffin, M. A. (2006). Perceptions of organizational change: 
a stress and coping perspective. J. Appl. Psychol. 91, 1154–1162. doi: 
10.1037/0021-9010.91.5.1154

Roberts, E., Farrington, J., and Skerratt, S. (2015). Evaluating new digital technologies 
through a framework of resilience. Scott. Geogr. J. 131, 253–264. doi: 
10.1080/14702541.2015.1068947

Rudolph, J., Tan, S., and Tan, S. (2023). ChatGPT: bullshit spewer or the end of 
traditional assessments in higher education? J. Appl. Learn. Teach. 6, 342–363. doi: 
10.37074/jalt.2023.6.1.9

Sadaf, M. (2019). Measuring the impact of technological pedagogical content 
knowledge on teacher resilience in universities of Pakistan. Int. J. Manag. Excellence. 12, 
1872–1881. doi: 10.17722/ijme.v12i3.1084

Samoili, S., López Cobo, M., Gómez, E., De Prato, G., Martínez-Plumed, F., and 
Delipetrev, B. (2020). AI watch. Defining artificial intelligence. Towards an operational 
definition and taxonomy of artificial intelligence. Luxembourg: Publications Office of 
the European Union Available at: https://publications.jrc.ec.europa.eu/repository/
bitstream/JRC118163/jrc118163_ai_watch._defining_artificial_intelligence_1.pdf 
(Accessed  21 May, 2024).

Shahid, M. K., Zia, T., Bangfan, L., Iqbal, Z., and Ahmad, F. (2024). Exploring the 
relationship of psychological factors and adoption readiness in determining university 
teachers’ attitude on AI-based assessment systems. Int. J. Manag. Educ. 22:100967. doi: 
10.1016/j.ijme.2024.100967

Su, J., and Yang, W. (2023). Unlocking the power of ChatGPT: a framework for 
applying generative AI in education. ECNU Rev. Educ. 6, 355–366. doi: 
10.1177/20965311231168423

https://doi.org/10.3389/feduc.2025.1488147
https://www.frontiersin.org/journals/education
https://www.frontiersin.org
https://doi.org/10.1007/s11423-019-09722-y
https://doi.org/10.1007/s11423-019-09722-y
https://doi.org/10.1016/j.caeai.2020.100001
https://doi.org/10.1016/j.jcps.2009.09.003
https://doi.org/10.46568/gjmas.v3i4.163
https://doi.org/10.57125/FED.2024.03.25.08
https://doi.org/10.1016/j.neuroimage.2008.12.049
https://doi.org/10.30935/ojcmt/13572
https://doi.org/10.1007/BF02291575
https://doi.org/10.1080/21683603.2020.1734125
https://doi.org/10.2307/249751
https://doi.org/10.1007/s10639-023-12109-5
https://doi.org/10.1007/s10639-021-10831-6
https://doi.org/10.3390/info13010014
https://doi.org/10.3389/fpsyg.2023.1185079
https://doi.org/10.1016/j.compedu.2009.09.009
https://doi.org/10.1007/s10639-024-12772-2
https://doi.org/10.3390/su16177679
https://doi.org/10.1016/j.tate.2015.11.016
https://doi.org/10.1016/S0079-7421(02)80005-6
https://doi.org/10.1108/cg-09-2020-0385
https://doi.org/10.1016/j.heliyon.2022.e09885
https://doi.org/10.1016/j.chbah.2023.100027
https://doi.org/10.3390/ijerph17072438
https://doi.org/10.3390/ijerph17072438
https://doi.org/10.1111/bjet.13232
https://doi.org/10.1145/3506860.3506866
https://doi.org/10.1007/s11423-023-10203-6
https://doi.org/10.1002/asi.21068
https://doi.org/10.1111/bjet.13112
https://doi.org/10.51594/ijarss.v6i4.1011
https://doi.org/10.1016/j.jss.2009.10.036
https://doi.org/10.18533/rss.v5i1.143
https://doi.org/10.1037/0021-9010.91.5.1154
https://doi.org/10.1080/14702541.2015.1068947
https://doi.org/10.37074/jalt.2023.6.1.9
https://doi.org/10.17722/ijme.v12i3.1084
https://publications.jrc.ec.europa.eu/repository/bitstream/JRC118163/jrc118163_ai_watch._defining_artificial_intelligence_1.pdf
https://publications.jrc.ec.europa.eu/repository/bitstream/JRC118163/jrc118163_ai_watch._defining_artificial_intelligence_1.pdf
https://doi.org/10.1016/j.ijme.2024.100967
https://doi.org/10.1177/20965311231168423


Gârdan et al. 10.3389/feduc.2025.1488147

Frontiers in Education 24 frontiersin.org

Swargiary, K., and Roy, K. (2023). Transformative impact of artificial intelligence in 
education: a comprehensive analysis of student and teacher perspectives

Tavakol, M., and Dennick, R. (2011). Making sense of Cronbach’s alpha. Int. J. Med. 
Educ. 2, 53–55. doi: 10.5116/ijme.4dfb.8dfd

Teng, Y., Zhang, J., and Sun, T. (2023). Data-driven decision-making model based on 
artificial intelligence in higher education system of colleges and universities. Expert. Syst. 
40:e12820. doi: 10.1111/exsy.12820

Venkatesh, V., and Davis, F. D. (2000). A theoretical extension of the technology 
acceptance model: four longitudinal field studies. Manag. Sci. 46, 186–204. doi: 10.1287/
mnsc.46.2.186.11926

Venkatesh, V., Morris, M. G., Davis, G. B., and Davis, F. D. (2003). User acceptance of 
information technology: toward a unified view. MIS Q. 27, 425–478. doi: 10.2307/30036540

Venkatesh, V., Thong, J. Y., and Xu, X. (2012). Consumer acceptance and use of 
information technology: extending the unified theory of acceptance and use of 
technology. MIS Q. 36, 157–178. doi: 10.2307/41410412

Viberg, O., Cukurova, M., Feldman-Maggor, Y., Alexandron, G., Shirai, S., 
Kanemune, S., et al. (2023). Teachers' trust and perceptions of AI in education: the role 
of culture and AI self-efficacy in six countries. Available at: https://arxiv.org/
abs/2312.01627v1 (Accessed 19 June, 2024).

Wang, Y. (2021). Artificial intelligence in educational leadership: a symbiotic role of 
human-artificial intelligence decision-making. J. Educ. Adm. 59, 256–270. doi: 10.1108/
JEA-10-2020-0216

Wang, M., Chen, Z., Liu, Q., Peng, X., Long, T., and Shi, Y. (2024). Understanding 
teachers’ willingness to use artificial intelligence-based teaching analysis system: 
extending TAM model with teaching efficacy, goal orientation, anxiety, and trust. 
Interact. Learn. Environ., 1–18. doi: 10.1080/10494820.2024.2365345

Wang, X., Li, L., Tan, S. C., Yang, L., and Lei, J. (2023). Preparing for AI-enhanced 
education: conceptualizing and empirically examining teachers’ AI readiness. Comput. 
Human Behav. 146:107798. doi: 10.1016/j.chb.2023.107798

Wang, Y., Liu, C., and Tu, Y.-F. (2021). Factors affecting the adoption of AI-based 
applications in higher education: an analysis of teachers perspectives using structural 
equation modeling. Educ. Technol. Soc. 24, 116–129.

Wardat, Y., Tashtoush, M., AlAli, R., and Saleh, S. (2024). Artificial intelligence in 
education: mathematics teachers’ perspectives, practices and challenges. Iraqi J. Comput. 
Sci. Math. 5, 60–77. doi: 10.52866/ijcsm.2024.05.01.004

Woolf, B. P. (2010). Building intelligent interactive tutors: Student-centered 
strategies for revolutionizing e-learning. Burlington, MA: Morgan Kaufmann 
Publishers, Elsevier.

Xia, Y., and Yang, Y. (2019). RMSEA, CFI, and TLI in structural equation modeling 
with ordered categorical data: the story they tell depends on the estimation methods. 
Behav. Res. 51, 409–428. doi: 10.3758/s13428-018-1055-2

Yao, N., and Wang, Q. (2024). Factors influencing pre-service special education 
teachers’ intention toward AI in education: digital literacy, teacher self-efficacy, 
perceived ease of use, and perceived usefulness. Heliyon. 10:e34894. doi: 10.1016/j.
heliyon.2024.e34894

Yu, F., Mirza, F., Chaudhary, N. I., Arshad, R., and Wu, Y. (2022). Impact of perceived 
skillset and organizational traits on digital wellbeing of teachers: mediating role of 
resilience. Front. Psychol. 13:923386. doi: 10.3389/fpsyg.2022.923386

Zawacki-Richter, O., Marín, V. I., Bond, M., and Gouverneur, F. (2019). 
Systematic review of research on artificial intelligence applications in higher 
education–where are the educators? Int. J. Educ. Technol. High. Educ. 16, 1–27. doi: 
10.1186/s41239-019-0171-0

Zhang, C., Schießl, J., Plößl, L., Hofmann, F., and Gläser-Zikuda, M. (2023). 
Acceptance of artificial intelligence among pre-service teachers:  
a multigroup analysis. Int. J. Educ. Technol. High. Educ. 20:49. doi: 10.1186/
s41239-023-00420-7

Zhao, L., Ao, Y., Wang, Y., and Wang, T. (2022). Impact of home-based learning 
experience during COVID-19 on future intentions to study online:  
a Chinese university perspective. Front. Psychol. 13:862965. doi: 10.3389/
fpsyg.2022.862965

https://doi.org/10.3389/feduc.2025.1488147
https://www.frontiersin.org/journals/education
https://www.frontiersin.org
https://doi.org/10.5116/ijme.4dfb.8dfd
https://doi.org/10.1111/exsy.12820
https://doi.org/10.1287/mnsc.46.2.186.11926
https://doi.org/10.1287/mnsc.46.2.186.11926
https://doi.org/10.2307/30036540
https://doi.org/10.2307/41410412
https://arxiv.org/abs/2312.01627v1
https://arxiv.org/abs/2312.01627v1
https://doi.org/10.1108/JEA-10-2020-0216
https://doi.org/10.1108/JEA-10-2020-0216
https://doi.org/10.1080/10494820.2024.2365345
https://doi.org/10.1016/j.chb.2023.107798
https://doi.org/10.52866/ijcsm.2024.05.01.004
https://doi.org/10.3758/s13428-018-1055-2
https://doi.org/10.1016/j.heliyon.2024.e34894
https://doi.org/10.1016/j.heliyon.2024.e34894
https://doi.org/10.3389/fpsyg.2022.923386
https://doi.org/10.1186/s41239-019-0171-0
https://doi.org/10.1186/s41239-023-00420-7
https://doi.org/10.1186/s41239-023-00420-7
https://doi.org/10.3389/fpsyg.2022.862965
https://doi.org/10.3389/fpsyg.2022.862965

	Adopting AI in education: optimizing human resource management considering teacher perceptions
	1 Introduction
	2 Literature review—hypotheses development
	2.1 The role of generative AI within the development of learning content process and the utility of AI integration within education field
	2.2 The role of degree of familiarity with AI software and technology for the perceived utility of AI integration in education
	2.3 The importance of the perceived challenges posed by the use of AI in the didactic activity for the utility of AI integration in education
	2.4 The usage of AI in teaching processes and the impact upon the perceived utility of AI integration in education
	2.5 Importance of educators’ resilience regarding the perceived utility of AI integration in education
	2.6 The perceived utility of AI integration in education—a prerequisite for positive attitude regarding AI usage in didactic activity
	2.7 The role of positive attitude regarding AI usage in didactic activity in fostering usage intention of AI based applications and technology

	3 Methodology of research
	3.1 Participants (sampling and data collection)
	3.2 Measures

	4 Results
	5 Discussion
	6 Conclusion
	6.1 Limitations and future research directions
	6.2 Managerial and policy implications


	 References

